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OPEN A hybrid simulation method

towards the gamma ray phase
contrast imaging for metallic
material
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A high efficiency simulation method for propagation-based phase-contrast imaging, called directional
macro-wavefront (DMWF), is developed with the aim of simulating high-energy phase-contrast
imaging. This method takes both Monte Carlo and wave optical propagation into consideration.
Traditional wave-optics-based simulation methods for phase-contrast imaging encounter
unacceptable computational complexity when high-energy radiation is used. In contrast, this

method effectively addresses this issue by using macro-wavefront integration. Several simulation
examples using typical parameters of inverse Compton scattering sources are presented to illustrate
the excellent energy adaptability and efficiency of the DMWF method. This method provides a more
efficient approach for phase-contrast imaging simulations, which will drive the advancement of high-
energy phase-contrast imaging.
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Over more than a century since the discovery of X-rays, X-ray imaging techniques have been widely applied
in various fields such as medicine and industry due to the superior penetrability of X-rays. The X-ray imaging
technique commonly utilizes the attenuation effect of X-rays in materials, which is positively correlated with the
atomic number. However, with regard to low-Z materials such as organic substances, the excessive penetrating
power of X-rays often leads to negligible attenuation and low image contrast. The advent of X-ray phase-contrast
imaging (PCI) has overcome this problem and makes high-contrast imaging of these low-Z materials possible.
The physical basis behind X-ray PCI is the phase shift and the attenuation when they interact with matters, which
is determined by the complex refractive index of the material'

n=1-8+iB, (1)

where § denotes the real part of the refractive index decrement and is associated with phase shift, and B denotes
the absorption coeflicient.

Usually, § is approximately 2 — 3 orders of magnitude larger than 8 in X/soft-y ray energy region. Therefore,
phase contrast imaging techniques hold the promise of achieving a significantly higher contrast-to-noise ratio
(CNR) compared to attenuation-based imaging. Moreover, phase shift provides information about the electron
density of the material. By combining attenuation, phase-shift or even dark-field information, there is a potential
for quantitatively reconstructing the composition of a target object>™*.

With the development of PCI techniques, they have been considered to be applied for large-sized objects or
materials with high atomic numbers in higher X/y-ray energy region. However, there is a lack of investigations
for PCI beyond 100 keV>, as numerous technical challenges need to be addressed and unexplored territories still
remain. Due to the inability of detectors to directly measure the phase, it is necessary to employ optical systems
that can convert phase information into intensity information. In the energy range of1 — 100 keV, phase shifting
conversion is typically achieved through the use of gratings®~'?, crystals''*'%, random phase modulator (e.g., a
piece of sandpaper)'”'8, or propagation!®-*? over a certain distance. Unfortunately, at energies exceeding 100 keV,
gratings and crystals demand exceptionally high stability and exhibit relatively low efficiency. Consequently,
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propagation-based PCI (PB-PCI) is considered as a potential solution and much attention has been paid to this
technique.

The PB-PCI requires a sufficiently large propagation distance to exhibit distinguishable Fresnel diffraction
fringes. This necessitates the radiation source used for PCI to possess adequate spatial coherence; meanwhile,
the image detector should have sufficient spatial resolution. In order to achieve PCI-based quantitative imaging
analysis in industrial and medical fields, inverse Compton scattering (ICS) sources, characterized by moder-
ate footprint and excellent beam qualities, are preferred compared to synchrotron radiation sources and other
laboratory sources.

Simulation methods for PB-PCI have been a crucial focus in its development, serving as a vital tool for
optimizing imaging parameters. It provides a theoretical basis for the design of imaging systems and guides the
interpretation of experimental results. Especially, with the recent emergence of machine learning-based phase
retrieval algorithms, simulation methods for PB-PCI can serve as a platform for generating the required training
data. In the X-ray region, several simulation methods have been developed for PB-PCI, mainly including the
wave optics method?~?%, the Monte Carlo method®-*, and the hybrid method*!.

The wave optics method is primarily based on the wave nature of X-ray in classical electrodynamics, focusing
on the interference properties of light. This method is generally based on the principles of Fresnel diffraction and
efficiently simulates wave propagation using the fast Fourier transform (FFT) algorithm. Wave optics methods
excel in accurately simulating the Fresnel diffraction patterns. When developing other simulation methods, it is
often essential to use the results of wave optics methods as the “gold standard” for evaluating their capabilities.
The limitations of wave optics methods are the high computational complexity and the neglect of incoherent
scattering effects.

The Monte Carlo method discussed here refers to the particle transport method in traditional absorption-
contrast imaging techniques, which offers accurate simulations of particle-matter interactions (Compton scat-
tering, photoelectric effect, and pair production). Previous literature?® has demonstrated that when the spatial
resolution of the simulated imaging system is quite low, refraction can be employed as an approximation for the
interference effects between the wave-fronts. In essence, the Monte Carlo methods or ray tracing methods are
equivalent to the rigorous Huygens-Fresnel principle when the following condition is satisfied:

71’/1R2M
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where FWHM(g) is the full width at half maximum of the over all point spread function (PSF) g of the imaging
system, / is the wave length, and M is the geometric magnification factor, which can be written as:

R R
M= 1+ 2

R ©)

where R; and R; are the source-to-sample distance and sample-to-detector distance, respectively. While the
Monte Carlo method offers a significant reduction in computational complexity compared to rigorous wave
optics methods, it has some limitations. For example, it hinders the ability to evaluate imaging systems with
high resolution or large distances R,.

The hybrid method generally combines the Monte Carlo method and wave optics calculations. Monte Carlo
simulation is utilized to conveniently obtain the intensity distribution of the wave field after the object plane.
Subsequently, the wave is propagated based on the Huygens-Fresnel principle and the intensity distribution
caused by interference effects is calculated. By combining the advantages of both methods, the hybrid method
finds wide applications in the simulation of PB-PCI and grating-based PCI**-*!. However, the hybrid method faces
the same problem as the wave optics method. Both methods entail lengthy computational time, which increases
with photon energy and makes them impractical for high-energy PCI simulation. Besides, the Monte Carlo
methods are inadequate for simulating interference effects and unsuitable for high-resolution imaging simula-
tions. Therefore, an efficiency simulation method that takes the advantages of the hybrid method and can be
applied efficiently to high-energy PCI becomes necessity. In this paper, we have improved upon traditional hybrid
methods to develop a simulation method, the directional macro-wavefront (DMWF) method, that can cover a
broader energy range with higher simulation efficiency. By introducing the concept of the “macro-wavefronts”
on the object plane, the issue of chirp function in the Fresnel diffraction integral which constraints on the grid
partitioning of the object plane has been effectively addressed. A series of simulation examples demonstrate that
the DMWF method exhibits excellent stability across a wide range of sample parameters, showing insensitivity
to photon energy and generally lower simulation cost. This method offers a fast simulation approach for high-
energy coherent imaging, holding the potential to further advance researches in high-energy PCI.

Method

In principle, PB-PCI is based on the phenomenon of Fresnel diffraction, where the waves modulated by the
sample undergo propagation over a certain distance. Assuming the sample is sufficiently thin, the interaction
between radiation and matter can be modeled using a two-dimensional transfer function T (£, n)**

T(£,7) = exp (icb(s, ) — @) = A&, n)e'®EN, (4)

where £ and 7 are coordinates in the object plane, ® (£, 1) and i (&, n) refer to the projections of sample’s phase
and linear attenuation coefficient, respectively, and A (&, ) represents the amplitude attenuation of the wave field.
Furthermore, assuming the light source is an ideal point source located at a distance R; upstream of the sample
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and the light propagates along z-axis direction, the expression for the spatial wave field U(x, y) after propagating
a certain distance R; after the sample can be obtained from the Fresnel-Kirchhoff integral®, or:

Uty) = | —2
(x%y) = UR,M 5)
00 oo 2 2 _x)2 —v)2
eik<R1+Rz)/ / exp {ﬂ(s T, G o0y )}T(S,n)dédn-
—o0 J—00 A Ry R,

Based on Eq. (5), the light propagation after the sample can be calculated. When the photon energy becomes high,
the exponential term in the integral of the equation oscillates rapidly with respect to the transverse coordinate.
To numerically compute the intensity value at a point on the image plane, it is a common practice to discretize
the object plane wave field, calculate the response at the image plane of light emitted from discrete points on the
object plane, and then superimpose these responses. To achieve an accurate sampling, it requires a very dense
grid, leading to significant computational and storage costs. This is mainly not due to the difficulty of accurately
sampling the wave function on the object plane, but rather because the quadratic exponential term in Eq. (5) is
highly sensitive to the object plane coordinates. To elucidate this issue, in this paper, the following chirp function,
which is similar to the quadratic exponential term in Eq. (5), is adopted simply for analysis

1 .
fx) = ﬁ exp [IEXZ]' (6)

When the Fresnel number Nr = (I/2)?/(Jz) is greater than 0.25, according to the sampling theorem, the sam-
pling criterion for sampling Eq. (6) needs to satisfy the following function**

Ax < Jz/1, (7)

where Ax is the spacing between samples, z is the propagation distance, and [ is the width of the integration
region of the Fresnel integral. The integrals involving such chirp function typically have finite integration region
because of the limited field of view (FOV) of the image system. As the wavelength decreases, the required sam-
pling density will become intolerable.

To address this issue, in this paper, we present an efficient hybrid method, the DMWF method. A sketch
of the DMWF method is shown in Fig. 1. It takes into account the direction of the wave vector and introduces
appropriate integrals to overcome the limitations of the sampling theorem for the quadratic exponential term.
The general idea of the DMWF method is similar to other hybrid methods, it involves first obtaining the wave
function distribution on the object plane using Monte Carlo methods, followed by numerically calculating the

Fig. 1. The sketch of the DMWF method. The method is divided into two parts. The photon transport and the
photon-matter interaction before the object plane are simulated using Monte Carlo method. In the second part,
wave optics is used to calculate the intensity distribution from the grid on the object plane to the image plane.
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wave propagation from the object plane to the detector. These two primary components, methods of Monte Carlo
and wave optics, will be elaborated below.

Monte Carlo part

Two main processes, photon generation and source-to-sample transportation of photons, are simulated using
Monte Carlo method based on Geant4*>*. Firstly, the photons are sampled according to the properties of the
ICS source. For the ICS source, photons are generated through the collision of laser and electrons. Here, we only
consider the ICS source under the case of head-on collisions. Since both the laser and the electron spots follow
2D Gaussian distributions, the scattered photons also follows a 2D Gaussian distribution. The RMS focal spot
size of light source ox  is written as*”:

O] x0¢,x

OXx = —F—7——»
\ /afx + o2, (8)

where 07, and o, are, respectively, the RMS beam spot sizes of laser and electron in lateral direction. The
momentum distribution of ICS photons can be described as follows*:

.2 2
F0,0) = 3 1 <l sin” 0 cos® ¢ )sin@, ©)

g)’z(l — B cos 0)? B y2(1 — B cosh)?

when the laser is linearly polarized and the linear Compton scattering condition is satisfied. In Eq. (9), y is the
Lorentz factor of the electron, f is the speed of the electron normalized by ¢, and 6 and ¢ are the polar and azi-
muth angles of the scattered photon, respectively. The photon energy Ex distribution of the scattered photons is
related to the polar angle 6 ideally*3:

4y?

=" FE 5
1+ a2 47202 (10)

Ex

where E; is the energy of the laser photons, g is the magnitude of the normalized vector potential of the laser. In
reality, the energy spectrum of ICS sources is more complex and requires further consideration of the effects of
laser bandwidth and focusing, as well as electron beam energy spread and emittance. In the case where the polar
angle is not very large, such as when using a small collimation aperture, the energy spectrum can be approxi-
mately considered as a Gaussian distribution.

After sampling, similar to traditional absorption contrast imaging simulations, the transportation of each
photon through the sample and to the object plane behind the sample is simulated. For photons in the X/y-ray
energy range, the physical processes involved in the interaction between photons and the sample are mainly com-
posed of coherent scattering, Compton scattering, photoelectric effect, and pair production. During the particle
transport process, the phase shift of photon is calculated based on the length /; of each segment of the particle’s
trajectory. Multiplying the recorded length with corresponding real part of complex refractive index decrement
8 and wave number k, the individual phase shift can be obtained. The total phase shift ® is the accumulation of
individual phase shift, written as:

o= Zkaili, ()

where § is obtained by*

T’eﬂvz X,’
NS S
P AZ:Aiﬁ,, (12)

S =

where p is the density of the material, N is Avogadro constant, and Xj is the mass fraction of the atoms with mass
number A;. f1;is the atomic scatter factor, which is obtained from the database DABAX for X-ray applications™.
Besides, the refraction of photons is also considered at material boundaries. The refraction angle of a photon is
calculated by the Snell’s law*":

Sin91 _ m(i’ll)
sinf,  N(ny)’

(13)

where 0; and 6, are the incident and exitant angles, respectively, n; and n; are the refractive indices of the two
media, and R (n) represent the real part (1 — 8) of the complex refractive index. A geant4 class for the X/y-ray
photon refraction process has been developed for the PCI simulation in our laboratory. During the simulation,
if the refractive indexes of the previous and post step positions are not the same, a calculation of Snell’s law is
triggered to determine the direction of exitant photon. The plane just behind the sample, which is commonly
known as the object plane, is divided into a grid of pixels N, x N,. The assignment of photon is based on the
pixel (4, j) that it passes through, where 0 < i,j < N,. The energy and phase shift information of a photon, when
reaching the grid pixel (i, ), is stored to calculate the average phase shift ®;; and cumulative energy E; ;. At the
end of the Monte Carlo part, a discretized wave-field on the object plane is obtained, comprising phase shift and
energy information at each grid pixel.
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Wave optics part

The wave optics part involves the simulation of the wave-field propagation from the object plane to the image
plane (the detector plane). For simplicity, the scenario where the object is illuminated by an ideal monochromatic
point source is considered firstly. Each grid pixel in the object plane is treated as a macro-wavefront, and propa-
gation calculations are performed. This is similar to the treatment in partial coherence simulation for synchrotron
radiation®*~**. In contrast to other hybrid simulation methods, we consider that the waves are emitted from every
position within the grid to form a macro-wavefront, and the waves in the same grid pixel have the same amplitude

A (éi, r)j) = /Eij and the same derivative of phase shift (%, %?;) ., where the lateral coordinate of the center
point of each pixel is (§;, ;). This implies that the waves within an 1nd1v1dua1 pixel possess same amplitude and

propagation direction. The derivative of phase shift is approximated by the following equation:

od _ q)i+1,j_q>i—l,j
E|i,j - 2dg i 1)
00, Dijp — Pij
o 2dn

where d§, dn is the lateral pixel size of the object plane. Consequently, we can obtain the phase shift value at any
arbitrary point (¢, ) within the pixel (4, j), written as:
P

q’ig(f,ﬁ) D, + W ij

(&~ s,>+ |< —nj) = +—|,J . (15)

& " ‘
According to Eq. (5), the propagation of the macro-wavefront of a single pixel in vacuum can be expressed as

elk(Ri+R2)

UGy Ry = = p—

&i+3ds pnj+3dn k k
/s, / ' exp {id)i)j(u, v) + iﬂ [(xo —w?+ (yo — V)z] + iE [(x —uw?+ (y — v)z] }dudv,
(16)

where (x, o) is the photon exit position on the source plane, which typically is (0, 0) for an ideal point source.
Using mathematica software® we can find the integral results analytically.
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g(a, B.£,E) = Erfi K G 4 %) (@R1R; + Bk(Ry + Ry) — k(RiE + sto») N Rg}, (1)

and Erfi(x) is imaginary error function. The intensity on the detector is given by

2
No—1Np—1

I(x,y,Ry) = Z Z U(x,y,z)|iJ . (19)

i=0 j=0

Since PB-PCI images are generally diffraction fringes containing high frequency oscillation, the image plane
must have a small enough sampling interval to obtain a correct image. In general, the sampling interval Ax,
needs to be less than the width of the first Fresnel fringes,

Axger < \/ AMR;. (20)

For a real imaging system, further processing is required for the image. Photons generated by an ICS source
typically have random phases, so the photons emitted from different positions of the source is completely incoher-
ent. The ideal image in Eq. (19) will be convolved with the source distribution function (typically 2D Gaussian
distribution with © = 0and 0 = (M — 1)ox x) to account for the blurring effect of the source®**. The blurring
effect of the detector also needs to be considered, its PSF also needs to be convolved. For non-monochromatic
beams, it is necessary to superimpose images obtained at different energies according to the source spectrum to
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obtain the final result. This process will greatly consume computational time. Fortunately, the images produced by
PB-PCI are insensitive to energy variations. Quasi-monochromatic ICS sources can also be simulated according
to monochromatic light sources to a certain extent'®.

Results and discussion
Several examples are provided to illustrate the broad reliability of the simulation method.

Validation of the DMWF method
To validate the DMWF method, we simulate the condition of an X-ray PCI experiment, which was conducted
at the Tsinghua Thomson-scattering X-ray source (TTX)?. The sample is a Teflon cylinder with diameter of
6.0 mm and height of 6.0 mm, whose photo and sketch are shown in Fig 2 a and b, respectively. There were three
through-holes and one blind hole inside the cylinder, with diameters of 1.5 mm, 1.0 mm, 0.5 mm, and 0.2 mm,
respectively, and the depth of the blind-hole is ~ 3 mm. Below the sample, there was a cylindrical handle with
diameter of 2 mm, which was used for secure fixation of the phantom on the imaging platform.

The imaging plate detector (Fuji film) was used for its relative small pixel (25 pum/pixel) and free of electrical
noise. In the experiment, the X-ray energy is ~ 25 keV with an rms bandwidth of 2.3%°®, and the rms focal spot
size is ~ 10 wm. The source-to-sample distance R; is 2.1 m, and the sample-to-detector distance R; is 0.87 m. The

number of simulated photons is 8 x 10'°, The object plane and the image plane are divided into 1500 x 1500 and

5000 x 5000 grid, respectively, according to one-dimensional pre-simulations. After convolution with the systenm’s
PSE, the image is further down-sampled (the intensities of several small grids are summed as the intensity of the
larger grid) to 400 x 400 to match the detector pixel size. The images obtained from both simulation and experi-
ment are shown in Fig. 2c and d. The images were normalized according to the source intensity distribution.

As depicted in Fig. 2, the simulation result agrees well with the experimental result except slight deviations
in the positions of the through-holes in the imaging results, which can be attributed to the machining errors in
the sample. Additionally, there exist some rounded edges and burrs at the sample boundaries. Realistic factors
ultimately lead to a reduction in the enhancement effect at the edges of the experimental results. The horizontal
intensity profiles of the simulation and the experiment around the center of the images which are averaged verti-
cally over 20 pixels is illustrated in Fig. 3.

From Fig. 3, it can be observed that the trends of the two curves are roughly consistent, and the intensity
attenuation caused by the sample also aligns. However, the simulated result exhibits a stronger edge enhancement
effect at the edges of the sample and misalignment near the holes compared to the experimental result, which
may be attributed to the inadequate consideration of noise and machining errors of the sample. In general, the
simulation is in good agreement with the experimental result , which also proves the feasibility of this method.
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Fig. 2. (a) the photo and (b) the sketch of the Teflon sample. (c) the simulation and (d) the experiment imaging
results of the Teflon sample obtained at Ry = 2.1 m and R, = 0.87 m using 25 keV X-ray at TTX.
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Fig. 3. The horizontal intensity profiles of the simulation (blue solid-line) and the experiment (orange dash-
line) around the center of the result images which are averaged vertically over 20 pixels.

Convergence of the DMWF method

In order to effectively apply the DMWF method, it is imperative to investigate the adaptability of this innovation
under varying conditions, especially high-energy condition. In theory, the DMWF no longer suffers from the
issue of extremely small sampling intervals caused by the chirp function. However, a certain number of grids
still need to be allocated to ensure a decent reproduction of the sample’s transfer function T. To investigate the
relationship between the characteristics of image system and the number of grids on the object plane N, when
the method converged, we designed several ideal transfer functions to simulate phase-contrast images after
propagating a certain distance, examining the method’s convergence capabilities under different parameters and
comparing with the traditional wave optics method. It should be noted that the core innovation of the DMWEF
method lies in its clever handling of the Fresnel diffraction integrals. Hence, we mainly focus on examining the
differences between the DMWF’s wave optics part and conventional wave optics methods.

The conventional wave optics (WO) methods based on Egs. (4) and (5) is applied for comparison, which uses
the theoretical transfer function in Eq. (5) to calculate the image on the image plane. Due to the complexity of
the imaging objects, it is challenging to analytically determine their imaging results. Therefore it is still necessary
to divide the object plane into grids and calculate the propagation of waves from each grid to the image plane.
The WO method and the related hybrid method is widely employed in previous PCI simulations***. Therefore,
the required mesh number N, (related to the time and space cost required for simulation) of the two methods
are compared to demonstrate the superiority of the DMWF method.

Stability of the DMWEF method’s convergence with different imaging samples

In this section, we will investigate the impact of sample-induced attenuation and phase shift on the convergence
capability of the DMWF method to demonstrate its stability under various imaging conditions. For simplicity,
we suppose three types of imaged samples whose transfer functions satisfy the Fermi-Dirac distribution func-
tion shown in Table 1.

This implies that the transfer function is a step function, and the steepness of the attenuation or phase
shift is controlled by a. Utilizing ideal transfer functional analysis obviates the need for simulations in the
Monte Carlo part, allowing for direct computation of the wave optics part, which is the primary focus of
this section. The image system is set with R; = 20m, R, = 20m, and the energy of the light source is set
as 1 MeV. The size of object plane and image plane are 0.1 mm x 0.1 mm and 0.2 mm x 0.2 mm respectively,
and the image plane is divided into a 1000 x 1000 grid. Simulations are conducted with the mesh number
N, = 10,20, 50, 70, 100, 200, 500, 700, ..., 50, 000. The result fringes with N, = 100, 000 of the DMWF method
are taken as the ground truth to determine the convergence of two methods.

Case A is mainly used to investigate the impact of the gradient of intensity attenuation on the convergence of
the two methods. Smaller a corresponds to larger intensity gradients of the steps. The convergence curves of the
two methods, the Pearson correlation coefficient between the ground truth and the imaging results, are shown in
Fig. 4a. As N, increases, the imaging results of both methods approach the ground truth. It can be observed that

T(&,n) Case A Case B Case C
1
A, m) TrexpE/a) 1 1
3x10° 10°
& m 0 — H»e:p(s/a) — H»ae:p(s/a)
Table 1. The transfer function T'(§, 7) of the imaged samples.
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Fig. 4. The Pearson correlation coeflicient curves of (a) case A, (b) case B, (c) case C between the ground truth
and the fringes with different N, for the two methods. Solid line: the DMWF method, dashed line: the WO
method.

the influence of the intensity attenuation gradient related to a on convergence of the two methods is relatively
weak. Furthermore, the DMWF method consistently maintains a significant advantage in convergence compared
to the WO method. For the WO method, around N, ~ 4 x 102, the simulation results rapidly converge towards
the ground truth, which corresponds precisely to the maximum sampling interval required by the sampling
theorem Eq. (7). However, the DMWF method maintains a high correlation coefficient starting from a small
N,. The required N, for the DMWF method to achieve a correlation coefficient above 0.99 is likely one fifth of
that for the WO method. Therefore, for a typical two-dimensional object plane of N, x N,, the computational
time and storage space of the DMWF method will be reduced by a factor of 25 compared to the WO method.

Compared to intensity attenuation, the impact of phase shift on the simulation is likely to be more substan-
tial. This is because under typical imaging parameters, the phase shift of rays after passing through an object is
significantly larger than 27r. Consequently, this leads to rapid oscillations of the corresponding complex angle
in the transverse direction, thereby affecting the convergence of the simulation methods. In cases B and C, we
further investigated the influence of the phase shift and its gradient on the convergence of the methods. The
convergence curves of cases B and C are shown in Fig. 4b and c.

In Case B, different values of a represent distinct lateral phase gradients, which correspond to the refraction
of light. In PB-PCI, refraction is a crucial component of the phase-contrast signal. In case C, the minimum
phase value has been altered. It can be seen that the advantage of the DMWF method is more obvious when
the absolute value of the phase is larger, or the absolute value of phase gradient is smaller. The DMWF method
converges smoothly in these instances, albeit at a slower rate compared to case A. A series of data can attest that
DMWEFE converges smoothly across a variety of sample parameters. Simultaneously, there is little difference in
the required N, for accurate simulations.

Energy adaptability and computation cost of the DMWF method

As mentioned earlier, due to the constraints of the sampling theorem, it is challengeable for the WO method to
simulate high-energy PCI. For comparison, both the DMWF and the WO methods were used to simulate PCI at
a series of photon energy. It is worth noting that in order to ensure the same sample transfer function at different
energies, an ideal transfer function in the form of the Fermi-Dirac distribution function is used:

1
A = o x 107)
—500 1)
DE,n) =

1+ exp(€ x 107)°

The image geometry was set with the R; = 2m, and R, = 2 m. The settings of other parameters are consistent
with those in the previous section. The convergence curves of the two methods are calculated, and the results
are shown in Fig. 5a.

As depicted in Fig. 5a, the convergence behavior of the WO method closely aligns with the predictions of the
sampling theorem in Eq. (7). With the increase of photon energy, the convergence of the WO method becomes
increasingly challenging. On the other hand, the DMWF method appears to be unaffected by photon energy,
maintaining a nearly consistent convergence rate across different energy regions. The computing times of these
two methods are shown in Fig. 5b, which both increase linearly with N,. While the DMWF method consumes
more computing time than the WO method under the same parameters, the DMWF method requires a smaller
N, to achieve a high correlation coefficient, especially at higher energies. To reach the corresponding minimum
requirement of N,, the DMWF needs much less computing time than the WO method, as shown in Fig. 5c. It is
worth emphasizing that the transfer functions of the simulated phantoms in this section are one-dimensional, so
all grid divisions are also one-dimensional. For two-dimensional samples or light sources, the computation cost
advantage of the DMWF method will be further increased. When imaging real samples, it is necessary to obtain
their transfer function using the Monte Carlo part of DMWF first. The computation cost of the Monte Carlo
part of DMWF is roughly equivalent to that of the traditional Monte Carlo method and the Monte Carlo part
of traditional hybrid methods, which is dependent on the number of simulated photons. The DMWF method
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Fig. 5. (a) The Pearson correlation coefficient between the ground truth and the fringes with different N, for
the two methods. (b) Computing times of two methods under different energy and N,. (¢) Minimum N, and
corresponding computing time when the Pearson correlation coefficient > 0.98. Solid line: the DMWEF method,
dashed line: the WO method.

uses the innovative wave optics part that significantly reduces the computation cost of the wave optics part and
shows excellent energy adaptability while simultaneously simulating the interference effect.

Metallic sample of y-ray PCI

In the above section, the DMWF method has been demonstrated to be applicable to a higher energy range, pro-
viding us with the possibility to simulate y-ray PCI at a relatively low cost. In this section, we simulated y-ray PCI
of a copper sample as an application example of this method. The parameters are taken from the very compact
ICS Gamma ray source (VIGAS) system under construction in Tsinghua University®. The VIGAS system is an
ICS source, which can generate 0.2 — 4.8 MeV soft y-ray. The RMS focal spot size oy is approximately 10 jm,
and the energy spread is 1.5% (RMS, Gaussian). The photon energy was set to 1 MeV, and Ry = R, = 20 m.
The imaging object was a copper tube with an inner diameter of 1 mm and an outer diameter of 2 mm. Due to
the insensitivity of PB-PCI to energy spectra and the quasi-monochromatic characteristic of an ICS spectrum,
the simulation disregarded the energy spread of the source. The focal spot size of the source(o = 10 um, RMS,
Gaussian) and the PSF of the detector (o = 10 um, RMS, Gaussian) were taken into account in the simulation.
This is equivalent to a Gaussian blur with o = 14.14 um. The image simulated using the DMWEF method is shown
in Fig. 6a. The number of simulated photons is 8 x 101.

The intensity profile along the horizontal line passing through the center of the image is shown in Fig. 6b.
The object plane grid is partitioned into a 2000 x 2000 grid to ensure the accuracy of the simulated image. The
image plane is divided into a 2000 x 2000 grid according to Eq. (20). After convolution with the system’s PSF,
the image is further down-sampled to 500 x 500, corresponding to a 10 ;m pixel size. In the simulated image,
it is evident that there is a significant edge enhancement at the sample edges, which would be beneficial for
identifying material boundaries.

Furthermore, we performed a reconstruction of the sample’s thickness profile based on the simulated images
using PAD-PA method of PITRE software?®. For a homogeneous sample consisting of only one material, the
reconstruction can be achieved using a single image. The reconstruction result is shown in Fig. 6¢. It can be seen
that the reconstructed thickness profile generally aligns with the theoretical expectation. This indicates that the
DMWF method demonstrates good accuracy in PCI simulation with metallic sample.
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Fig. 6. (a) the simulation image of a copper tube sample. (b) the intensity profile of the copper tube along the
horizontal line passing through the center of the simulated image (a). (c) the reconstructed thickness profile
obtained from the intensity profile (b) and the theoretical thickness profile.
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Conclusion

We have developed an efficient PB-PCI simulation method, called DMWE which is suitable for a wider energy
range than conventional WO methods and hybrid methods and has good applicability to various samples. The
simulation method is a hybrid approach. Firstly, the image on the object plane is obtained through Monte Carlo
simulation, and then the final image is calculated using the fast macro-wavefront propagation. This method
partially overcomes the sampling limitations of the chirp function in Fresnel diffraction, significantly reducing
the spatio-temporal complexity of simulating PB-PCI interference effects. Some results are presented to dem-
onstrate the adaptability and accuracy of the simulation method. In comparison to the WO method and other
related hybrid methods that utilizes traditional Fresnel diffraction integrals, the DMWF method exhibits superior
energy adaptability and reduces computation cost. However, in order to simulate the interference phenomena,
the computation cost may still be higher than the traditional Monte Carlo method. Although the DMWF method
breaks through the sampling criterion of object plane, the grid division of the image plane is still limited by
sampling criterion. Especially when imaging larger samples, the simulation still takes time.

The DMWF method itself also holds significant potential for improvement. Firstly, the method can be imple-
mented using large-scale matrix computations, where vectorized parallel methods and GPU acceleration could
significantly speed up the simulations. Secondly, to further speed up the computation and reduce storage require-
ments, one could emulate finite element methods by adaptively partitioning the object plane with grids of varying
sizes to save computation costs in regions of the image with less pronounced features. Thirdly, the Monte Carlo
part of the DMWEF method currently supports the import of most simple models as imaging samples. To expand
its application in the medical field, it is necessary to further develop the import interface for voxelized models.
In the near future, many high-energy and highly coherent ICS sources**¢? and synchrotron sources®*-*° will be
operational, making high-energy X/y-ray PCI a significant scientific objective. The DMWF method demonstrates
significant advantages in high-energy PCI simulations and can be easily adapted to other types of light sources,
laying a foundation for further research of high-energy X/y-ray PCI in the future.

Data availability
The datasets used and/or analysed during the current study available from the corresponding author on reason-
able request.
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