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OPEN A new texture-based labeling

framework for hyper-reflective
foci identification in retinal optical
coherence tomography images

Maryam Monemian, Parisa Ghaderi Daneshmand, Sajed Rakhshani & Hossein Rabbani™*

An important abnormality in Optical Coherence Tomography (OCT) images is Hyper-Reflective Foci
(HRF). This anomaly can be interpreted as a biomarker of serious retinal diseases such as Age-related
Macular Degeneration (AMD) and Diabetic Macular Edema (DME) or the progression of disease from
an early stage to a late one. In this paper, a new method is proposed for the identification of HRFs.
The new method divides the OCT B-scan into patches and separately verifies each patch to determine
whether or not the patch contains an HRF. The procedure of patch verification contains a texture-based
framework which assigns appropriate labels according to intensity changes to each column and row.
Then, a feature vector is extracted for each patch based on the assigned labels. The feature vectors
are utilized in the training step of well-known classifiers like Support Vector Machine (SVM). Then, the
classifiers are used to produce the labels for the test OCT images. The new method is evaluated on a
public dataset including HRF labels. The experimental results show that the new method is capable of
providing outstanding results in terms of speed and accuracy.

Retina is an important body organ which is responsible for providing vision for human'. Optical Coherence
Tomography (OCT) is a comparatively new imaging modality which is able to capture from light-scattering
organs such as retina. Due to its simplicity, accuracy and non-invasiveness, OCT is widely utilized for verifying
retinal health status!'-S.

Hyper-Reflective Foci (HRF) is a kind of lesion appeared in the OCT images in healthy persons or patients
with several important retinal diseases’~. Some studies suggested that HRFs have the same characteristics with
small aggregates of hard exudates”®1%, However, in several non-exudative processes, they have been observed,
too! 12,

An HRF can be considered as a risk factor for disease progression from intermediate AMD to late AMD. Also,
HREFs are from the first symptoms appeared in the OCT images of Diabetic Macular Edema (DME) patients!>4.
HRFs appear as bright roundish lesions within retinal layers and they can be considered as lipid extravasation
in DME, macrophages'® and microglia'®~!® in AMD, degenerated photo receptor cells and migrating Retinal
Pigment Epithelium (RPE) cells'. In addition, the origin of HRFs can be considered as leukocytes of RPE cells
which represent retinal inflammation'. A sample OCT B-scan which contains HRFs is presented in Fig. 1. The
HRF regions are shown in Fig. 1 with yellow arrows.

As mentioned in?°, HRFs have bright intensities and irregular shapes, varying sizes, blurry boundaries. Also,
they are mostly distributed between Retinal Nerve Fiber Layer (RNFL) and Inner/Outer Segment (IS/OS) layers
of retina. The location, the number and the size of HRFs can determine the stage of disease. Therefore, the
detection of HRFs can facilitate the procedure of disease identification and staging.

Capturing OCT from one subject produces a large volume of information including a number of B-scans.
The manual verification and analysis of OCT B-scans is a tedious and time-consuming task which may be prone
to error. Therefore, to propose novel methods for automatic or semi-automatic analysis of OCT images is of
considerable importance?™®.

In this paper, an innovative method is proposed for automatic detection of HRFs in the OCT images. The
new method works based on the analysis of texture in a patch-wise procedure to extract discriminating feature
for HRF regions. The main idea for finding the unique feature for HRF regions is that the pixels located at the
center of HRFs has the highest intensity value. Thus, a new textural label is defined to characterize the patch
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Fig. 1. A sample OCT B-scan containing HRFs.

columns and rows including such a pixel. A feature vector is formed based on the values of the defined labels and
a classifier is trained based on the input feature vectors.

The structure of this paper is as follows. Section II includes the related works performed in the field of
HREF detection in OCT images. The novel method is introduced in detail in Section III. Section IV presents the
numerical results and finally the concluding remarks are presented in Section V.

Related works
In this section, the existing research works in the field of HRF identification are introduced and explained.

In?! a method is proposed for the visualization, localization and quantification of HRFs in OCT images. In
order to do so, it is necessary to segment Inner Limiting Membrane (ILM), Retinal Pigment Epithelium (RPE)
and Bruch’s Membrane (BM) layers using the automated software of capturing device. Also, OCT B-scans are
converted to Optical Attenuation Coeflicients (OAC) maps. Using these maps, the contrast between RPE and
its migrating cells observed as HRFs and the background is enhanced and their visualization becomes simpler.

A method utilizing Morphological Component Analysis (MCA) for detecting HRFs is presented in?2 In
MCA, an image is considered as a linear combination of morphologically distinct images. Each of these distinct
images is a sparse representation in a certain dictionary. For the purpose of HRF detection, known overcomplete
dictionaries from curvelet and Daubechies wavelet transforms are used.

An unsupervised learning-based framework for OCT image enhancement and HRF detection is proposed
in!3. The reconstruction of OCT images is performed using a Restricted Boltzmann Machine (RBM) with a
special target function. The reconstructed images have an improved contrast which makes them suitable for
detecting HRFs. Gaussian Mixture Models (GMM) are used to cluster HRFs in the reconstructed images. Then,
the false positive regions which are located in RPE layer are removed.

For the purpose of quantification and visualization of HRFs in the Outer Nuclear Layer (ONL) of retina, a
Convolutional Neural Network (CNN) classifier is employed in?. Firstly, candidate detection is a part of>* where
blob detectors are used to find the regions similar to HRFs. Then, feature extraction step extracts a set of features
such as intensity, radius and the proximity to a blood vessel to find HRFs. All of the mentioned features are fed
to CNN classifier for classifying the patches.

In?* a method including three main phases for pre-processing, layer segmentation and HRF segmentation
is proposed for HRF segmentation. A graph search method and Sobel edge algorithm are used for layer
segmentation. Finally, HRFs are segmented using a grow-cut algorithm. In?® an algorithm for the detection and
quantification of HRFs in DME patients is proposed. In the first step, a U-shaped CNN is developed to segment
HRFs. The structure of utilized U-net consists of three down-sampling and up-sampling steps. In order to deal
with HRFs with sizes, several convolutional modules in different scales are considered. Moreover, a Channel
Attention Module (CAM) is utilized to remove redundant information and guide the model to focus on useful
information?.

An automatic method based on deep learning approach for HRF segmentation is suggested in?. In order
to improve the accuracy of segmentation in low contrast images, enhanced images are produced using image
processing methods. The enhanced images and the denoised image are cascaded to enter 3-D U-net. The structure
of 3-D U-net is modified in such a way that the standard convolution is replaced with dilated convolution layer
in the last encoder path.
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Fig. 2. A block diagram for the proposed method.
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Fig. 3. (a, g) Two rectangular windows from the OCT image containing HRF and (b, h) the corresponding
related masks, (¢, d) the changes trend in the second and third rows of part (a), (e, f) the changes trend in the
second and third columns of part (a), (i, j) the changes trend in the second and third rows of part (g), (k, 1) the
changes trend in the third and fourth columns of part (g).

In? a fully automatic deep learning model is proposed for HRF segmentation. The pre-trained networks
such as VGG-16, ResNet50 are utilized for finding the patches which include HRFs. Then, another deep learning
approach employing U-net architecture is utilized for segmenting HRFs?®.

A segmentation model for HRFs is suggested in?’. Firstly, the OCT images are de-noised using non-local
means method. Then, the images are divided into patches to solve the problem of imbalanced ratio of HRFs and
background. Then, a DBR neural network is employed to receive image patches as inputs. The hidden features in
the mentioned patches are extracted by three DBR blocks using a coarse-to-fine architecture.

28 a deep learning approach is used for the diagnosis of early biomarkers of AMD including HRFs. A CNN
is used for the mentioned purpose and its parameters are initialized by transfer learning. Also, a deep learning
approach called ReLayNet is utilized for segmenting retinal layers®.

An automatic method based on deep learning is proposed for the classification of Macular Edema (ME)
and normal cases in?. In this method, the related biomarkers including HRFs and fluids are segmented. Four
CNN architectures are independently trained to identify biomarkers. Pre-processing operations consisting of
normalization and augmentation are performed at the starting point.

In contrast to the mentioned research works, in this paper the focus is on the extraction of appropriate
manual image processing features for discriminating HRF regions. To the best of our knowledge, the existing
works in the field of HRF detection did not pay attention to the discriminating features of HRFs which can be
extracted by analyzing the texture of related image regions. Also, the suggested work has interpretability which
may not exist in many deep learning methods.

Method

In this section, the novel method is explained in details. The method called Texture-based Label Assignment for
HRF (TLA-HRF) detection consists of several steps. The main steps include pre-processing, feature extraction
using texture-based label assignment and classification. All the steps are explained in the following. A block
diagram for the proposed method is shown in Fig. 2.

Pre-processing

In this step, the OCT B-scan is de-noised with the help of some noise reduction method. The method which is
utilized here is median filtering due to its simplicity and speed. Also, retinal segmentation of the OCT B-scans
for the determination of RNFL and IS/OS borders is executed. The reason is that according to the studies, the
HRFs are usually located between the borders of RNFL and IS/OS layers. The software utilized for segmenting
the retinal layers is Caserel®.

Primary idea

Here, the primary idea for the feature extraction step is described. In order to clearly explain the main idea,
two sample HRFs are presented in parts (a) and (g) of Fig. 3. As can be observed in the figure, the rectangular
windows including HRFs are considered. Also, the related masks produced by the opinion of experts are shown
in parts (b) and (h). It is obvious that the pixels located near the center of HRFs have the highest intensity levels.
In fact, we have an incremental trend in the intensity levels when one moves from far to the center of HRE. Also,
a decremental trend is observed when one moves from the center to the outside of an HRE These trends are
presented in the horizontal and vertical directions. Parts (c) and (d) present the trend of intensity changes in
the horizontal direction in the third and sixth rows of the rectangular window in part (a). Also, parts (e) and (f)
show the trend of changes in the intensity values in the fifth and sixth column of the same rectangular window.
In addition, parts (i) and (j) present the changes trend in the fourth and fifth rows of the rectangular window in
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part (g). Furthermore, the trends of changes in the fourth and fifth columns of the same rectangular window are
presented in parts (k) and (1), respectively.

Feature extraction
In this section, the procedure for feature extraction is explained. It should be noted that the focus is on the
features which represent the main idea described in the previous section. Let I denote the OCT B-scan with m
rows and #n columns. The whole image is divided into p*p rectangular windows, RWs, which may or may not
contain an HRE The feature extraction phase is performed on a patch-wise basis. For each column and row of
the rectangular window, a separate verification procedure is performed. For each column or row, it is verified
whether or not it contains a pixel with local maximum intensity value. In fact, it is verified that the intensity
incremental trend and decremental trend are observed in each column or row.

Let p, . denote the pixel located at (i,j) in cartesian coordinates. Also, X, ; denotes the intensity value of p, i
The pseli(]io—code for the feature extraction and forming feature vectors is presented in Fig. 4. Let rfm’ and
i denote the pixel sets in the /™ column of RW and in the i row of RW, respectively. Also, LY, 1< j < p
and L1 < i < p denote the label of j* column and i row in the RW, respectively. The process of forming
feature vector is summarized in the assignment of appropriate labels to the columns and rows of RW. In fact,
each column (row) is separately verified to receive a suitable label. The conditions verified for each column
are indicated in lines 1 to 12 of the pseudo-code. For every pixel located in the column, several parameters
including dk, k=0,1,...,3 are computed. If do and d | have positive values, pi; is a local maximum. However, such
conditions are not sufficient for our proposed method. The reason is that some pixels may accidently satisfy the
mentioned conditions due to noise or other artefacts. Therefore, it is necessary for d,, d, to be positive (line 5). If
these conditions are true, the label assigned to the column is equal to X; ; which is the intensity value of the local
maximum (line 6). If the mentioned conditions are not true, the zero value in the related column is assigned as
alabel for the column (line 9). The similar procedure is performed in each row to assign the proper label to each
row (lines 13 to 24). This label assignment procedure highlighting the primary idea described in the previous
section. The final feature vector is formed by concatenating the labels assigned to the columns and rows (line 25).

To form a feature vector for a sample RW

1-FOR =11w0p

2- FOR:i=1twp

3- Compute dy = X, ; — X;—y ;. dy = X, ; — Xipy ).
3 d; = Xi41y — Xigzy O3 = Kp—1; — K=z
5- IF (dy = 0,Vk =0,...,3)

3 Lf = Xy

7- BREAK:

8- ELSETF (1 == p)

5- =1

10- END IF

11- END FOR

12-END FOR

13-FORi=1top

14- FOR/=1twp

15- Compute dy = X, , — X, ;-1 &, = X, ; — X, s41.
16- dry=Xijs1— Kijaa.da=X;jo1 — Xij2
17- IF (d; 2 0,vk =0,...,3)

18- =X,

19- BREAK:

20- ELSE [F (j == p)

21- 18 =

22- END IF

23- END FOR

24-END FOR

25-Form the feature vector as F = [[L°], [.F]]

Fig. 4. Pseudo-code for forming feature vectors.
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Fig. 5. Sample rectangular windows (a) with and (b) without HRFs for training the SVM classifier.

[3,3] median filtering | [5,5] median filtering
Sensitivity | 0.87 0.81
Specificity | 0.93 0.87
Accuracy | 0.90 0.84

Table 1. The values of sensitivity, specificity and accuracy for TLA-HRF method in a patch-based evaluation
for different median filtering parameters.

Preparing classifier

For the classification purpose, it is necessary to train a classifier such as SVM. For training SVM, all HRFs are
extracted from the masks existing for the HRFs in each OCT B-scan of the dataset. From each extracted HRF
in the ground truth, we found the core patch. The procedure for finding the core patch inside the HRF includes
finding the center of HRFs. Since intensity values are larger in the center of HRFs and core patch is located at
the center of HRE, it is reasonable to find the maximum intensity value in the mask related to each HRE Then, a
window around that pixel is considered as the core patch. The dimensions of core patch are 3*3 and 5*5 with the
center of the pixel discussed above.

The number of all HRFs in the dataset is equal to 4999 and therefore the number of core patches is equal to
4999.

In order to sufficiently train the classifier, the core patches are increased through augmentation methods.
The augmentation methods which are utilized here include rotation, horizontal and vertical flip and brightness
adjustment. For each core patch, 8 augmented patches are generated. Thus, the number of core patches for
training reaches to 4999*9 =44,991. Since some patches are located at the margins of images and it is not possible
to compute the feature vector for them, they are removed and 44,802 square patches are used for training SVM.

For training SVM, it is also necessary to extract normal patches which do not include HRFs. In order to do so,
we have used the segmented OCT B-scans in which the borders of RNFL and IS/OS layers are determined. From
each OCT B-scan, all the normal patches which are located in the mentioned ROI are selected. The number of
such patches is equal to 825,631. From these normal patches, 44,802 patches are randomly selected and utilized
for training SVM. In fact, 44,802 normal and 44,802 abnormal patches including HRFs are used for training
SVM to provide balance in the training process. The feature vector which is computed for each normal or
abnormal patch is a 1*10 vector (for 5*5 core patches) or a 1*6 vector (for 3*3 core patches). This vector includes
2*p features for a p*p core patch. From each row and each column, one feature is calculated according to the
pseudo code of Fig. 4.

From all normal (abnormal) patches, 70% and 30% are used for training and testing purposes. The accuracy
values obtained on the testing patches are equal to 90% and 88% for 5*5 and 3*3 dimensions of core patch,
respectively. Therefore, the dimensions of 5*5 are considered for core patches in the simulations. After training
SVM, it is necessary to traverse all the OCT B-scan and label all patches. In order to do so, we divide the whole
OCT B-scan into p*p square patches. It should be noticed that only the patches which belong to the region
between RNFL and IS/OS layers are considered and others are removed. The trained classifier is employed to
label the mentioned patches.

Experimental results

In this section, the results obtained from evaluating the TLA-HRF are presented. In order to evaluate the
performance of the proposed method, a public dataset’! is utilized. This dataset includes 210 OCT B-scans with
masks which are related to HRFs. These masks are annotated manually by the experts.

Visual and numerical results
Figure 5 presents several sample rectangular windows which include and do not include HRFs.

Table 1 summarizes the value of sensitivity, specificity and accuracy for the TLA-HRF method. As can be
observed.

It should be noted that our proposed method is a patch-based method and the sensitivity, specificity and
accuracy values are presented in Table 1 were computed using a patch-based approach. To the best of our
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Sensitivity | Accuracy | Specificity | Dice coefficient | Precision
TLA-HRF | 0.86 0.96 0.98 0.84 0.82
RBM [13] | 0.84 - - 0.82 0.8

Table 2. The values of sensitivity, specificity and accuracy for TLA-HRF method and RBM'? in a pixel-wise
evaluation.

(b) () (d)

Fig. 6. (a) Several correctly identified HRFs by the proposed method and their masks, (b) a sample B-scan, (c)
the result of our proposed method, and (d) ground truth.

e

Fig. 7. Several true negatives identified by the proposed method.

knowledge, the methods focusing on identifying HRFs are limited and no work has evaluated its performance
using a patch-based approach.

However, in order to make the evaluations complete, we chose the method of'* for comparison. This
method called RBM has been introduced in section II. RBM presented its performance metrics in a pixel-wise
approach. Therefore, it is necessary to compute the segmentation results for our proposed method to make the
comparison possible. In order to do so, for each patch correctly labeled as the patch with HRE, we perform some
computations to identify the pixels which belong to HRFs. In these patches, we look for the pixels having the
local maximum intensity. In fact, if for a pixel p; ; which belongs to a HRF patch, X;; > X ;_1, Xi; > X 1,
Xi,jfl > Xi.];Q, and X{J+1 > Xz',jJrQ are true, all Dij—2> Dij—1> Dijs> Pij+1> and Di j4+2are labeled as HRF pixels.
In addition, if for a pixel p;; which belongs to a HRF patch, X;; > X; 1, Xij > Xi15 Xivij > Xigo
,and X, 1 ; > X o are true, all pi_sj, pi—1j> Dij» Di+1,j> and piio; are labeled as HRF pixels. The results
related to pixel-wise evaluation of our proposed-method and comparison with!® are presented in Table 2. The
results show that all parameters have improvement compared to RBM. It should be also noticed that contrast
enhancement is necessary in RBM which imposes extra computations.

Figure 6 presents several rectangular windows including HRFs which are correctly identified by TLA-HRF
method.

Figure 7 presents several rectangular windows without HRFs which are correctly identified as true negatives
by TLA-HRF method.

Regarding the speed of the proposed method. It is worth pointing out that the required computations
for labeling the rectangular patches are very simple. For each rectangular patch, only several comparisons
between the intensity values of each row and each column are necessary for labeling. If each patch contains p*p
dimensions, the number of comparisons for each patch is a multiplicator of 2*p. Also, it should be noted that
although the number of patches used for training is large, the training process is performed only one time and
it does not affect the processing time for labeling a sample OCT B-scan. The required time for labeling a sample
OCT image is around 4.6 s which is really low.
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Number of rows (N,)\Number of columns (N) | N.<4 | 4<N_<10 | 10<N,
N, <=4 23% 1% 0%
4<N,<=10 41% 9% 0%
10<N, 8% | 15% 3%

Table 3. The percentage of HRFs with different rows and columns.

Discussion on patch selection
It should be noted that in this research work, all the HRFs in a big important dataset have been verified and
evaluated. It is true that HRFs do not have the same shapes and sizes. However, it is possible to consider
rectangular bounding boxes around them. Using the mentioned bounding boxes, it is possible to count the
number of columns and rows existing in each HRFE. Therefore, it is possible to cover HRFs with different and
irregular shapes using the bounded boxes. Table 3 shows the percentage of HRFs with different rows and columns.
A comprehensive verification on the HRFs of the utilized dataset has been performed. Our evaluations show
that although different HRFs may have various sizes, it is possible to consider a core patch for all HRFs. In fact,
in order to localize the HRFs, it is sufficient to identify the core patch for HRFs. The core patch is a small patch
which can be found in the center of all HRFs. As mentioned before, the number of small HRFs in the utilized
dataset is considerable. Our verifications show that around 23% of HRFs in the utilized dataset have less than 4
rows and less than 4 columns. Therefore, it is reasonable to consider the small dimensions such as 3*3 and 5*5
for the core patch.

Limitations

It should be mentioned that the proposed method requires pre-processing steps including noise-reduction and
also retinal layer segmentation. With respect to the noisy nature of OCT B-scans and using the intensity-based
feature, a step for reducing noise before the main processing is necessary. Also, in order to train the classifier
more accurately, it is necessary to extract ROI by segmenting the borders of two retinal layers. Although the
pre-processing steps help in the improvement of accuracy results, they affect the processing time. However, it is
planned to employ simple noise reduction and layer segmentation methods.

Moreover, it should be mentioned that it is necessary to train the classification model with a sufficient
number of patches. The more the number of patches for training, the more accuracy can be obtained. In fact,
it is necessary to utilize the trained classifier for labeling all the image patches. Therefore, the classifier should
be trained with different kinds of normal and abnormal patches and consequently the number of patches for
training purpose should be large. It is interesting that if the classifier is trained with 1000 or 40,000 patches, the
accuracy value on the utilized patches may be the same. However, the accuracy value obtained on one sample
test image is not the same. Thus, the training process is time-consuming. However, training process is performed
only one time and does not repeat during the labeling process of images.

Conclusions

In this paper, a new method for localizing HRFs in the retinal OCT images is proposed. The new method focuses
on the texture of HRF regions in the retinal OCT images. The primary idea for finding HRFs is that the pixels
located near the center of HRFs have the highest intensity value. In fact, when one moves from the center of
an HRF to outside of HREF, the intensity values decrease. Based on this point, a label assignment framework is
designed to allocate a proper label to each row and each label in a patch-based procedure. Each row or column
which includes a pixel having the primary idea receives the maximum intensity value as a label. The row or
columns not satisfying the primary idea receive the minimum intensity vale as a label. Then, the labels assigned
to columns and rows form a feature vector for each patch. The feature vectors related to a considerable number
of sample patches are fed to SVM classifier as well as their labels. The experimental results show the effectiveness
of the proposed feature and method in the localization of HRFs in the retinal OCT images.

Data availability
The utilized dataset is available in the following link: https://github.com/yeisonlegarda/focisdukemarkeddataset.
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