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Accurately and early diagnosis of melanoma is one of the challenging tasks due to its unique 
characteristics and different shapes of skin lesions. So, in order to solve this issue, the current study 
examines various deep learning-based approaches and provide an effective approach for classifying 
dermoscopic images into two categories of skin lesions. This research focus on skin cancer images and 
provides solution using deep learning approaches. This research investigates three approaches for 
classifying skin cancer images. (1) Utilizing three fine-tuned pre-trained networks (VGG19, ResNet18, 
and MobileNet_V2) as classifiers. (2) Employing three pre-trained networks (ResNet-18, VGG19, and 
MobileNet v2) as feature extractors in conjunction with four machine learning classifiers (SVM, DT, 
Naïve Bayes, and KNN). (3) Utilizing a combination of the aforementioned pre-trained networks as 
feature extractors in conjunction with same machine learning classifiers. All these algorithms are 
trained using segmented images which are achieved by using the active contour approach. Prior to 
segmentation, preprocessing step is performed which involves scaling, denoising, and enhancing the 
image. Experimental performance is measured on the ISIC 2018 dataset which contains 3300 images of 
skin disease including benign and malignant type cancer images. 80% of the images from the ISIC 2018 
dataset are allocated for training, while the remaining 20% are designated for testing. All approaches 
are trained using different parameters like epoch, batch size, and learning rate. The results indicate 
that combining ResNet-18 and MobileNet pre-trained networks using concatenation with an SVM 
classifier achieved the maximum accuracy of 92.87%.
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 Dermatology is the branch of medical science that focuses on the intricate elements of the skin, hair, and nails. 
A dermatologist is a medical professional who specializes in identifying and treating skin diseases. In the present 
era, it is of utmost importance to accurately detect infections as skin illnesses pose a significant threat to world 
health and can inflict substantial damage upon individuals. In order to minimize the time and effort spent by 
dermatologists and patients, a completely automated symptomatic system is necessary, especially in wealthy 
countries1.

Unlike other illnesses, skin disorders are more prevalent. Most skin problems are typically long-lasting, 
caused by infections, and often goes into skin cancer. Early identification of skin issues is crucial for mitigating 
their growth and proliferation. Diagnosing and treating skin illnesses can be a lengthy process that requires a 
significant amount of time and effort. Additionally, it can be financially burdensome and physically demanding 
for the patient2,3. Computer-based diagnosis for dermoscopic image analysis is employed due to its ability 
to produce faster and more accurate results compared to human analysis using laboratory techniques. Deep 
learning is the predominant technology used for predicting skin disorders.

CNNs are frequently used for classification and image recognition. The literature contains a variety of CNN-
based designs used to identify skin cancer4,5. Currently, transfer learning techniques can be used, which is pre-
trained on large image datasets such as ImageNet, particularly when working with small-sized datasets. These 
pre-trained models can serve as a fixed feature extractor for tasks such as object detection, picture segmentation, 
and image classification. As an illustration, a model that has been trained on ImageNet can be further optimized 
on a smaller dataset that focuses on a specific object or scene in order to enhance its performance6.
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In an effort to enhance performance, numerous researchers have combined the CNNs with traditional 
machine learning techniques for classification, such as decision trees (DT), k-nearest neighbor (k-NN), and 
support vector machines (SVM)7–9. This work examines various deep learning approaches and provide an 
effective approach for early and accurately diagnose cancer symptoms from lesion images.

In order to improve the accuracy of diagnosis system, a number of issues related to skin lesion classification 
must be addressed. Class imbalance and the inherent variability of lesions are two important aspects that lead 
to these difficulties.

The uneven distribution of benign and malignant lesions creates a substantial challenge in the classification of 
skin lesions due to class imbalance. Due to this discrepancy, models may exhibit bias towards the dominant class, 
which results in higher accuracy but lower sensibility for the minority class. This disparity can be rectified using 
techniques such as oversampling minority classes or utilizing data augmentation. Nonetheless, the effectiveness 
of these strategies may vary, requiring meticulous model development.

Classifying skin lesions universally is difficult due to their varied morphology (differing in shape, size, color, 
and texture), numerous subtypes and their attributes (including melanoma, basal cell carcinoma, and squamous 
cell carcinoma), as well as environmental and temporal influences (such as skin types, lighting conditions, and 
seasonal variations).

The complex relationship between class imbalance and lesion variability requires a robust, adaptable 
classification methods. Addressing these issues not only improves the model’s ability to distinguish between 
benign and malignant tumors, but also increases diagnostic confidence in clinical settings. The inclusion of 
a comprehensive analysis of class imbalance and lesion variability in the study emphasizes its motivation, 
highlighting the need for novel methodologies in skin lesion classification. The main objective of this research 
is to develop a diagnostic model for dermatology by recognizing and resolving these issues and provide more 
accurately distinguish benign from malignant tumors, regardless of their subtypes. proposed work innovatively 
combines deep learning techniques with traditional machine learning classifiers to enhance the accuracy of 
cancer diagnosis from lesion images. While prior research has explored individual methods, our approach is 
distinctive in the integration of fine-tuned pre-trained networks (VGG19, ResNet-18, and MobileNet_V2) not 
only as classifiers but also as feature extractors in conjunction with various machine learning algorithms (SVM, 
decision trees, Naïve Bayes, and k-NN).

Proposed work is divided into four modules. The first module handles the pre-processing of the image, which 
includes resizing it to 224 × 224 × 3 dimensions, eliminating extraneous noise, and improving image quality. 
image segmentation is then used in the next module to extract the skin lesions from the image and give them 
a more meaningful shape. In this module we have adopted snake model based active contour technique for 
automatic skin lesions segmentation. In the third module we applied three different deep learning approaches 
for classification purpose. (1) Utilizing three fine-tuned pre-trained networks (VGG19, ResNet18, and 
MobileNet_V2) as classifiers. (2) Employing three pre-trained networks (ResNet-18, VGG19, and MobileNet v2) 
as feature extractors in conjunction with four machine learning classifiers (SVM, DT, Naïve Bayes, and KNN). 
(3) Utilizing a combination of the aforementioned pre-trained networks as feature extractors in conjunction 
with same machine learning classifiers. Lastly, we examine all deep learning strategies and recommends an 
effective approach for diagnose cancer symptoms.

This comprehensive framework not only improves the differentiation of benign and malignant tumors across 
various subtypes but also addresses existing gaps in early cancer detection, offering significant contributions to 
the fields of medical imaging and diagnostic technologies.

Remainder of the paper is as follows: Sect. 2 explains to the survey of literature. The proposed process is 
explained in Sect. 3. Results and discussion are covered in Sect. 4, and the conclusion is covered in Sect. 5.

Review of literature
CNN-based methods
Several studies have explored the use of Convolutional Neural Networks (CNNs) for skin lesion classification 
due to their strong performance in image-based tasks. For instance, Hosny et al.10 employed a deep convolution 
neural network (DCNN) to identify common nevus, atypical nevus, and melanoma from the PH2 skin cancer 
dataset. The scientists employed AlexNet to categorize various skin malignancies from the PH2 dataset, drawing 
inspiration from the diverse applications of DCNN architecture. First, AlexNet was utilized for Imagenet’s 
visual recognition. Imagenet is made up of three completely connected layers, one maxpooling layer, and five 
convolution layers. There is no pooling layer in the third or fourth convolution layers. To categorize skin lesions, 
a softmax layer has been added in place of the final layer of the AlexNet in this work. The weights are updated 
using a stochastic gradient and are fine-tuned using backpropagation. Similarly, Nazia Hameed et al., utilized 
a pre-trained AlexNet model for categorizing skin lesions into five categories: benign, malignant melanoma, 
eczema, acne, and healthy, achieving an accuracy of 86.21%11. Based on the standard deviation of the classifier’s 
weight matrix, Albahar12 proposed a unique regularizer-based CNN approach for classifying skin lesions. 
Since the filter values match the weight matrix, a new regularizer is incorporated into the convolution layer. 
The classifier’s complexity can be decreased by restricting its values. Their technique yielded a 97.49% accuracy 
rate when tested on the ISIC 2018 dataset. The CNN method was utilized by Malliga et al.13 for training and 
classifying a variety of clinical image types. Three categories of skin conditions have been taken. These three 
conditions—melanoma, nevus, and seborrheic keratosis—achieved 71% accuracy. Maron et al.14 proposed a 
classifier that distinguishes melanoma from four other classes of skin diseases. The study demonstrated that the 
CNN surpassed 112 dermatologists with varying levels of experience in accurately classifying images into five 
diagnostic categories, achieving a sensitivity of 98.8%.

Some studies have focused on improving the general performance of CNNs for skin lesion classification. 
Zhao et al. utilized DenseNet201 and StyleGAN for dermoscopy image classification, achieving 93.64% 
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accuracy on the balanced ISIC2019 dataset15. Mendes suggested a deep CNN architecture based on the pre-
trained ResNet-152 to categorize 12 distinct types of skin lesions16. Their model was trained with 3797 lesion 
photos at first, but subsequently, 29 augmentations were made based on scale transformations and illumination 
placements. For the classification of hemangioma lesion, pyogenic granuloma (PG) lesion, and intraepithelial 
carcinoma (IC) skin lesions, the suggested method yielded an AUC value of 0.99.

Some work has also emphasized ensemble models and multi-modal techniques to improve skin lesion 
classification. For example, Le et al. proposed a ResNet50 ensemble model that made use of class weight and focus 
loss to address the issues given by an unbalanced dataset. 93.00% accuracy was shown by their suggested model 
on the HAM10000 dataset17. Kawahara et al. developed a multi-modal CNN trained on clinical, dermoscopic, 
and meta-data to classify melanoma. They employed the idea of the criteria that dermatologists use to identify 
melanoma18.

The impact of image quality on deep learning model performance has also been explored. Akkoca Gaziolu 
and Kamaak found that noisy and blurry images negatively affected the classification accuracy of deep learning 
models in melanoma detection19. This highlights the importance of preprocessing and ensuring high-quality 
input images for better model performance.

Hybrid CNN-ML methods
Hybrid models that combine CNNs with traditional machine learning (ML) methods have also shown significant 
potential. For example, Codella et al. proposed a hybrid approach combining sparse coding, SVMs, and CNNs 
for melanoma detection, demonstrating the power of CNNs in this domain20. In their most recent study, 
Codella et al. created a framework for the segmentation and classification of skin lesions that takes advantage of 
recent developments in deep learning and machine learning techniques to achieve improved results on various 
datasets21. Another hybrid model proposed by Mahbod et al. utilizes pre-trained CNNs (AlexNet, ResNet-18, 
VGG16) for deep feature extraction, which are then fed into a multi-class SVM classifier. This method achieved 
an accuracy of 97.55% for seborrheic keratosis (SK) classification and 83.83% for melanoma on the ISIC 2017 
dataset22.

Segmentation methods
Skin lesion segmentation is a crucial step in the accurate classification of skin conditions. Various segmentation 
techniques have been explored in the literature, many of which use CNNs to segment skin lesions. Pennisi et al. 
employed Delaunay Triangulation to extract binary masks from skin lesion locations where there is no need for 
a training phase12. Similarly, Yu used a Fully Convolutional Residual Network (FCRN) for dermoscopy lesion 
segmentation, which demonstrated the effectiveness of deep learning in handling complex segmentation tasks24.

Furthermore, Ma proposed a novel deformable model for skin lesion segmentation, which is resistant to 
noise and delivers high-quality segmentation results25. Thomas et al. utilized deep learning techniques for multi-
class segmentation and classification of non-melanoma skin cancer using greyscale bioimages. Their method, 
although computationally intensive, showed promising results in distinguishing different types of skin cancer26. 
Begum and Asra employed a combination of k-NN classifier and fuzzy C-means (FCM) clustering for melanoma 
segmentation and classification. Their approach uses preprocessing, fuzzy c means clustering for segmentation, 
followed by feature extraction using color, correlogram, and fractal features, with classification performed by 
ANN and k-NN6.

Despite the progress in skin lesion classification using deep learning, challenges such as dataset imbalance, 
noise in images, and high computational demands remain. Future research may focus on developing more robust 
models capable of handling these challenges, as well as exploring multi-modal and transfer learning techniques 
to improve the generalization of models across diverse datasets and skin conditions. This paper explores different 
deep learning approaches to offer an efficient solution for classifying skin lesions. The proposed methodology 
operates as follows: initially, the skin disease dataset is acquired and preprocessed. Subsequently, skin lesion 
segmentation based on the snake model is performed. Then, several deep learning approaches are utilized for 
classification. Test outcomes are then compared and analyzed using a ISIC 2018 dataset.

Proposed methodology
Figure 1 depicts the flow chart of main processes in the proposed technique for identifying skin disorders. The 
flowchart consists of four stages: (1) preprocessing the initial image; (2) segmenting skin lesions; (3) Classifying 
using different deep learning models; and (4) Analyzing the results and provide an effective approach for skin 
lesions classification. A more detailed representation of the entire process can be seen in Fig. 2, where the block 
diagram illustrates each stage of the methodology in greater detail, including the flow of data from one process 
to another and the interaction between different components in the system.

Now, we describe, step by step, a detailed summary of each of the proposed sub-sections of the system.

Dataset
In this article, we conducted tests using the ISIC 2018 dataset27, which was obtained from publicly accessible 
sources. The ISIC 2018 training package comprises a collection of 3300 photographs depicting various skin 
lesions. The lesions are classified as either malignant or benign. Figure 3 showcases a selection of images from 
our dataset.

Simulations were conducted on the ISIC2018 dataset to demonstrate the efficacy of the training and testing 
sets, which were divided using an 80:20 ratio, as depicted in Fig. 3. The training set included 1800 benign and 
1500 malignant images, and the testing set had 360 benign and 300 malignant images. Table 1 shows a summary 
with details about the dataset.
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Data pre-processing
Prior to segmentation, images need to undergo into preprocessing step to improve their quality. Image pre-
processing includes scaling, denoising, brightness enhancing, and normalizing. To tackle the problem of varying 
image sizes in the database, an input image (as seen in Fig. 4a) is resized. Image resizing reduces processing time, 
leading to increased efficiency. The original image with different sizes is adjusted to 224 × 224 × 3 pixels,,  as seen 
in Fig. 4b. Gaussian noise and salt-and-pepper noise are removed from skin lesion images to imitate noise that 
may occur during image acquisition, thus improving the dataset28. The image quality is improved by applying 
the CLAHE algorithm29 after noise reduction. The CLAHE algorithm consists of three main components: tile 
generation, histogram equalization, and bilinear interpolation. The supplied image is initially segmented into 
pieces. Every division is referred to as a tile. Each tile undergoes histogram equalization with a predetermined clip 
limit. Histogram equalization involves five steps: computing the histogram, calculating the surplus, distributing 
the excess, redistributing the excess, and scaling and mapping with a cumulative distribution function (CDF). 
The histogram is calculated by creating a series of bins for each tile. Values in histogram bins exceeding the clip 

Fig. 1.  Flow chat of proposed model
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Fig. 3.  Shows some skin disease dataset

 

Fig. 2.  Block diagram of proposed model
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limit are gathered and redistributed into different bins. Cumulative distribution function (CDF) is computed 
based on the histogram data. The cumulative distribution function (CDF) values of each tile are adjusted and 
correlated with the pixel values of the input image. The tiles are combined using bilinear interpolation to create 
an output image with enhanced contrast. Figure 5 displays an example of the CLAHE enhancement approach.

Segmentation based on snake model
The segmentation stage is performed to separate the entire lesion area from the background. This step is 
considered a crucial component in the diagnosis and treatment process30. Furthermore, it is an essential 
requirement for diagnosing skin lesions as it extracts distinctive characteristics of the lesions and provides 
significant ginformation on their shape, structure, texture, and color. The Active contours approach, as described 
in reference31, has been utilized to extract the region of interest (ROI) for segmentation of dermoscopic skin 
lesions in the ISIC-2018 dataset.

The active contours approach, commonly known as snakes, is an iterative algorithm used for segmenting 
images by region-growing. The active contour algorithm involves selecting starting curves on an image and 
subsequently utilizing the active contour function to progressively refine the curves towards the limits of objects.

The snake model is a versatile technique that has the capability to solve a wide range of segmentation 
issues. The primary function of the model is to detect and describe the specific object that is being examined 
for segmentation. It relies on a specific level of pre-existing information about the shape of the desired object, 
particularly when dealing with intricate objects. The active snake model, often known as snakes, is typically 
configured by applying splines to minimize energy, followed by the application of various forces that govern 
the image. A spline is a mathematical representation of a collection of polynomials used to construct geometric 
shapes, such as curves. The constraint forces are guided by a spline that minimizes energy. This spline is 
pulled using internal and exterior image forces, which are based on suitable contour characteristics. The snake 
model applies a deformable model to an image by minimizing energy. This model typically employs cubic 
polynomials, although higher order polynomials can be used, they are often avoided due to several undesired 

Fig. 4.  Example of resizing image of Skin Image database

 

Feature Description

Full name International Society for Infectious Diseases (ISIC)

Type Image dataset for skin lesions

Categories 2 major classes (e.g., malignant or benign)

Number of images 3300 images (1800: benign and 1500: malignant)

Image format JPEG

Resolution 224 × 224   pixels

Horizontal/vertical resolution 72 dpi

Website ISIC archive

Feature Description

Table 1.  A summary table with details about the dataset
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local characteristics that need to be addressed. Snake effectively handles intricate target objects by decomposing 
the figure into multiple smaller targets32,33.

The snake model is specifically intended to flexibly change its shape and location in order to efficiently search 
for the state of least energy. The snake algorithm iteratively minimizes the energy function by propagating through 
the image domain and dynamically adjusting its position towards the local minimum. The representation of a 
snake is denoted by the Eq. (1). The Snake model capitalizes on the parametric form of the curve, which offers 
several advantages over the use of implicit and explicit curve forms.

	 v (s, t) = (x (s, t) , y (s, t))� (1)

 where x and y are the coordinates of the two-dimensional curve, v is spline parameter in the range 0–1, s is linear 
parameter ∈ [0,1] and t is time parameter ∈ [0, ∞].

The snake model encompasses both external forces and image forces, which aid in the detection of features. As 
the snake model traverses a closed curve, it is guided by both internal and external forces to maintain the lowest 
possible total energy. The total energy of the active snake model is the sum of three types of energy: internal 
energy (Ei), which is determined by the curvature of the spline representing the target image; external energy 
(Ee), which encompasses user-defined external forces and other contributing factors; and energy of the image 
under consideration (EI), which provides information about the illumination of the spline representing the target 
object. The Eq. (2) provides the total energy that is defined for the creation of the contour in the snake model.

	 ET = Ei + Ee + EI � (2)

The term “ Einternal” refers to the internal energy that establishes limits on the smoothness of the contour. The 
parameter α determines the extension length of the snake and its elasticity capacity. Beta determines the stiffness 
level of the snake. Equation (3) provides the internal energy.

	
Einternal = α

∣∣∣∂ v

∂ s

∣∣∣
2

+ β

∣∣∣∣
∂ 2v

∂ s2

∣∣∣∣� (3)

External energy limitations mostly determine the snake’s position close to the desired local minimum. It can be 
characterized by advanced understanding and engagement.

	 Eimage = w1I (x, y) + w2|∇ I(x, y)|2 + . . . ,� (4)

The equation above, Eq. (4), displays the outline of the target object, with w1 referred to as the line efficiency 
and w2 as the edge efficiency. Snake will orient itself towards darker pixel areas with higher values of w1 and w2 
when the value is positive, and move towards brighter pixels when the value is negative. Snake model employed 
for segmenting different image kinds.

Fig. 5.  Example of image smoothness after CLAHE operation
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The use of active snake models is growing significantly, particularly in several imaging domains. In the 
medical imaging sector, a snake model is utilized to segment a specific portion of an image that possesses distinct 
qualities in comparison to other regions of the picture. numerous uses of the classic snake model in medical 
imaging include optic disc and cup segmentation for glaucoma detection, cell image segmentation, vascular 
region segmentation, and segmentation of numerous other regions for diagnosing illnesses or anomalies. For 
instance, the snake model is used to segment the skin lesion from the skin image seen in Fig. 6. A contour has 
been created around the skin lesion for additional processing.

Classification based on deep learning models
In this step we examine three different deep learning-based approaches for classifying dermoscopic images into 
two categories of skin lesions. These are:

	1.	� ResNet-18, VGG19, and MobileNet v2 as feature extractor in conjunction with SVM, DT, Naïve Bayes, and 
KNN as classifier.

	2.	� Combination of ResNet-18, VGG19, and MobileNet v2 as feature extractors in conjunction with same ma-
chine learning methods as classifier.

	3.	� VGG19, ResNet18, and MobileNet_V2 as Fine-tuned classifiers.

Transfer learning for feature extraction and machine learning for classification
Due to the small size of the dataset in this experiment, combined with a particular depth of the deep neural 
network, makes it susceptible to overfitting during the training process. This, in turn, results in a poor ability 
to accurately recognize patterns34,35. In this scenario, the pretrained convolutional neural network may be 
employed to extract previously acquired image features. Subsequently, the network can be retrained for the 
purpose of detecting and classifying using the dataset in this study. This approach facilitates rapid convergence of 
our model, resulting in significant time savings during training. In addition to this, feature extraction just needs 
one pass through the data, so you can speed up network training, if you don’t have a GPU. this can be a decent 
starting point. This stage involves extracting the acquired image features from a pre-trained convolutional neural 
network and use these features to build an image classifier. Feature extraction is a straightforward and efficient 
method to utilize the representational capabilities of pretrained deep networks, for instance, you can train 
different classifiers, such as k-nearest neighbors (KNN) and support vector machine (SVM), using the retrieved 
features.

The combination of feature extraction and classification algorithms, yields greater performance compared to 
using feature extractors alone. The pre-trained network can be used to extract the features and the ML classifier 
receives the retrieved features as input and can classify the images as output. So, in this study, we employed VGG19, 
Resnet18, and MobileNetV2 as feature extractor which are the most basic, and make modifications to adapt it 
to our cancer classification task and DT, k-NN, Naïve Bayes and SVM as classifiers. All of the aforementioned 
pre-trained networks utilized the weight parameters from the ImageNet dataset35 which contains more than a 
million images of different categories. The following sub section provides the details of each pre-trained network 
models.

•	 ResNet 18

An efficient deep CNN for extracting features from images is known as ResNet18. High-level deep features of 
pictures can be extracted using ResNet18 as a feature extractor, and these features are then fed into the classi-
fier. ResNet-18 is composed of a fully connected layer, a maxpooling layer with a 3 × 3 filter size, and seventeen 
convolutional layers. These seventeen layers is divided into eight residual building components and one con-
volutional layer. Residual building block is the fundamental framework of the ResNet-18 network. Figure 7 
depicts the block’s structure37 of ResNet-18 network. Direct addition of the input vector and the vector output 
through the convolutional layer is possible38, after which the rectified linear unit (ReLU) activation function 
outputs the result. This technique can eventually raise the accuracy of wood knot defect recognition while ef-

Fig. 6.  Shows Segmented Image after applying active contour
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fectively resolving the issue of a vanishing gradient or exploding gradient brought on by an increase in neural 
network depth. A 33.16 million parameters of classical ResNet-18 model applies batch normalization (BN) 
and the ReLU activation function to the back of each convolutional layer in a “basic block” of convolutional 
layers. Table 2 displays the ResNet-18 structure.

•	 VGG19

The simplicity of this network is what makes it unique. 3 × 3 convolutional layers are placed on top of one 
another in five blocks each. Max pooling of 2 × 2 kernels with a stride of 2 reduces volume size. Two ful-
ly-connected layers with 4096 nodes each and ReLU activation function come after it. Softmax serves as the 
activation function for 1000 nodes in the final layer39. There are roughly 143 million parameters in VGG19 
overall. Canziani40 mentions a few VGG net uses in this article. Figure 8 shows the visulaization of vgg19 deep 
learning network. Table 3 displays the VGG19 structure.

•	 MobileNetV2

A CNN-based model called MobileNet V241 is widely used for image classification. The primary benefit of 
utilizing the MobileNet architecture is that, in comparison to the traditional CNN model, it requires signif-
icantly less computing effort, which makes it appropriate for use with mobile devices and PCs with less pro-
cessing power42. The convolution layer of the MobileNet model, which is a streamlined structure, is useful for 
differentiating details based on two controllable parameters that efficiently flip between latency and accuracy. 
Reducing the size of the network is a benefit of the MobileNet paradigm43.
MobileNet is designed in a depth-wise manner43. With 53 convolution layers and 1 average pool, the Mo-
bileNet V2 model has around 350 GFLOP. It consists of two primary parts: The Residual Block and inverted 
Remaining Bottleneck Block. Each block has 3 different layers: 1 × 1 Convolution with Relu6, Depthwise 
Convolution and 1 × 1 Convolution without any linearity. In the MobileNet V2 design, thre are two types of 
convolution layers: 1 × 1 Convolution and 3 × 3 Depthwise Convolution. Figure 9 shows the details of Mo-

Input Parameters Feature map Output size Kernel size Stride

1 Conv1 64 112 × 112 × 64 7 × 7, 64
3 × 3 max pooling 2

2 Conv2_x 64 56 × 56 × 64
[

3 × 3, 64
3 × 3, 64

]
× 2 2

6 Conv3_x 128 28 × 28 × 128
[

3 × 3, 128
3 × 3, 128

]
× 2 2

10 Conv4_x 256 14 × 14 × 256
[

3 × 3, 256
3 × 3, 256

]
× 2 2

14 Conv5_x 512 7 × 7 × 512
[

3 × 3, 512
3 × 3, 512

]
× 2 2

18 Avg. pool -- 1 × 1 × 512 7 × 7 average pool --

19 FC -- 1000 -- --

20 Output -- 1000 -- --

Table 2.  Structure of ResNet 18

 

Fig. 7.  Visualization of resnet-18
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bileNet V2 architecture. The aforementioned idea aims to streamline the model and accelerate it beyond the 
standard convolutional neural network.
The four different machine learning classifying techniques based on dermoscopic images feature dataset re-
ceived from three pre-trained deep learning technique were applied. Short information about each of the 
classifying techniques, i.e., SVM, KNN, Naïve bayes and DT are given in the following subsection.

•	 SVM

SVM is a supervised learning model that evaluates data for regression and classification along with related 
learning methods.
Vapnik and associates developed it at AT&T Bell Laboratories. Based on the statistical learning framework, 
it offers one of the most reliable prediction techniques44. When data has precisely two classes, SVM can be 
utilized. In order to classify the data The optimal hyperplane to divide all the data points of one class from all 
the data points of the other class can be found by an SVM. The hyperplane with the biggest margin between 
the two classes is the optimal one for an SVM. The maximum width of the slab parallel to the hyperplane with 
no inside data points is represented by the margin. Situated on the slab’s edge, the data points closest to the 
dividing hyperplane are known as the support vectors. Figure 10 shows the concept of SVM in brief.

Input Parameters Feature map Output size Kernel size Stride

1 2× Conv1_x 64 224 × 224 × 64 3 × 3 1

Maxpooling 64 112 × 112 × 64 3 × 3 2

3 2× Conv2_x 128 112 × 112 × 128 3 × 3 1

Maxpooling 128 56 × 56 × 128 3 × 3 2

5 4× Conv3_x 256 56 × 56 × 256 3 × 3 1

Maxpooling 256 28 × 28 × 256 3 × 3 2

9 4× Conv4_x 512 28 × 28 × 512 3 × 3 1

Maxpooling 512 14 × 14 × 512 3 × 3 2

13 4× Conv5_x 512 14 × 14 × 512 3 × 3 1

Maxpooling 512 7 × 7 × 512 3 × 3 2

17 FC -- 25,088 -- --

18 FC -- 4096 -- --

19 Output -- 1000 -- --

Table 3.  Structure of VGG19

 

Fig. 8.  Visualization of VGG19
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•	 K-Nearest Neighbors Classification.

The K-Nearest Neighbor algorithm (K-NN) is a method for classifying data by determining the likelihood 
of a data point belonging to a particular group based on the groups of the nearest neighboring data points.
The k-NN algorithm, introduced by Thomas Cover, is a non-parametric approach utilized for both classifica-
tion and regression tasks. Both situations involves using the k nearest training samples in the feature space as 
input. The outcome varies depending on whether k-NN is used for classification or regression 45. The k-NN 
algorithm can be considered as a specific instance of a variable-bandwidth, kernel density balloon estimator 
that utilizes a uniform kernel. The k-NN model is a classification model that can modify the distance metric 
and the number of nearest neighbors used. The model has the capability to calculate resubstitution predic-
tions by utilizing the training data it maintains. The model uses the predict approach to categorize novel 
observations. Classes are classified on the basis of the nearest neighbors’ distance using the Euclidean distance 
(Eq. 5) in K-NN classification.

	 Dist. =
√

(Lat1 − Lat2)2 + (Long1 − Long2)2� (5)

•	 Naïve Bayes Classification.

The Naïve Bayes classifier is an algorithm that employs Bayes’ theorem to categorize things. Naïve Bayes clas-
sifiers operate under the assumption of high independence between attributes of data items. The calculation 
of NB classification is based on the probability value assigned to each class for the provided variable 46. Naïve 
Bayes classifiers are commonly employed in spam filters, text analysis, and medical diagnosis.

	
p (H|E) = p (H) × p (E| H)

p (E) � (6)

p (H|E) = hypothesis probability value for evidence, p (H) = hypothesis probability value, p (E | H) = probability 
evidence value for the hypothesis, and p (E) = probability value of evidence.

•	 Decision Tree.

DT learning is a predictive modeling technique employed in the fields of statistics, data mining, and machine 
learning. It use decision trees to derive judgments about the goal value of an item based on observations. Clas-
sification trees are tree models that are used when the target variable can only have a limited number of dis-

Fig. 9.  Visualization of MobileNet V2
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tinct values. Within these tree structures, the leaves symbolize the class labels, while the branches symbolize 
the combinations of features that result in those class labels. Regression trees are used in decision trees when 
the target variable can take continuous values. Decision trees (DT) is highly favored in the field of machine 
learning due to their comprehensibility and straightforwardness 47. In order to forecast a reaction, one must 
trace the decisions made in the tree starting from the root node and progressing towards a leaf node. The 
leaf node stores the output or answer. Classification trees yield categorical outcomes, such as ‘true’ or ‘false’. 
Regression trees provide a numerical response.

Hybrid technique for feature extraction and machine learning for classification
In this study, we utilized the power of VGG19, MobileNet_v2 and ResNet-18 by combining their features 
for skin classification. This approach involves concatenating several pre-trained models to extract and merge 
valuable features. These combined features are then input into an SVM, DT, Naïve bayes and knn classifier, which 
generates the final classification output. Essentially, the extracted features from the pre-trained networks are 
merged and fed into the various classifier, which predicts the classes of the input dermoscopy image. The analysis 
of the model is conducted on the preprocessed and segmented image of the ISIC 2018 dataset. Three-hybrid 
models have been constructed by utilizing pretrained networks, specifically (1) MobileNetV2 and VGG19 (2) 
ResNet-18 and MobileNet-v2, and (3) VGG19 and ResNet-18. The models undergo analysis by employing 
several optimizers (such as RMSProp, sgdm, and adam) with varied epochs and batch sizes. The performance 
measurements utilized include accuracy, precision, sensitivity, specificity, and F1-score.

Fine-tuned pretrained network for classification
In this study, pre-trained convolutional neural network (CNN) models are utilized for transfer learning that is 
specifically designed for one task but can transfer information to new domains. These pre-trained models are 
used for making predictions, extracting features, and fine-tuning29. We employed widely recognized pre-trained 
models, namely ResNet18, VGG19, and MobileNet_v2, as classifier in order to evaluate the performance of 
transfer learning in comparison to our proposed model. The main concept is to utilize these pre-trained models 
with their final classification layer for enabling the categorization of skin disease images into two classes.

Fig. 10.  SVM
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Results and discussion
Performance parameters
One of the key quality parameters evaluated in the proposed hybrid technique is the confusion matrix48. The 
information is displayed in a Table 4 illustrating the correlation between the predicted and actual classes generated 
by the suggested method. Table 4 displays the confusion matrix showing the link between the malignant and 
benign classes.

Skin cancer classification methods are assessed based on accuracy, sensitivity, specificity, precision, and F1-
score. The measures are listed in Table  5. The values are determined by computing true positive (TP), false 
positive (FP), false negative (FN), and true negative (TN) as indicated in Table 4.

Hyper parameters
The hyperparameters that were utilized to retrain the predefined models are listed in Table 6. For the ResNet-18 
and MobileNet V2 networks, the sgdm solver type and for VGG19 network RSMProp solve type is used. The 
initial learning rate is set to 0.0001 for all type of networks. The training and testing sets are divided into multiple 
batches using batch training. Every batch has 64 images in it. The maximum epoch is set to 25. L2 regularization 
is also adopted to minimize the overfitting the model and it is set to 0.01. cross-entropy loss function was trained 
for 25 epochs.

Experimental results
Impact of pre-trained models as feature extractor
The performance of the system is examined by analyzing different pre-trained models (VGG19, ResNet-18, and 
MobileNetv2) as a feature extractor and various well know machine learning models (DT, SVM, Naïve bayes, 
and knn) as classifier. From the segmented image, which is produced by applying snake model, features are 
extracted by using pre-trained models. These features are then given to the different classifier from which the 
final classified output is obtained. Finally, the classifier output predicts the classes to which the input dermoscopy 
image belongs.

All of the Machine Learning models and pre-trained CNN were trained and tested on a Windows 11 
computer with an Intel i5 processor and 16 GB RAM. The models were implemented on MATLAB 2022. The 
model is analyzed using ISIC 2018 dataset. 80% images are used for training, and the rest 20% are used for 
testing. Confusion matrices are obtained to analyze the performance of the network. These models are analyzed 

Parameters Restnet-18 MobileNet v2 VGG19

Solver type SGDM SGDM RMSProp

Learning rate 0.0001 0.0001 0.0001

Gradient threshold method l2norm l2norm l2norm

Loss function Categorical cross-entropy Categorical cross-entropy Categorical cross-entropy

L2 regularization 0.01 0.01 0.01

Batch size 64 64 64

Max epochs 25 25 25

Table 6.  Hyper parameters used for training

 

Measure Definition Range [In %]

Accuracy (ACC) T P +T N
T P +T N+F P +F N

[0–100%]

Sensitivity (Sen) TP
(TP + FN) [0–100%]

Specificity (Spe) TN
(FP + TN) [0–100%]

Precision (Pre) TP
(TP + FP) [0–100%]

F1-Score 2 × P re∗Sen
P re+Sen

[0–100%]

Table 5.  Performance measures

 

Actual class

Predicted class

Positive Negative

Positive TP (true positive) FN (false negative)

Negative FP (false positive) TN (true negative)

Table 4.  Confusion matrix
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by varying different optimizers (such as RMSProp, sgdm, and adam ) for various epochs and batch sizes. 
Performance metrics used are accuracy, precision, sensitivity, specificity, and F1-score.

A detailed comparison of pre-trained networks using classifiers are shown in Table 6. From the Table 7 we 
can observe that SVM has provide the highest accuracy among other classifier on the features obtained by all the 
pre-trained models. The classification accuracy of SVM on Resnet-18, vgg19 and MobileNet is 85.45%, 80.75%, 
92.57% respectively. The highest accuracy was obtained by MobileNet network with SVM classifier for 25 epochs 
having learning rate 0.0001 and batch size 64. Figure  11 shows the accuracy graph for all three pre trained 
networks using different ML classifier.

Impact of hybrid models as feature extractor
In this experiment, the strength of multiple pre-trained networks is utilized and examined by combining the 
features of different pre-trained models. In this experiment, multiple pre-trained models are concatenated, and 
valuable features are extracted, combined, and given to the same classifiers from which the final classified output 
is obtained.

The same dataset, configuration and hyperparameter values are utilized in this experiment. Performance 
metrics for the different hybrid models are shown in Table 8. From the Table 8 we can observe that the highest 
accuracy (92.87%) obtained by hybrid model which is the concatenation of MobileNet_v2 and ResNet-18 
network with SVM classifier for 25 epochs having learning rate 0.0001 and batch size 64. Figure 12 shows the 
confusion matrices for Hybrid model (concatenation of MobileNet_v2 and ResNet-18 network) with SVM 
classifier. Figure 13 shows the training performance plot of the hybrid model. From the figure, we can observe 

Fig. 11.  Accuracy Graph for three transfer learning models with different ML Classifiers

 

Pretrained model ML classifier TP FP FN TN Precision Sensitivity Accuracy F-score

ResNet-18

SVM 310 46 50 254 0.87079 0.86111 0.85455 0.86592

DT 294 72 66 228 0.80328 0.81667 0.79091 0.80992

KNN 308 56 52 244 0.84615 0.85556 0.83636 0.85083

Naïve bayes 281 42 79 258 0.86997 0.78056 0.81667 0.82284

VGG-19

SVM 297 64 63 236 0.82271 0.8250 0.80758 0.82386

DT 261 79 99 221 0.76765 0.7250 0.7303 0.74571

KNN 292 81 68 219 0.78284 0.81111 0.77424 0.79673

Naïve bayes 257 79 103 221 0.76488 0.71389 0.72424 0.73851

MobileNet V2 SVM 334 23 26 277 0.93557 0.92778 0.92575 0.93165

DT 282 77 78 223 0.78552 0.78333 0.76515 0.78442

KNN 320 66 40 234 0.82902 0.88889 0.83939 0.83939

Naïve bayes 225 73 135 224 0.75503 0.625 0.75667 0.68389

Table 7.  Comparative performance of three pre-trained networks using different ML classifiers
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that after 20 epochs, both accuracy and loss become approximately stable. Figure 14 shows the accuracy graph 
for hybrid model using different ML classifier.

Impact of fine-tuned pre-trained models as classifier
In this section, we conduct a comparative analysis of straightforward use of other fine-tuned CNN architectures 
on the same dataset. This study involves a comparison between same three widely recognized CNN models, 
specifically VGG19, ResNet18, and MobileNet_v2. Table 9 presents the mean accuracy, mean sensitivity, mean 

Fig. 12.  Confusion matrix of hybrid model (MobileNet V2 + ResNet-18 with SVM Classifier)

 

Pretrained model ML Classifier TP FN FP TN Sensitivity Precision Accuracy F-score

ResNet-18 + VGG-19

SVM 330 42 30 258 0.8871 0.91667 0.89091 0.90164

DT 262 77 98 223 0.77286 0.72778 0.73485 0.74964

KNN 310 55 50 245 0.84932 0.86111 0.84091 0.85517

Naïve bayes 270 79 90 221 0.77364 0.7500 0.74394 0.76164

VGG-19 + MobileNet V2

SVM 339 30 21 270 0.91869 0.94167 0.92272 0.93001

DT 282 92 78 208 0.75401 0.78333 0.74242 0.76839

KNN 325 75 35 225 0.8125 0.90278 0.83333 0.85526

Naïve bayes 233 88 127 212 0.72586 0.64722 0.67424 0.68429

MobileNet V2 + ResNet-18

SVM 340 20 27 273 0.94444 0.92643 0.92878 0.93534

DT 287 70 77 230 0.8017 0.78611 0.77727 0.79383

KNN 319 65 41 235 0.83073 0.88611 0.83939 0.85753

Naïve bayes 225 73 135 224 0.75503 0.6250 0.75667 0.68389

Table 8.  Comparison of the hybrid model with various classifier
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specificity, mean precision and mean time achieved by all the aforementioned methods/models on 10 different 
trials. The comparative analysis of the existing methods/models as demonstrated in Fig. 15.

The analysis of various methods revealed that the highest accuracy of 92.87% was achieved by combining 
ResNet-18 and MobileNet pre-trained networks as feature extractor and an SVM as classifier at the output layer. 
The improved performance of the hybrid models may be attributed to the utilization of the output from the last 

Models Accuracy Sensitivity specificity Precision Time (in second)

VGG19 0.8455 0.8667 0.8200 0.8525 1.26 × 103

ResNet18 0.9030 0.9278 0.8733 0.8978 7.2 × 102

MobileNet_V2 0.9227 0.9444 0.8967 0.9164 1.1 × 103

Table 9.  Comparative evaluation of the proposed method with various state-of-the-art methods

 

Fig. 14.  Accuracy graph for various hybrid models with different ML classifiers

 

Fig. 13.  Training performance plot of hybrid model (MobileNet V2 + ResNet-18)
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ReLU layer of the CNN as input characteristics for the SVM classifier. The SVM classifier transforms the input 
information into a higher-dimensional space, potentially leading to enhanced classification accuracy.

Ablation study: analyzing the contribution of each component
In this section, we present an ablation study to investigate the contribution of each individual component—
preprocessing, segmentation, and feature extraction—to the overall performance of our proposed pipeline. 
By systematically removing or altering these components, we aim to quantify their individual impact on the 
model’s effectiveness and provide insights into which part of the pipeline is most crucial for achieving high 
performance. to evaluate the effect of each component, we perform a series of experiments in which we remove 
the component entirely from the pipeline. We then measure the performance degradation (or improvement) in 
terms of the performance metrics such as accuracy and F-score to understand the relative importance of each 
part of the pipeline. We have tested the ablation study using a combination of ResNet-18 and MobileNetV2 
as feature extractor and SVM as classifier. In absence of feature extractor, we have used these two pre-trained 
models as a classifier and fine-tune them on our dataset and analyze and present the results in a comparative 
manner. Table 10 shows the comparative result for contribution of each component to overall performance of 
our proposed pipeline. From the table, we conclude that each component—preprocessing, segmentation, and 
feature extraction—plays an essential role in the overall performance of the pipeline. However, the segmentation 
appears to be the most critical factor, as its removal resulted in the largest decrease in performance. These 

Pipeline configuration Preprocessing Segmentation Feature extraction
Performance Metric 1 
(Accuracy)

Performance 
Metric 2 
(F-score)

Full pipeline ✓ ✓ ✓ 92.8% 93.5%

No preprocessing ✗ ✓ ✓ 89.3% 90.2%

No segmentation ✓ ✗ ✓ 85.6% 86.5%

No feature extraction ✓ ✓ ✗ 88.2% 89.7%

No preprocessing, no segmentation ✗ ✗ ✓ 82.7% 89.9%

No preprocessing, no feature extraction ✗ ✓ ✗ 83.1% 85.5%

No segmentation, no feature extraction ✓ ✗ ✗ 79.4% 80.9%

No preprocessing, no segmentation, no feature 
extraction ✗ ✗ ✗ 70.2% 72.4%

Table 10.  Comparative result for contribution of each component to overall performance of our proposed 
pipeline

 

Fig. 15.  Comparative Graph for three fine-tuned deep learning models
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findings provide valuable insights into which steps should be prioritized in future iterations of the model or 
when optimizing the pipeline for specific tasks.

Conclusion
This research examines skin cancer images and proposes solutions using deep learning approaches to address 
challenges in categorizing the images. This research examines three strategies for categorizing skin cancer 
photos.1) Employing three-tuned pre-trained networks as classifiers. 2) Utilizing multiple pre-trained networks 
as feature extractors with different optimizers. 3) Utilizing a combination of multiple pre-trained networks as 
feature extractors with various optimizers. All algorithms are trained using segmented images from the ISIC 
2018 dataset. The segmented images are created by using the active contour approach on a pre-processed image 
from the ISIC 2018 dataset. All approaches are trained using different parameters like epoch, batch size, and 
learning rate. The best accuracy of 92.87% was achieved by combining ResNet-18 and MobileNet pre-trained 
networks by concatenation and using an SVM classifier. In future, more detailed hyperparameter tuning (e.g., 
epochs, batch sizes, and learning rates) using techniques like grid search or Bayesian optimization for better 
accuracy can be done. Preprocessing processes can be integrated into the input pipeline prior to being fed into 
the networks. This approach can be enhanced to classify a larger number of classes. further studies could also 
improve model performance with limited data by using more fine-tuning techniques. Further studies could 
also expend to multi-class classification on real time data (e.g., clinical images or patient metadata) to improve 
diagnostic capabilities.

Data availability
dataset is freely available online at ISIC Challenge (isic-archive.com).
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