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Autonomous microgrids (ATMG), with green power sources, like solar and wind, require an efficient 
control scheme to secure frequency stability. The weather and locationally dependent behavior of the 
green power sources impact the system frequency imperfectly. This paper develops an intelligent, 
i.e., fuzzy logic-based sliding mode control (F-SMC) utilizing a proportional-integral-derivative (PID) 
type sliding surface to regulate the frequency of a wind-diesel generator-based ATMG system. A 
dynamic structure of the wind generator is designed to participate in the frequency support of the 
considered plant. The mastery of the F-SMC is analyzed over the conventional SMC (C-SMC) under 
load perturbation. This study used the artificial gorilla troop optimization (GTO) technique to tune the 
F-SMC parameters. The effectiveness of the GTO-tuned F-SMC frequency regulation (FR) scheme is 
compared with well-established particle swarm optimization (PSO) and grey wolf optimization (GWO) 
approaches under various scenarios such as load perturbations, governor dead band (GDB), generation 
rate constraint (GRC), higher/lower dimensions of ATMG, and wind speed variations. Finally, the 
proposed GTO-based F-SMC approach has been validated upon a standard IEEE-14 bus system and 
compared with recent techniques.

Keywords  Autonomous microgrid, Wind-supported frequency regulation, Fuzzy logic-based sliding mode 
control, Load frequency control, Gorilla troop optimizer

Background and motivation
A microgrid (MG), or autonomous microgrid (ATMG) essentially, is a low-power rating electrical network 
where the power sources and consumers are close together. The ATMG is formed with renewable sources such 
as solar, wind turbine generators (WTG), energy storage systems (ESSs), and reliable sources such as diesel 
engine generators (DEGs) and loads1. Nowadays, MG penetrations into the energy sector are more due to the 
high cost of fossil fuels, improved power converters efficiency due to advancements in power electronics, and 
environmental conservation. However, numerous technological difficulties are prevalent at significant levels of 
MG penetration; frequency regulation (FR) is one among them2. The primary reason is that such MG consists of 
fewer generators, providing reserve power for FR.

Furthermore, the power converters isolate the MG’s power sources and conventional power grid system, 
reducing MG’s overall inertia. In the modern MG, converter-fed devices such as an electric vehicle (EV), high 
voltage DC system, and power electronic loads are incorporated, which further reduce the inertia of the power 
system3. Wind power (WP) is the most promising renewable source to meet worldwide electricity demand. 
WP is one of the proliferate segments of the power sector. The global wind report says that the present global 
WP capacity is 837 gigawatts, assisting the globe in avoiding almost 1.2 billion tons of carbon dioxide radiation 
annually4. The implementation of the wind energy-based ATMG focused primarily on attaining energy 
sustainability in isolated regions worldwide. Recently, the power system frequency of South Australia and the 
United Kingdom has been reduced to 47 Hz and 48.8 Hz, respectively, due to higher penetrations of wind power 
into their power network5. These occurrences show how difficult it is to maintain a steady frequency within 
the ATMG. WP intensifies MG frequency fluctuations. Based on the variable speed of operation of the WTG 
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system, its classification is a constant speed generator with a fixed magnet i.e., PMSG and induction generator 
i.e., DFIG. However, previous studies addressed the numerous control approaches for the WTG to facilitate 
system frequency participation6. The sources of DFIG to participate in frequency control are DC-link capacitor, 
de-loading operation, and droop control. Based on these sources, inertial frequency control and primary FR7 are 
designed for wind systems. This study developed a detailed dynamic model of WTG to participate in a second 
frequency control scheme or load frequency control (LFC). To extract the maximum power from the WTG 
system, the tip speed ratio-based maximum power point tracking (MPPT) technique is employed.

Literature review
Frequency is an essential indicator of the power network’s balance of real power and load. The reason for 
frequency droop is loss of active power or inadequate active power in the MG and integration of intermittent 
renewables to the system. Large-frequency droop may lead to system failure and blackouts8. Frequency decline 
must be stopped to protect power systems from serious repercussions. In previous studies, many authors 
designed various control techniques to solve the LFC issue9. A classical LFC scheme is suggested based on 
the small signal stability approach of the ESS-incorporated hybrid ATMG. The classical LFC schemes cannot 
handle large perturbations caused by the higher penetrations of solar wind systems into the modern energy 
sector or the standalone operation of the ATMG10. Hence, soft computing-based, modern control theory-based, 
intelligent control or advanced LFC schemes were developed in the previous studies. Numerous soft computing 
techniques such as genetic algorithm11, particle swarm optimization (PSO)12, gorilla troop optimization 
(GTO)13,14, black widow algorithm15, imperialist competition technique16, grey wolf optimization (GWO)17, 
coyote optimization18, grasshopper algorithm19, opposition-based volleyball-premier league method20 were 
employed. The role-cited optimization techniques are used to tune the secondary or traditional controllers, 
such as integral (I), proportional-integral (PI), and PID. In the literature, modern control theory or robust LFC 
schemes such as H∞ controller21 and linear quadratic regulator14 are explored to solve the LFC issue. However, 
these control techniques required a system state matrix essential to design an effective control law.

The number of state variables required to implement the robust control law is more for the large-dimension 
power system, which is difficult for real-time system design. Therefore, fractional order control techniques have 
been investigated in past studies to address these issues. In22, a water cycle algorithm tuned fractional order 
control methodology is developed to overcome the LFC issue in the two-area renewable energy-based MG 
system. The recently published work proposes a robust and fast response control technique, i.e., SMC, to handle 
various uncertainties23. An adaptive event-triggered FR method with SMC is proposed for the multi-area energy 
sector24. In25, an advanced event triggered the SMC-based FR technique, which addressed the power system’s 
network-induced delay and sensor faults. In26,27, a self-tuned fuzzy logic-based FR is proposed to eliminate the 
system frequency fluctuations, and fuzzy logic-based wind power generation participated in the LFC scheme. 
In28, two SMC techniques are designed for isolated MG systems, one for smoothing the wind power fluctuations 
and another for secondary frequency control for the DEG system. In29, neural network-based SMC for FR 
was proposed to control the renewable energy sector frequency. The fundamentals of SMC30, selection sliding 
surface, and adaptive SMC have been briefed in31,32. In33, a PSO-based secondary controller, speed regulator, and 
PI-based pitch angle controllers are designed. The complete dynamic structure of the WTG system to participate 
in the LFC scheme is also described. In34, the recent application of SMC is designed for autonomous underwater 
vehicles based on atlantic salmon fish. In this work, a comparative study among the various types, such as PI, PD, 
and PID sliding surfaces, is conducted to design the control law of the SMC. In this study, a fuzzy logic-based 
SMC utilized PID sliding surface LFC approach is suggested to adjust the frequency of the ATMG under various 
practical cases. In recent studies, the performance and effectiveness of designed LFC schemes are validated upon 
the standard test systems like IEEE-14 bus and IEEE-39 bus systems35–41. An optimal control theory-based full-
state feedback control scheme is designed and implemented to solve the LFC42 issue in diverse sources, including 
wind, hydro, thermal, and gas plants based on a multi-area power network43. A Recently developed barnacle 
mating optimizer is used to tune the filter-associated cascaded fractional order controller to solve the frequency 
stability and power fluctuation problems in multi-area MG systems44. The multi-area MG system consists of 
different power units such as solar, wind, diesel, fuel-cell, battery, and EVs. In45, the recently developed Jaya 
optimization technique tunes the fractional order controller with an integral tilt derivative LFC approach for 
the multi-MG systems. In the ATMG46 system, solving the LFC issue is challenging due to renewable sources, 
bi-directional loads, and distributed generators. The wild horse optimizer (WHO)47 emphasizes social behavior 
and adaptive mechanisms, promoting moderate exploration but sometimes getting trapped in local optima48. 
It incorporates the Lévy flights algorithm to improve the balance between exploration and exploitation, 
outperforming standard PSO49. However, WHO is less effective than GTO50 in avoiding local optima and 
achieving better global solutions. WHO’s adaptability makes it suitable for various optimization problems, but it 
may require fine-tuning for complex scenarios51. Its ability to balance exploration and exploitation is key to its 
moderate success52,53.

In previous studies, the conventional control approaches were employed to control the area control error of 
frequency and tie-line power of muti-area power networks54. These controllers fail to respond, and their ability 
degrades if the highly penetrated renewables are integrated into the system55. As a result, various robust control 
schemes and tuning the traditional controllers with meta-heuristic approaches are significant in the ATMG 
operation. Therefore, how to cope with the above issues motivates the present study. In this study, a fuzzy logic-
based SMC utilized PID sliding surface LFC approach is suggested to adjust the frequency of the ATMG under 
various practical cases. The performance of the designed, i.e., GTO-tuned F-SMC with PID-type sliding surface 
FR scheme, is validated on the standard IEEE-14 bus system by taking various uncertainties.
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Novelty and contributions
In comparison with previous studies, the important contributions of this work are as follows:

•	 To develop the dynamic model of the LFC scheme with WTG, a sliding mode approach is proposed for the 
secondary LFC in the autonomous MG. Since the performance of the proposed controller depends on its 
sliding surface and its gains, an artificial gorilla troop optimization (GTO) is proposed for tuning the SMC 
controller coefficients.

•	 The proposed control technique performance is further improved by designing both the SMC control laws, 
i.e., equivalent control law and switching control law, using the fuzzy logic technique.

•	 The superiority of the GTO-tuned F-SMC frequency regulation scheme is compared with the PSO and GWO 
approaches under various practical conditions such as load perturbations, parametric variations, and impact 
of wind speed variations projected to the designed ATMG system.

•	 The effectiveness of the suggested FR scheme is also validated upon the standard IEEE-14 bus system by 
taking various uncertainties.

The rest of the sections of this work are arranged as beneath: Section “System description” is system modeling 
and description, Section  “Control strategy” is control strategy, extensive simulation and result discussion is 
discussed in Sect. “Results and discussion”; and the conclusion of this work is revealed in Sect. “Conclusion”.

System description
The proposed dynamic ATMG model shown in Fig. 1 incorporated a DEG system as a reliable energy source 
with DEG’s nonlinearities, such as governor dead band (GDB) and generation rate constraint (GRC). The 
DEG system is called a reliable system due to many advantages, such as quick start-up time, low maintenance 
requirements, long lifespan, and great efficiency. The main power source of ATMG is the renewable power WTG 
system. The modern power system operates based on four control loops: current/voltage loops of distributed 
power sources responsible for initial or local control. The global and emergency control strategies ensure the 
economic optimum, protection, and security, respectively. The main work of the LFC technique of the ATMG 
system is to handle power fluctuations (power mismatch) and enhance frequency stability. Hence, the dynamic 
model of the proposed ATMG is represented as follows24:

	
∆ ḟ (t) = 1

M
∆ PDEG (t) + 1

M
∆ PW T G (t) − 1

M
∆ P

L
(t) − D

M
∆ f (t)� (1)

	
˙∆ PDEG = ∆ PT (t)

Tt
− ∆ PDEG (t)

Tt
� (2)

	
˙∆ PT = − 1

Rd*Tg
∆ f (t) − 1

Tg
u (t) − 1

T g
∆ PT (t)� (3)

where, ∆ f  is the frequency deviations and M, and D is the inertia and damping coefficients of ATMG, 
respectively. The governor input and time constants of the DEG system are ∆ PG, and Tg , respectively. The 
turbine input and time constant of the DEG system are ∆ PT , and Tt respectively. The output power of the 
DEG system is represented as ∆ P DEG. The control signal u is generated from the suggested LFC method. Rd 
is the droop gain of the ATMG model. The load of the ATMG system is represented as ∆ P L. The ∆ PW T G is 
wind power injected into the ATMG.

Fig. 1.  Dynamic model of ATMG system with LFC Scheme.
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Structure and modeling of WTG system
The wind turbine aerodynamics, pitch angle control mechanism, and MPPT justification are important concerns 
in the model of WTG system participation in the LFC scheme. Figure 2 (a) represents the physical structure of 
the WTG system. The turbine, gearbox, and generator are the major physical components of the WTG system. 
The power output of the WTG depends upon the power coefficient or breadth coefficient ( CP ) and other 
physical components. The mechanical output power (Pt) from the wind turbine is described as follows:

	 Pt = CP (β , λ ) ∗ other physical components� (4)

The other components are ρ  is the air density, Ar  are blades swept the area in m2, Vw  is the wind speed m/s. 
The wind turbine power is described as follows:

	
Pt = 1

2ρ ArCP (β , λ )V 3
w � (5)

Fig. 2.  (a) The general structure of WTG system. (b) A basic structure for a mathematical model of WTG. (c) 
Closed loop structure of WTG torque.
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As shown in (5), CP  is the component of pitch angle ( β ), and tip-speed ratio (λ ). The mathematical modeling 
of CP  in terms of aerodynamics, factors are defined as24:

	
CP (β , λ i) = z1

(
z2

λ i
− z3β − z4β z5 − z6

)
e−z7/λ i � (6)

where 1
λ i

= 1
λ +z8β

− 0.035
β 3+1 , and the λ  is defined as follows:

	
λ = ω tR

Vw
� (7)

The CP  maximum is approximated as 0.593 due to Vw  as well as physical and aerodynamic losses. The wind 
turbine’s normal speed is 6–20  rpm, which is much slower than the wind generator. The speed of the wind 
generator is 1500 and 1800 rpm for 50 Hz and 60 Hz, respectively. In this context, a gearbox is necessary to adapt 
the low-speed wind turbine to the high-speed wind generator. The gearbox conversion ratio (G) is the generator 
speed in rpm to wind turbine speed in rpm.

	
G = (1 − slip) 60f

p*turbine speed
� (8)

where f  is supply frequency, p is number of poles. The G will be high at lower lower-rated turbine speed. The 
efficiency of the gearbox is approximately 96–98%. The maintenance and initial investment of the gearbox lead 
to a share significant cost contribution to the total cost of the WTG system (Tables 1 and 2).

It generates huge noise due to the meshing of the individual teeth. Figure 2 (b) reveals the WTG system’s 
mathematical model. The terms Jt and Jg  are the movement of inertia of the WTG turbine and generator, 
respectively. Ct and Cg  are turbine and generator torque, respectively.

	 Jtotal = Jg + G2Jt� (9)

	 Ctotal = Cg − Cem − ω mecf � (10)

	
Ctotal = Jtotal*

dω mec

dt
� (11)

The closed loop structure of the Cg  and measured torque ( Cem) is shown in Fig. 2 (c).
The WTG system’s detailed mathematical model and control method are explained in Fig.  3 of13,42. The 

specifications of the WTG system are shown in Table 3. Generally, the WTG system is associated with the Yaw 
control, β control, and λ  control. The orientation of the wind speed and change in the wind turbine head are the 
factors for the Yaw control system. In35, a wind-contributed LFC scheme is modeled. PSO tuned an additional 
PID controller, a PSO-tuned secondary controller, and a servomechanism-based PI-β control is presented. This 
work uses the same PI control technique for the β control. The main operating factor of β control is Vw . Figure 3 
represents the ideal characteristics of the β, output power of WTG, ω t at various Vw . The β control is based 
on the three wind speed regions i.e., regions I to II and after IV represent the parking mode, regions II to III 
represent MPPT mode, and regions III to IV represent the operating mode (β control mode) of the WTG. The 

Technique

Control law responses

∆f (Us, Hz) ISE ITSE IAE ITAE

C-SMC -0.18 0.00967 0.006596 0.0397 0.05213

F-SMC -0.035 0.09235 0.06489 0.392 0.5473

Table 2.  Comparative responses of the C-SMC and F-SMC.

 

ueq

dS/dt

NL NM NS ZE PS PM PL

S

NL NL NL NL NL NL NM ZE

NM NL NL NL NL NM ZE PM

NS NL NL NL NM ZE PM PL

ZE NL NL NM ZE PM PL PL

PS NL NM ZE PM PL PL PL

PM NM ZE PM PL PL PL PL

PL ZE PM PL PL PL PL PL

Table 1.  Rule base for FS-I.
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β is 90° in the region I to II and after region IV. In the region II to III (MPPT region) β is minimum or 00, and 
in the region III to IV β is 300-450 as shown in Fig. 3(a). In this region, the power output of the WTG system is 
constant as presented in Fig. 3(b). The corresponding ω t is depicted in Fig. 3(c).

MPPT justification
Two conditions need to be satisfied when WTG is working under peak power extraction. One condition is λ  
maintained constant, irrespective of the Vw . Here, the Vw  variation up to the rated Vw  as presented in Fig. 4(a) 

Fig. 3.  WTG curves of (a) β (b) power output (c) ω t at various Vw
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is applied to the system to demonstrate the maximum power extraction and its justification. The λ  is fixed 
irrespective of the Vw  applied, and the pitch angle is maintained to be zero. Hence, the corresponding λ  and 
CP  is shown in Fig. 4(b) and (c) respectively.

The second condition is that the toque obtained with and without the MPPT loop must be equal, as revealed 
in Fig. 4(d). This condition strengthens the MPPT condition for obtaining peak power from the available wind 
speed. The β is zero in this case, as depicted in Fig. 4 (e). The Pt (max) can be represented as follows:

	
Pt (max) = 1

2ρ ArCP (max)(β , λ opt)V 3
w � (12)

From Fig. 1, the ∆ P W T G can be represented as follows:

	 ∆ P W T G = ∆ P W T G,Max − ∆ P droop� (13)

The CP (max) is calculated at λ  optimum ( λ opt).

Control strategy
The analytical controllers and stability analysis approaches like PI, PID, bode, root locus, etc., need a model to 
design the control law. There is a discrepancy between the model and the actual plant. In the case of a synthetic 
controller, theoretical stability is not guaranteed. Hence, robust control schemes like SMC are most popular in 
time domain analysis. The study of SMC has gained popularity in recent years as an effective technique to solve 
LFC issues in multi-area power systems25. The motion of the system trajectories along a chosen line/surface 
of the state space is called sliding mode. The control law is designed to achieve sliding mode. SMC has seen 
widespread application in the quest to enhance the efficiency, robustness, and stability of modern power system 
applications26,27. This section proposes a revolutionary fuzzy-based SMC using a PID sliding surface LFC control 
approach to support frequency and prevent power fluctuations. SMC methods have received significant research 
curiosity in RES-based MG systems due to their benefits of quick response speed and robust operation29.

Design of SMC
The building of the sliding surface (S), which is intended to respond to specified control parameters and 
performance, is known to be the most critical and vital step of SMC design. The trajectories are constrained to 
follow the paths of the sliding surfaces. The SMC is designed to achieve sliding mode. The SMC forces the error 
to reach a sliding surface and travel along the sliding surface in a fourth quadrant of a two-dimensional plane. 
The process for defining the sliding surface is flexible. There is no fixed law to select a sliding surface of a SMC. 
The SMC designer needs to follow some set of guidelines. The first guideline is that the sliding surface S (t) is 
equal to zero to make error zero as t reaches an infinite value. The second guideline is that the first derivative of 
sliding surface S (t) must contain the control signal u. To design SMC, the small-signal dynamical model (1)-
(3) of ATMG is considered and neglected the load and wind disturbances. The system dynamics are modeled 
based on the small signal model of DEG and the signal model of MG. Hence, the relationship between ∆ f  and 
u is as follows:

	
∆

...
f = −

(
MTg + MTt + DTgTt

MTgTt

)
∆ f̈ −

(
M + DTg + DTt

MTgTt

)
∆ ḟ −

(
D + 1/Rd

MTgTt

)
∆ f −

(
1

MTgTt

)
u� (14)

The simplified form of (14) can be written as:

	 ∆
...
f = −a2∆ f̈ − a1∆ ḟ − a0∆ f − Ku� (15)

where, a2 =
(

MTg+MTt+DTgTt

MTgTt

)
, a1 =

(
M+DTg+DTt

MTgTt

)
, a0 =

(
D+1/Rd

MTgTt

)
and  K =

(
1

MTgTt

)
.

To design an SMC technique, an error coordinate is defined as

Parameters Value Parameters Value

PW T G 750 KW z1 -0.6175

Vw 12.5 m/s z2 116

ρ 1.225 kg/ m3 z3 0.4

AT 1648 m2 z4 0

R 22.9 m z5 5

KW T G 1 z6 21

TW T G 0.2 s z7 0.1405

D 0.2 p.u./Hz M 0.015 p.u. second

Tg 0.08 s Tt 0.4 s

Rd 2 Hz/p.u. GRC & GDB 10%, and 3%

Table 3.  ATMG System parameters24,26.
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	 e (t) = x (t) − xd (t)� (16)

The error is defined as the difference between the actual output state and desired state, t represents the time 
variable that will be omitted in the remainder of this section to keep things simple. Here, a PID-type sliding 
surface is selected as follows:

Fig. 4.  Response for MPPT justification (a) Vw , (b) λ , (c) CP , (d) Cg and (e) β.
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S (t) = kpe (t) + ki

∫
e (t) dt + kdė (t)� (17)

The error signal is considered as ∆ f . Where kp, ki, and kd are the designer parameters. The lower and upper 
boundaries of these parameters are chosen based on the conventional control scheme called Ziegler–Nichols.

Theorem  For the system model (1) with the sliding surface (17), the error e(t) calculated by (16) delight if the 
control law is given by

	
u = 1

K*kd

[
(kp − kda2) ∆̈ f + (ki − k

d
a1)∆̇ f + kda0∆ f

]
+ η · sgn (S)� (18)

Here, u is further simplified as follows:

	 u = ueq + usw � (19)

the control law is defined as the sum of the equivalent control law (ueq) and switching control law (usw)23,24,30. 
where sgn (.) indicates the signum function, and η  is a positive

switching factor.

Proof  To design the, Lyapunov closed-loop stability analysis is utilized in this study. A positive definite Lyapun-
ov function candidate is considered as follows:

	
V = 1

2S2� (20)

Its first derivative can be expressed as:

	
V̇ = d

dt
V = SṠ� (21)

Taking the time derivative of the sliding variable in (17), results in

	 Ṡ = kpė + kie + kdë� (22)

	
Ṡ = kp∆̇f + ki∆f − kd

1
a2

...
∆f − kd

a1

a2
∆̇f − kd

a0

a2
∆f + K

a2
u� (23)

where the time variable is omitted for the clarity of presentation. Lyapunov’s theory of stability states that the V̇  
must be negative definite30. If V̇  is negative definite, then Ṡ will be asymptotically stable as ∆f tends to zero and 
‘t’ tends to infinite. So, the Ṡ must be equal to zero. The term S is the sliding surface. The usw  defined as the 
product of the switching factor ( η ) and signum function, i.e., sgn (· ), which is as follows:

	 usw = η · sgn (S)� (24)

where sgn (S) =

{
−1, S < 0
0, S = 0
1, S > 0

}
. Therefore, the proposed PID sliding surface-based SMC method ensures 

a zero steady-state tracking error. Similarly, the control law for PI and PD sliding surfaces is designed. The ∆ f  
considered an index to justify the selected sliding surface. Here, PI and PD sliding surfaces are compared with 
PID sliding surfaces in terms of ∆ f . A comparative analysis is conducted in terms of Δf with the help of the 
designed control laws. Figure 5 indicates that the maximum frequency deviation occurs, i.e., -0.32 Hz for the PI 
sliding surface, -0.27 Hz for the PD sliding surface, and − 0.18 Hz for the PID sliding surface. Hence, the PID 
sliding surface is selected for further analysis in this study. The GTO-based F-SMC utilizing a PID-type sliding 
surface is designed for secondary FR in the following sub-sections.

The control law designed for PI sliding surface is as follows:

	
uP I = 1

K*kp

[
(kpa2 − ki) ∆ f + kpa1

∆ f

s
+ kpa0

∆ f

s2

]
+ η · sgn (S)� (25)

The control law designed for PD sliding surface is as follows:

	
uP D = 1

K*kd

[
(kda2 − kp) ∆̈ f + kda1∆̇ f + kda0∆ f

]
+ η · sgn (S)� (26)

The reason for chattering in the control input is the discontinuity of the signum function sgn (S). The chattering 
effect is reduced with the boundary layer technique adopted by replacing the signum function in (18) with the 
saturation function with the representation as:
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Sat (S) =

{
sgn (S) , for |S| > δ

S
δ

, for |S| ≤ δ

}
� (27)

where δ  is the positive constant, which is the representative of the boundary layer thickness. δ  is considered 
based on chattering and tracking errors. In general, η  the gain value or switching factor is typically optimized 
by the trial-and-error method since no universal technique is available yet.

Proposed F-SMC using PID-type sliding surface
The traditional SMC design involves complex mathematical calculations, which can be computationally intensive. 
A lot of mathematical computations are required to design the equivalent control law (ueq) of the SMC, and the 
complexity will be greater in the SMC control law. Hence, the fuzzy logic-based SMC technique is proposed in 
this study. Traditional Boolean logic accepts only precise inputs (either 0 or 1), making it less flexible for handling 
real-world situations with uncertainty or noise. Fuzzy logic, on the other hand, can process imprecise, noisy, and 
distorted input signals. It assigns degrees of membership between 0 and 1 to input variables, allowing the system 
to manage uncertainty and operate smoothly even with imperfect information. The fuzzy logic reasoning is 
straightforward to design the fuzzy rules for the controller. The formation of the fuzzy rules is easy to construct, 
understand, and flexible. Fuzzy logic is used here to avoid these burdens, as it provides a simpler, more intuitive 
way to handle control rules. The control law structure comprises two essential components. The first component 
is the equivalent control law, which ensures that the system reaches and remains on the sliding surface. The second 
component is the switching control law, which is designed to minimize the chattering effect on undesirable 
high-frequency oscillation that can occur in the control system. The combination of the equivalent control law 
and the switching control law creates a robust control framework. The equivalent control law ensures that the 
system behaves as desired by driving it toward the sliding surface, while the switching control law enhances 
stability by smoothing control actions and minimizing undesirable oscillations. This dual approach enhances 
the overall performance and reliability of sliding mode control systems, making them suitable for a wide range 
of applications where robustness and precision are essential. In this section, both control laws ueq  and usw  are 
designed with fuzzy rules. The fuzzy system I (FS-I) is used to design the equivalent control law ueq  to avoid 
the mathematical calculations and computational burdens. The FS-II is used to design the usw  to minimize the 
chattering effect on the control action. Both fuzzy systems comprise four essential components that work together 
to process information and make decisions. The first component, fuzzification, is responsible for transforming 
crisp values—specific numerical inputs—into fuzzy values, which represent degrees of membership in various 
categories or sets. Following this, the second component, fuzzy reasoning, applies a set of fuzzy logic rules to the 
fuzzified inputs, enabling the system to draw inferences and conclusions based on the imprecise information. 
The third component, the knowledge-based system, contains the fuzzy rules and membership functions that 
define the system’s understanding and interpretation of the problem domain, serving as the foundation for the 

Fig. 5.  Comparative frequency response of various sliding surfaces.
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reasoning process. Finally, the fourth component, defuzzification, converts the resulting fuzzy output back into a 
crisp value or control signal, making it usable for practical applications. Together, these components enable fuzzy 
systems to handle uncertainty and make decisions in complex environments26. The detailed control structure of 
F-SMC is shown in Fig. 6. Here, k1, k2, k3 gain parameters of FS-I , k4 is the gain of the FS-II. The components 
of fuzzy systems are fuzzification, fuzzy reasoning, knowledge base, and defuzzification, which are described as 
follows. The input variables for FS-I are S and dS/dt and the output variable is ueq, Similarly, the input variable 
for FS-II is S and the output variable is usw  as shown in Fig. 6. The final control signal u obtained by summing 
ueq  and usw .

The universe of discourse, inputs, and output membership functions (MFs) for FS-I and FS-II is shown in 
Fig. 7. The membership functions (MFs) used in both FS-I and FS-II map the input and output variables into 
fuzzy sets, where each fuzzy set represents a linguistic variable.

The linguistic variables for MF of the FS-I are described as Negative Large (NL), Negative Medium (NM), 
Negative Small (NS), Zero (ZE), Positive Small (PS), and Positive Medium (PM), Positive Large (PL).

A triangular type MF is used for the fuzzy sets of NM, NS, ZE, PS, and PM, and mathematically represented 
as:

	

µ . (z) =





0 z ≤ ai
z−ai
b−ai

ai ≤ z ≤ bi
ci−z
c−bi

bi ≤ z ≤ ci

0 ci ≤ z





� (28)

where µ .ϵ {NM, NS, ZE, P S, P M}. For the fuzzy sets of NL and PL, trapezoidal type MF are used and 
given as:

	

µ NL (z) =




1 z ≤ bi
ci−z
c−bi

bi ≤ z ≤ ci

0 ci ≤ z


� (29)

	

µ P B (z) =




0 z ≤ ai
ci−z
c−bi

ai ≤ z ≤ bi

1 bi ≤ z


� (30)

Here, the fuzzified crisp element is z, and ai, bi and ci are the breakpoints of the ith trapezoidal or triangular 
MF. The rules for FS-1 and FS-II are constructed with the help of literature26, and all 49 rules for FS-I are depicted 
in Table 1. The complete fuzzy rules of FS-I are designed to obtain the control characteristic ( ueq) of SMC based 
on the heuristic knowledge.

The second row and the last column depict a rule such as, “if Sis NM and dS/dtis PL then ueqis PM.”. The 
three rules of FS-II are as follows:

•	 If Sis N then uswis N.

Fig. 6.  Design structure of F-SMC using PID sliding surface.
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•	 If Sis Z then uswis Z.
•	 If Sis P then uswis P.

Once the fuzzy reasoning process generates fuzzy outputs, the defuzzification step is needed to convert these 
fuzzy values back into a crisp control signal. In this study, the Center of Gravity (CoG) method is used for 
defuzzification. The CoG method calculates the weighted average of the output fuzzy sets to produce a single crisp 

value that serves as the final control signal. The discrete form of the CoG formula is given by: u =
∑ n

i=1
µ iui∑ n

i=1
µ i

,

where µ i is obtained by implementing the product rule to the subsequent fuzzy rule and the center value of 
fuzzy output set for ith rule is ui.

A comparison is made between the control laws ueq  and usw  designed with C-SMC and F-SMC. In 
controller design theory, several performance indices are commonly used to evaluate system performance. 
These are Integral of Squared Error (ISE), Integral of Time-weighted Squared Error (ITSE), Integral of Absolute 
Error (IAE), Integral of Time-weighted Absolute Error (ITAE). These performance indices help in designing 
and tuning controllers to achieve a balance between accuracy, speed, and stability. ISE reduces large errors more 
effectively than small ones. It has a slower response time because the error is squared and accumulated over 
time, placing greater emphasis on large errors. The ITSE minimizes long-term errors and enhances the settling 

Fig. 7.  (a) MFs of input and output variables for FS-I, (b) MF of input variable for FS-II, and (c) MF of output 
variable for FS-II.
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time. However, it tends to have a large overshoot in the initial stages. IAE minimizes both small and large errors 
by integrating the absolute values of the errors over time, leading to smoother overall system performance. 
However, because it treats all errors equally, it may not prioritize reducing large magnitude errors as effectively, 
potentially resulting in slower correction of significant deviations. Despite this, IAE is valuable for eliminating 
steady-state errors and improving long-term accuracy. ITAE, like ITSE, may tolerate large initial errors but 
gradually reduces them as the system evolves. ITAE improves the smoothness of the system’s response, enhances 
settling time, and reduces long-term oscillations, resulting in a more stable and efficient control process. IAE 
and ISE are useful for tracking errors but do not influence the system’s speed. ITAE and ITSE are beneficial for 
achieving a fast system response and reducing long-term errors. In the comparison, ∆f, and cost functions such 
as ISE, ITSE, IAE, and ITAE are considered as comparative features of both the techniques, as shown in Fig. 8 
and presented in Table 2.

GTO implementation
To compute the optimal parameters of PID-type sliding surface (kp, ki, kd), FS-I (k1, k2, k3), and FS-II 
(k4), GTO is proposed. GTO is a newly invented metaheuristic approach whose fundamental is associated 

with the behavior of gorilla troops in nature. The proneness of gorillas to be in mass forbids them from living 
alone. Hence, they search for food as a mass and live under the supervision of a silverback gorilla, who leads the 
group. In GTO, the best solution corresponds to the silverback. The candidature of the gorilla is liable to proceed 
towards silverback and leave the worst solution (weakest member of the group).

The flowchart of GTO is revealed in Fig. 9. The Exploration and Exploitation phases are responsible for GTO 
operation, which are described as follows:

Exploration phase
Under this, each gorilla is regarded as the best solution in each iteration. Moreover, three mechanisms are present 
in this phase that can be mathematically formulated14,38:

	

GX (t + 1) =




(UB − LB) × r1 + LB, rand < p
(r2 − C) × Xr (t) + L × H, rand ≥ 0.5

X (i) − L ×
(

L × (X (t) − GXr (t)) + r3 ×
(

X (t) −
GXr (t)

))

rand < 0.5




� (31)

where, GX (t + 1) is the ith gorilla position vector, r1, r2, r3 and rand are the random numbers in the range 
[0,1], gorilla position vector in is X (t), Xr  is one gorilla selected randomly in the entire population, LB and 
UB are the lower and upper bounds of variables and values of C and L are formulated as14:

	
C = F ×

(
1 − It

MaxIt

)
� (32)

	 F = cos (2 × r4) + 1� (33)

Fig. 8.  Frequency response using F-SMC and C-SMC with PID sliding surface.
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	 L = C × l� (34)

The maximum iterations for optimization performance are MaxIt, l is a random value in the range − 1, 1, and 
r4 is the random number [0,1]

Exploitation phase
The two mechanisms, “follow silverback gorilla” and “competition for the adult female,” are associated with this 
phase. Under first mechanism, each gorilla follows the silverback’s instructions to search the food in various 
locations and can be represented as14,38:

	 GX (t + 1) = L × M × (X (t) − Xsilverback) + X (t)� (35)

where the optimal solution is Xsilverback , at iteration t the gorilla’s vector position is GXi (t). Moreover, when 
baby gorillas reach puberty, they search for adult females and compete with other gorillas and are represented 
as14:

	 GX (i) = Xsilverback − (Xsilverback × Q − X (t) × Q) × A� (36)

where Q is considered to simulate the impact force.

Fig. 9.  Flowchart of GTO14.

 

Scientific Reports |        (2024) 14:31526 14| https://doi.org/10.1038/s41598-024-83202-z

www.nature.com/scientificreports/

http://www.nature.com/scientificreports


Conventional optimization techniques like GA, PSO, GWO, and CTO often struggle with premature 
convergence. In PSO, an improper setting of inertia weight can exacerbate this issue. However, GTO mitigates 
premature convergence through population diversity and the continuous introduction of new solutions into 
the search process. Unlike conventional methods, which are sensitive to parameter variations, GTO is less 
sensitive due to its real-time feedback system. This adaptive nature of GTO allows for faster convergence 
compared to traditional techniques. PSO’s key parameters, such as inertia weight and acceleration coefficients, 
are fixed during the optimization process. This results in an imbalance between exploration and exploitation, 
often causing PSO to converge to local optima, especially in complex environments. In contrast, GWO manages 
exploration through a hierarchical structure, where the alpha wolf leads the search. However, the effectiveness 
of this leadership can be limited, particularly in diverse search spaces, potentially constraining exploration. 
On the other hand, GTO offers a dynamic balance between exploration and exploitation. This adaptability is 
achieved through troop migration and the refinement of troop positions around promising areas based on 
their interactions with the environment. This dynamic behavior enhances both search diversity and solution 
refinement. The enhanced exploration capability and ability to avoid local optima in optimization are inspired by 
the natural behavior of gorilla troops. Their migration to unfamiliar areas allows for broader exploration while 
following the dominant silverback guides them toward promising opportunities. The competition for resources 
within the group improves their ability to exploit these opportunities and refine solutions. This dynamic between 
exploration and exploitation helps optimize problem-solving processes, leading to more efficient and effective 
outcomes.

Results and discussion
The specifications and elements of ATMG are presented in Table  3. The simulation work was conducted in 
MATLAB. The asses the superiority of the designed controller, various practical cases, such as the impact of the 
wind speed, load uncertainties, and ATMG parametric uncertainties, are considered in this work. The general 
ATMG shown in Fig. 1 is used to assess the proposed LFC technique.

Various practical cases
This section studies the impact of wind speed variations, load perturbations, and higher/lower dimensions of 
MG. All the parameters in the simulation graphs are per unit (p.u.) values except the wind speed Vw  in m/s. 
The Vw  is assumed to be 12.5 m/s. The demand of the ATMG is 1.0 p.u. under normal case. The ATMG is 
simulated for 35 s with a time duration of 5 s in the MATLAB software. The GTO tunes the gains of the PID 
sliding surface F-SMC. To demonstrate the supremacy of the GTO-tuned PID sliding surface F-SMC technique, 
its outcomes are evaluated with PSO-tuned PID sliding surface F-SMC and GWO-tuned PID sliding surface 
F-SMC technique. The optimized parameters of the F-SMC with PSO, GWO, and GTO are revealed in Table 4. 
The gains of the PID sliding surface controller play an important role in achieving the desired performance, such 
as stable operation, speed of response, and robustness. The proportional gain is responsible for reducing the 
error, while the integral gain improves the dynamic response by eliminating steady-state error. The derivative 
gain is used to predict future errors and reduce overshoot and noise in the system.

Case-1 In this case, the operating conditions of the ATMG are the total load demand is 1.0 p.u. the share of the 
WTG is 0.75 p.u. and DEG is 0.25 p.u. without including the source side disturbances, i.e., the impact of wind 
speed variation on the controller performance. The comparison data of the transient characteristics such as 
peak overshoot (Os), peak undershoot (Us), and settling time (Ts) of frequency deviation of the ATMG and 
ISE, ITSE, IAE, and ITAE are also reported in Table 5. The given statistics show that the ISE/ ITSE/IAE/ITAE 
in the case of GTO-tuned F-SMC are found to be less as compared to other controllers such as PSO-tuned 
F-SMC and GWO-tuned F-SMC.

The convergence characteristics PSO, GWO and GTO is depicted in Fig. 10(a) and dynamic response of the 
GTO-tuned F-SMC in contrast to other controllers is shown in Fig. 10(b). The Us [Hz] of PSO, GWO, and GTO 
are − 0.2003, -0.1896, and 0.20, respectively. Figure 10(a) shows the proposed GTO surpasses the PSO and GWO 
in terms of minimization of objective function and speed of convergence.

Case-2 A variable demanded load is injected into the ATMG as depicted in Fig. 11(a). The renewable energy 
sources disturbance is not considered in the operation of ATMG. Figure 11(a) reveals that a base load of 0.8 
p.u. is present before the demand disturbance. An emergency demand increment of 0.1 p.u occurs at 15s and 
is present up to 25s. Again, an emergency demand increment of 0.1 p.u appears at 25s and presents up to 35 s. 
The comparative performance of the F-SMC technique in terms of Δf with PSO, GWO, and GTO is present-

Methods

PID sliding surface F-SMC parameters

kp ki kd k1 k2 k3 k4

PSO 0.9859 0.4809 0.0724 0.3141 0.2540 0.5020 0.5908

GWO 45.7261 0.168813 4.18245 0.030783 0.0115566 33.3288 0.19506

GTO 21.6204 0.117964 0.718269 0.0330038 0.00566442 36.0828 0.657345

Table 4.  Optimized parameters of F-SMC for ATMG system.
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ed in Fig. 11(b). In this scenario, the WTG contribution is 0.75 p.u. in contrast, the contribution of DEG is 
depicted in Fig. 11(c).

Case-3 Here, a rated wind speed, i.e., 12.5 m/s and WTG-rated power, 0.75 p.u. is applied to ATMG without 
any wind speed fluctuations. Here, load-side perturbation is studied as presented in Fig. 12(a). Both sudden 
load increment and decrement are studied in this case. The comparable plot of Δf under the proposed LFC 
technique with PSO/GWO/GTO is displayed in Fig. 12(b). Figure 12(b) reveals that the minimum Δf oc-
curred in the GTO-based F-SMC rather than the GWO and PSO-designed LFC techniques. The contribution 
of DEG is shown in Fig. 12(c). Table 5 reveals the transient parameters and performance indices of all LFC 
control techniques.

Case-4 In this case, a sinusoidal varying load perturbation is injected into the ATMG system, as depicted in 
Fig. 13(a). The combination of three sinusoidal signals generates the sinusoidal varying load. The sinusoidal 
signals used in this case study are time-based sinusoidal signals. The amplitude and angular frequency of the 
first signal are 0.004 and 4 rad/sec, respectively. The amplitude and angular frequency of the second signal are 
0.05 and 5.3 rad/sec, respectively. The amplitude and angular frequency of the third signal are 0.01 and 6 rad/
sec, respectively. The comparative response of Δf of designed LFC techniques, including PSO, GWO, and 
GTO, are represented in Fig. 13(b). As observed in Fig. 13(b), the Us (in Hz) are − 0.221, -0.115, and − 0.023 
of PSO, GWO, and GTO, respectively. Similarly, Os (Hz) is 0.053, 0.028, and 0.0018 of PSO, GWO, and GTO, 
respectively. The contribution of the WTG system is 0.75 pu, and the rest of the excess load is contributed by 
the DEG system, as depicted in Fig. 13(c).

Case-5 In this scenario, an above-rated and random wind speed pattern is studied to see the impact of on 
the design of the LFC technique of the ATMG system, as shown in Fig. 14(a). The sudden changes in wind 
speed occurred at three different instants, i.e., a sudden increase of 1 m/s of wind speed at near about 7s and 
14s, then a sudden decrement of 2 m/s wind speed at 21s occurred as shown in Fig. 14(a). The corresponding 
controller action in terms of Δf is demonstrated in Fig. 14(c). Here, the proposed controller performed more 
effectively than the PSO fuzzy SMC and GWO fuzzy SMC. According to this wind speed, the β (beta) is ad-
justed by the pitch angle controller. This controller aims to maintain a beta minimum to get maximum output 
from the WTG system. The β variation is presented in Fig. 14(b).

The GTO-optimized F-SMC gives better LFC action on Us, Os, and Ts compared to PSO and GWO optimization 
techniques. The impact of random wind speed on Δf is depicted in Fig. 14(c). The detailed numerical values of 
Us, Os, and Ts are listed in case 5 of Table 5.

Case-6 Inserting white noise in the MATLAB circuit generates a highly fluctuated wind speed. The profile 
of this is shown in Fig. 15(a). The impact of the on the Δf and pitch angle are presented in Fig. 15(b) and 
Fig. 15(c), respectively. The detailed numerical values of Us, Os, and Ts are listed in case 6 of Table 5.

Cases Optimization algorithms

Dynamic response parameters and performance indices

Us (Hz) Os (Hz) Ts (s) ISE ITSE IAE ITAE

Case 1

PSO -0.2003 -- 26 0.02049 0.009286 0.1576 0.1011

GWO -0.1896 -- 12 0.01802 0.008022 0.1469 0.09148

GTO -0.0796 -- 8 0.00755 0.0033 0.063 0.0689

Case 2

PSO -0.062 -- 36 0.003438 0.06488 0.1548 2.820

GWO -0.040 -- 32 0.0008758 0.01827 0.04636 0.9809

GTO -0.021 -- 26 0.0004485 0.009295 0.02544 0.5192

Case 3

PSO -0.595 0.645 32 0.02838 0.4209 0.6626 10.06

GWO -0.425 0.462 28 0.02032 0.3014 0.4744 7.221

GTO -0.073 0.08 25 0.003504 0.0519 0.0818 1.245

Case 4

PSO -0.221 0.053 42 0.0590 0.6405 1.077 17

GWO -0.115 0.028 36 0.0310 0.3371 0.567 9.04

GTO -0.023 0.0018 24 0.0062 0.06742 0.1134 1.801

Case 5

PSO -0.624 0.265 33 0.2235 3.781 1.481 22.52

GWO -0.458 0.201 31 0.1676 2.836 1.111 16.89

GTO -0.124 0.05 28 0.0447 0.7562 0.2962 4.504

Case 6

PSO -0.225 -- 25 0.02087 0.01467 0.338 1.086

GWO -0.113 -- 20 0.01022 0.007322 0.161 0.8035

GTO -0.098 -- 16 0.00777 0.005794 0.1458 0.7776

Table 5.  Dynamic response parameters of the ATMG adopting fuzzy SMC with PID type sliding surface using 
PSO/GWO/GTO algorithms. Significance values are bold.
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Robustness against parametric uncertainties
In this study, controller design focused on maintaining acceptable performance of the controller when the load 
uncertainties and wind fluctuations are perturbed. However, assessing whether the designed controller can also 
handle perturbations in the ATMG parameters is essential. However, assessing whether the designed controller 
can also handle perturbations in the ATMG parameters is essential. The robustness analysis of the GTO-tuned 
F-SMC technique is studied against changes in a different variable of the ATMG from its general value under 
Case 1. The ATMG parameters such as M, D, Rd, and DEG’s time constants Tg , Tt are considered for this study. 

Fig. 10.  Comparative Δf of ATMG under case 1.
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For robustness analysis, one of the considered parameters is exposed to amend at once while the remaining 
parameters are at their general (nominal) values and observing their objective function, i.e., ITAE. The results 
recorded in Table 6 reveal that the GTO-tuned F-SMC technique is sturdy against wide parametric uncertainties. 
In Fig. 16(a), (b), and (c), the MG frequency fluctuations have been shown for a 50% increase and 50% decrease 
in the ATMG parameters M, D, and Rd, respectively. In Fig.  16(d), and 16(e), the MG frequency deviations 
have been shown for a 50% increase and 50% decrease in the DEG parameters Tg , and Tt respectively. The 
performance of the controller in terms of change in performance index (ITAE) has also been reported in Table 6 

Fig. 11.  (a) Load response, (b) comparative Δf of ATMG under case 2, (c) DEG contribution.
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using the notation of percentage (%) change in ITAE with respect to nominal ITAE. Here, the % change in ITAE 
is lesser for ± 50% (higher) change in system parameters, which shows the robustness of the proposed controller 
against system parametric uncertainties.

Controller validation on standard IEEE 14 bus system
The designed LFC scheme, i.e., GTO-tuned F-SMC, has also been validated upon a standard IEEE 14-bus system, 
as shown in Fig. 17(a)35. This test system consists of five synchronous generators, three transformers (100 MVA) 

Fig. 12.  Case 3 responses (a) Load fluctuations, (b) Δf and (c) DEG power.
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each, and diverse static loads. The 1–5 buses are connected at 69 KV, and 6–14 buses are connected at 13.8 KV 
except 8-bus which is connected at 18 KV. Almost all buses are associated with load except 1-bus, 7-bus, and 
8-bus. One aggregated WTG system is modeled and connected at 14-bus. All governors of the synchronous 
generators or reheated thermal units are modeled as a single governor reheated thermal unit, such as IEEEG1 
in the IEEE-14 bus system35,36. The generalized model of the IEEEG1 system is depicted in Fig.  17(b). This 
model is employed for frequency control. Similarly, the IEEEX1 system is employed for the voltage control in the 
power system. The parameters of the tandem-compound or single-reheat steam turbine IEEEG1 are reported in 

Fig. 13.  Case 4 responses (a) Sinusoidal load fluctuations,  (b) Δf, and  (c) DEG power.

 

Scientific Reports |        (2024) 14:31526 20| https://doi.org/10.1038/s41598-024-83202-z

www.nature.com/scientificreports/

http://www.nature.com/scientificreports


Table 7. Figure 18 represents the validation results of GTO-tuned F-SMC in terms of Δf with various case studies. 
Figure 18 reveals that the Δf of all six cases (as discussed in subsection 4.1) is within the acceptable limits while 
validating on the IEEE-14 bus system.

Conclusion
An ATMG in the presence of DEG and the WTG system is investigated successfully. The dynamic model of the 
wind-participated ATMG system in the LFC method is suggested to avoid power fluctuations. In this work, GTO 

Fig. 14.  Case 5 responses  (a) Wind speed,  (b) Pitch angle, and  (c) Δf.

 

Scientific Reports |        (2024) 14:31526 21| https://doi.org/10.1038/s41598-024-83202-z

www.nature.com/scientificreports/

http://www.nature.com/scientificreports


is utilized to obtain the proposed approach’s optimal parameters, i.e., F-SMC with PID-type sliding surface. The 
ATMG system has been exposed to wind speed variations, higher/lower dimensions of the ATMG, and load 
perturbations. To show the practicality of the suggested GTO-tuned F-SMC technique, the transient behavior 
of the investigated ATMG is contrasted with the outcomes given by GWO-tuned F-SMC and PSO-tuned 
F-SMC techniques. The suggested technique also reveals better performances with wind speed fluctuations. 
On the other hand, the studied GTO-tuned F-SMC also offers excellent robustness under system parametric 
perturbations. Real power system validation of the suggested control technique via the IEEE 14 bus system 

Fig. 15.  Case 6 responses  (a) Wind speed profile,  (b) Pitch angle, and  (c) Δf.
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has been successfully performed. Furthermore, comparisons with the existing techniques, such as GWO-PIDF, 
GWO-PI(1 + DF), GTO-ISMC, and STF-PID, have been made to determine the superiority of the proposed 
technique. Future research directions may include investigating the design of multi-stage control structures with 
state-of-the-art optimization techniques, effectively coordinating diverse energy resources in multi-area MGs, 
and implementing incentives-based demand response schemes in solar-based ATMG systems.

Parameter Change in parameter ITAE Change in ITAE

Nominal 0 0.06695 -

M
+ 50% 0.0857 21.87%

-50% 0.0872 30.24%

D
+ 50% 0.06266 6.40%

-50% 0.06116 8.64%

Rd

+ 50% 0.0668 0.22%

-50% 0.0667 0.37%

Tg

+ 50% 0.06646 0.73%

-50% 0.06982 4.28%

Tt

+ 50% 0.06608 1.2%

-50% 0.06993 4.45%

Table 6.  Robustness analysis against variations in ATMG’s Parameters.
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Fig. 16.  Response of Δf with parametric uncertainties (a) M, (b) D, (c) Rd, (d) Tg , (e) Tt
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Fig. 17.  (a) Standard IEEE 14 bus system adopted for validation35. (b) IEEEG1 thermal governor model36.
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Data availability
The datasets used and/or analyzed during the current study are available from the corresponding author upon 
reasonable request.
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Fig. 18.  Frequency response of IEEE 14 bus system using proposed GTO tuned F-SMC technique with various 
cases.

 

Parameter K K1 K2 K3 T1 T2 Pmax

Value 30 0.3 0.4 0.3 0.1 1.0 1

Parameter T3 T4 T5 T6 Uo Uc Pmin

Value 0.25 0.3 0.4 0.4 0.1 –0.2 0.4

Table 7.  IEEEG1 Steam Governor Model Parameters36.
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