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Chronic kidney disease (CKD) imposes a high burden with high mortality and morbidity rates. Early 
detection of CKD is imperative in preventing the adverse outcomes attributed to the later stages. 
Therefore, this study aims to utilize machine learning techniques to predict CKD at early stages. 
This study uses data obtained from a large longitudinal cohort study. The features include patients’ 
sociodemographic, anthropometric, and laboratory tests that are mostly associated with CKD based 
on national and international studies. Missing data and outliers were deleted using listwise and 
interquartile range techniques, respectively. Data initially remained imbalanced to investigate the 
ability of models to work on imbalanced datasets. Stratified K-folds cross-validation, a robust approach 
that performs well on imbalanced data, was further performed to enhance the splitting. Interestingly, 
an interaction was found between age and gender where contrasting data was generated, therefore, 
to avoid this interaction gender-specific algorithms were developed. Four main algorithms and four 
algorithms using the stratified K-folds cross-validation technique, consisting of gender-specific 
Random Forest and feedforward Neural Networks were developed using the preprocessed data of 
6855 participants. The RF model in women exhibited the highest AUC of 0.90 followed closely by 
0.89 in their NN model. Both models constructed for men yielded an AUC of 0.88. Sensitivity scores 
were higher in men compared to women. Models demonstrated subpar results regarding specificity, 
however, the high precision and F1 scores, make the models extremely valuable in a clinical setting to 
accurately identify CKD cases while minimizing false positive diagnoses. Moreover, the results from 
stratified K-fold cross-validation indicated that the NN models were more sensitive to the imbalanced 
dataset and demonstrated a marked increase in performance, particularly specificity, after this 
approach. These data offer valuable insights for the development of future risk stratification models for 
CKD.
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With a global and national prevalence of 9.5% and 15.1%, respectively, chronic kidney disease (CKD) stands 
as a serious health problem1,2. Among non-communicable diseases, CKD contributes to a significant rate 
of morbidities and mortalities, believed to be primarily caused by cardiovascular events in these patients3. 
According to the Global Burden of Disease (GBD) studies, there has been a prominent increase in the number of 
deaths and disability-adjusted life years (DALY) attributed to CKD and kidney dysfunction (KD) in 20214,5. This 
heightened burden is more prominent in lower-income countries4. Moreover, GBD 2019 reports indicated that 
KD was responsible for about 3.16 million deaths and 76.5 million DALYs around the globe6.

Treatment of CKD once it has reached the end stages is extremely difficult and the disease is often irreversible 
at those stages7. Moreover, renal replacement therapies and kidney transplants pose massive financial burdens, 
in addition to their prospective side effects1. Therefore, early detection of CKD may be effective in alleviating the 
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subsequent adverse events following the disease, however, since CKD remains asymptomatic till the late stages 
early detection is a challenge7. Even though, there is no integrated guideline for screening CKD yet, the Kidney 
Disease: Improving Global Outcomes (KDIGO) has suggested a precision and individualized approach using 
patients’ risk factors and their likelihood of developing CKD8. Therefore, the establishment of valid predictive 
and risk models is the main pillar in CKD management9. Age, history of hypertension, diabetes, cardiovascular 
diseases, and obesity are closely related to CKD10,11. Additionally, smoking and low physical activity have been 
shown to contribute to the formation, and progression of CKD evidenced by lower GFR, higher proteinuria, and 
lower post-kidney transplant survival rates12,13. Moreover, cohort studies and risk models have found that patients 
with chronic exposure to acute phase reactants like human C-reactive protein (CRP) and pro-inflammatory 
factors like Uric Acid are at greater risk of renal impairment10,14. Implementing practical predictive models using 
these factors may help in screening high-risk patients in clinical settings.

Machine learning (ML) algorithms offer robust predictive models and have attracted massive attention 
in the field of chronic diseases. ML predictive models have exhibited the potential to enhance the quality of 
screening methods, diagnosis accuracy, and overall clinical decision-making in chronic non-communicable 
diseases15. Supervised classification ML models leverage the information gained from a given dataset to predict 
the outcome of interest16. Despite efforts made to employ these models in chronic kidney disease prediction, a 
generalizable conclusion has yet to be drawn from the results16. To fill this gap, this study aims to investigate 
practical predictive factors for early CKD detection by utilizing Random Forest (RF) and Neural Network (NN) 
algorithms in a large population in Iran.

Materials and methods
Study population
This study was conducted using the Mashhad Stroke and Heart Atherosclerotic Disorders (MASHAD) Study 
database. The MASHAD cohort study was initiated in 2010 using a stratified cluster random sampling technique 
in three regions of Mashhad. The details of the study’s methodology are discussed elsewhere17. The original 
database consisted of information on 9704 participants. Figure 1 shows the workflow and a schematic description 
of the study subjects.

Anthropometric assessments
Anthropometric measurements including height, weight, and body mass index (BMI) were evaluated according 
to the standard measurement techniques18. Height (cm) was measured with a tape measure to the nearest 0.01 
mm. Weight (kg) was measured to the nearest 0.1 kg using electronic scales. BMI was calculated using the 
participants’ weight in kilograms divided by the square of the height in meters (kg/m2).

Laboratory evaluation
All participants were advised to undergo 14 h overnight fasting and the blood samples were obtained in the 
following morning. To keep the study coherent all samples were evaluated in the same laboratory17. BT3000 
biochemical analyzer was used for evaluating the following parameters: fasting blood glucose (FBG), Uric 
Acid (UA), high sensitivity C-reactive protein (hs CRP), Lowdensity lipoprotein (LDL), total cholesterol (TC), 
Triglyceride (TG), high-density lipoprotein (HDL), calcium (Ca), phosphorus (P), aspartate transaminase (AST), 
alanine transaminase (ALT), alkaline phosphatase (ALP), and creatinine (Cr). Type 2 Diabetes Mellitus (DM) 

Fig. 1.  Data Workflow.
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was assigned based on WHO definitions as FBG ≥ 126 mg/dl or in participants receiving oral hypoglycemic or 
insulin treatment17,19.

Blood pressure assessment
Systolic (SBP) and diastolic (DBP) blood pressures were measured by standard mercury sphygmomanometers. 
Hypertension (HTN) was defined and reported following WHO guidelines as an SBP ≥ 140 mmHg or a DBP ≥ 90 
mmHg or in participants being on anti-hypertensive medication17,20.

Assessment of physical activity
Physical activity level (PAL) was assessed based on questionaries evaluating activities during work hours, off 
time, and in bed21. The questionnaire filled by participants was in accordance with the James and Schofield 
human energy requirements equations21.

Assessment of other variables
Demographic, social, and medical history features including age, gender, smoking status, and cardiovascular 
disease (CVD) history were recorded by healthcare professionals and a nurse interview.

Feature selection and target assignment
For the purposes of this study, participants’ demographic and anthropometric information including age, gender, 
and BMI were extracted from the database. Data obtained regarding medical and social history included a history 
of HTN, DM, CVD, smoking, and PAL, respectively. Laboratory data used for this study included Cr (mg/dL), 
hs.CRP (mg/L), FBG (mmol/L), and uric acid (mg/dL). The features used for model development in this study 
were decided after a thorough investigation of pivotal factors demonstrated in the KDIGO guidelines11, national 
CKD burden study22, and availability of data in our dataset.

The Kidney Disease Quality Outcome Initiative’s (KDOQI) definition, defines CKD as GFR below 60 for 
more than 3 months without regard for the underlying cause23. Following this initiative, this study used a 
GFR cut-off of 60 (mL/min/1.73 m2) to evaluate whether the participants have chronic kidney diseases or not. 
The Modification of Diet in Renal Disease (MDRD) equation has shown superior results in terms of accuracy 
compared with other methods in assessing the Glomerular filtration rate (GFR)24. Therefore, the MDRD 
equation was used for calculating GFR using participants’ age, gender, and creatinine levels.

Data preprocessing
We used a one-hot coding approach for categorical variables including gender, HTN, DM, CVD, smoking status, 
and CKD status. Missing data imputation was implemented using the list-wise deletion technique. Afterward, 
outliers were detected with the interquartile (IQR) technique and removed.

Initially, despite our dataset being highly imbalanced, we opted for not performing over- or under-sampling 
techniques on the dataset to investigate whether the models perform well in an unbalanced dataset. Subsequently, 
for the neural network algorithms, data were normalized and standardized with scaling and centering approaches. 
Lastly, the dataset was split into training and testing sets with 75% and 25% allocations, respectively.

To reduce the possible bias induced by our imbalanced dataset, we opted for a splitting method that offers a 
robust performance on imbalanced data. Therefore, stratified K-fold cross-validation was employed. Stratified 
K-fold cross-validation is a robust method that maintains the proportion of each class (folds) similar to the 
whole dataset, thereby preserving class distribution and offering a more enhanced approach for unequal data 
distributions25. Thus, stratified K-fold cross-validation with 10 folds (K = 10) was performed in this study.

Random forest model
Random Forest is a complex ensemble learning model based on a multitude of regression trees. This supervised 
machine learning algorithm uses a similar node splitting criteria (Information Gain, Gini Index, Entropy) with 
the Decision Tree model26. However, unlike Decision Tree, RF benefits from Bootstrap Aggregation (Bagging) 
and Feature Randomness, which means that RF uses a random subset of the training data for each tree and a 
random subset of the features at each split26. The final decision in RF is reached by an accumulative prediction 
of the average values of all individual trees. These differences allow RF to provide more robust and generalizable 
data by avoiding overfitting. We used the Gini index criteria for node splitting and 500 trees to construct the 
forest. After the model construction, features were demonstrated as the most important to least, and partial 
dependency and ROC curve plots were obtained.

The Gini Index equation is described below:

	
G =

C∑
i=1

p(i) ∗ (1 − p(i))

C: number of classes,
p(i): The probability of picking the data point with the class i.

Neural network model
Artificial neural networks are computational models resembling neurotransmission in the human brain with 
a complex structure consisting of predictors as inputs, hidden layers, and their processors (neurons), and the 
outcome variables as the final output27. Inputs are weighted randomly prior to “learning” and then the weighted 
sum of the inputs, presented to the hidden layer, is used to measure the strengths of the output. Owing to their 
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unique ability to learn, NNs are capable of processing more complex patterns. Learning is defined as the repeated 
adjustment of weights based on measured output and the training set output27. This study used a feed-forward 
back propagation neural network model with a sigmoid activation function. This approach allows the network 
to form nodal connections without making any loops28.

Hyperparameters of the RF and NN models are demonstrated in Table 1.

Model evaluation
Assessment of the model’s performance was carried out using the accuracy, sensitivity (recall), specificity, 
precision, F1 score, and Receiver Operating Characteristic - Area Under the Curve (ROC curve AUC) for all 
models.

Precision: True Positives / (True Positives + False Positives).
Sensitivity: True Positives / (True Positives + False Negatives).
Specificity: True Negatives / (True Negatives + False Positives).
F1 score: 2 * (Precision * Sensitivity) / (Precision + Sensitivity).

Model interpretation
The Local Interpretable Model-Agnostic Explanations (LIME) algorithms are widely used for providing 
understandable explanations for ML predictions25. Therefore, LIME algorithms were implemented to enhance 
the understandability and interpretability of the outcomes.

Statistical analysis
In this study the quantitative results were stated as mean and standard deviation and the qualitative results as 
frequency and percentage. Shapiro-Wilk test was used to evaluate the normality of the data. Based on normality 
Independent T-test or Mann-Whitney test was employed to compare quantitative data. The chi-square test 
was used to compare the categorical variables. Descriptive and inferential analysis and data preprocessing 
were performed in SPSS version 27. Model development and hyperparameter tuning were performed using R 
programming software 4.3.2 “randomForest” and “neuralnet” packages.

Ethical approval
Written informed consent was obtained from all MASHAD study participants. This study was performed in 
accordance with the World Medical Association Declaration of Helsinki and approved by the ethics committee 
of Mashhad University of Medical Sciences.

Results
Cohort characteristics
Estimated GFR values were computed for 8155 adult participants with an average age of 58.69 ± 9.03 in men and 
57.04 ± 8.70 in women, out of whom 6372 (78.13%) individuals had GFR rates equal to or over 60 mL/min/1.73 
m2, while the remaining 1783 (21.86%) GFR values fell below 60 mL/min/1.73 m2. Table 2 summarizes the 
baseline characteristics of the dataset by CKD status. Average age, PAL, UA, and FBG levels were significantly 
higher among the CKD-positive group, conversely, the BMI and hs.CRP values were lower. After the dataset was 
processed for the selected features, 258 missing variables and 1042 outlier values were excluded, and the models 
were developed on a dataset comprising 6855 participants.

Adjustment of models based on feature interactions
Interestingly, an interaction between age and gender was observed regarding their impact on the incidence 
of CKD. Consequently, a detailed analysis of the results from both RF and NN models was conducted, in 
which BMI was identified as a protective factor against kidney failure. Furthermore, it was discovered that 
this protective effect occurred due to the mentioned interaction. Therefore, the results of the two models were 
analyzed separately by gender and age to adequately address this interaction effect.

 In that regard, since menopause is a known contributor to CKD in women29, we used the population of 
women above the age of 50 for model development.

Since NN models were aimed to be performed for men and women separately, the hidden layers and neurons 
were developed for each gender separately, and 2 hidden layers with (7,3) and (5,3) neurons, were implemented 
for men and women, respectively.

Model performance
The accuracy of all models was high with 86.34% and 84.58% for RF and NN models in women and 89.07% 
and 84.84% for men respectively. Sensitivity scores were higher in men with 95.48% and 90.52% for RF and NN 
compared to 92.26% and 88.44% in women. RF models in both men and women yielded moderate specificity 

Model Risk model in women Risk model in men

Random Forest variable, n_estimator = 500, criterion = gini, max_depth = 49, max_features = 8, 
min_samples_leaf = 15, min_samples_split = 15

variable, n_estimator = 500, criterion = gini, max_depth = 79, max_
features = 8, min_samples_leaf = 10, min_samples_split = 10

Neural Network Activation function = sigmoid, layers = 2, neurons at each layer= (5,3), linear.
output = FALSE, threshold = 0.1, learning rate = 30,000

Activation function = sigmoid, hidden layers = 2, neurons at each layer= 
(7,3), linear.output = FALSE, threshold = 0.1, learning rate = 35,000

Table 1.  Hyperparameters of the models.
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values (53.57%), while the NN models demonstrated higher specificity in both genders (68.29% and 72.73% in 
women and men respectively).

To further assess the feasibility of models in clinical practice precision and F1-score were also evaluated. The 
precision (women: RF 91.66%, NN 92.16%, men: RF 91.92%, NN 87.61%) and F1-score (women: RF 91.96%, 
NN 87.92%, men: RF 93.63%, NN 89.04%) were high in all models. When comparing the two genders, precision 
was slightly higher in the NN model for women, and the F1 scores were higher in both models attributed to men. 
Table 3 summarizes the performance metrics of all models.

The receiver operation characteristic (ROC) curve and the associated area under the curve (AUC) of the 
models are demonstrated in Fig. 2. The RF model in women exhibited the highest AUC of 0.90 followed closely 
by 0.89 in their NN model. Both models constructed for men yielded an AUC of 0.88.

Female Model Accuracy Sensitivity Specificity Precision F1 score AUC

Random Forest 86.34% 92.26% 53.57% 91.66% 91.96% 0.90

Stratified K-fold Random Forest 86.02% 97.40% 31.25% 87.20% 92.02% 0.94

Neural Network 84.58% 88.44% 68.29% 92.16% 87.92% 0.89

Stratified K-fold Neural Network 94.32% 96.82% 83.01% 96.26% 96.54% 0.95

Male Model Accuracy Sensitivity Specificity Precision F1 score AUC

Random Forest 89.07% 95.48% 53.57% 91.92% 93.63% 0.88

Stratified K-fold Random Forest 85.71% 97.53% 54.84% 84.94% 90.80% 0.91

Neural Network 84.84% 90.52% 72.73% 87.61% 89.04% 0.88

Stratified K-fold Neural Network 92.82% 94.15% 89.49% 95.66% 94.90% 0.94

Table 3.  Model Performance.

 

CKD − CKD + P-value

Age 55.40 (± 8.01) 65.69 (± 7.29) P < 0.001

Gender
Male 1980 (36.78%) 782 (54.34%)

P < 0.001
Female 3402 (63.21%) 657 (45.65%)

HTN
− 3792(79.60%) 871(60.61%)

P < 0.001
+ 1579 (29.39%) 566 (10.53%)

DM
− 4286 (79.78%) 1076 (74.87%)

P < 0.001
+ 1086 (20.21%) 361 (25.12%)

CVD
− 4364 (85.96%) 1108 (77.15%)

P < 0.001
+ 754 (14.04%) 328 (22.84%)

BMI 29.00 ± 4.39 24.92 ± 3.96 P < 0.001

Cr 1.06 (± 0.17) 1.56 (± 4.64) P = 0.00

BUN 31.70 (± 8.38) 42.15 (± 116.62) P = 0.00

Chol 206.23 (± 43.26) 201.77 (± 46.84) P = 0.00

TG 148.02 (± 80.98) 135.88 (± 72.82) P = 0.00

Ca 9.68 (± 2.39) 9.71 (± 0.63) P = 0.00

P 4.06 (± 7.75) 3.90 (± 0.48) P = 0.87

FBG 112.25 (± 41.30) 116.16 (± 47.14) P = 0.00

Uric Acid 4.98 (± 1.51) 5.51 (± 1.77) P < 0.001

HDL 49.21 (± 12.68) 49.50 (± 16.47) P = 0.83

LDL 117.01 (± 34.52) 114.40 (± 36.80) P = 0.00

AST 22.26 (± 15.17) 22.32 (± 14.76) P = 0.006

ALT 21.38 (± 130.02) 17.29 (± 14.90) P = 0.00

ALP 223.76 (± 79.96) 232.35 (± 72.60) P = 0.00

T Bili 0.86 (± 1.79) 0.87 (± 0.35) P = 0.00

D Bili 0.3 (± 3.34) 0.26 (± 0.13) P = 0.00

hs.CRP 2.61 (± 3.80) 2.36 (± 3.83) P < 0.001

PAL 1.70 (± 0.37) 1.86 (± 0.40) P < 0.001

GFR 82.62 (± 14.92) 49.91 (± 8.41) P = 0.00

Table 2.  Baseline characteristics.
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Implementation of stratified K-fold cross-validation demonstrated enhanced performance in all aspects in 
the NN models of both men and women, whereas it did not offer higher performance ability for RF models, 
except for a consistent increase in sensitivity for both men and women (Table 3).

Variable importance and interpretation of models
The importance of each feature and data on how various features influenced the outcomes were evaluated and 
the data are presented as Supplementary Figures S1-S7. The importance of the factors influencing the risk models 
differed between the RF (Supplementary Figures S1, S2) and NN (Supplementary Figures S3, S4) models. The RF 
model in women recognized BMI, age, PAL, UA, hs.CRP and FBG were the most important features, whereas 
although the features were the same in men, they differed in order: BMI, UA, age, PAL, hs.CRP, and FBG. The 
remaining variables including a history of DM, HTN, CVD, and smoking were reportedly the least important. 
Supplementary Figures S5 and S6 display the partial dependency plots of the important features in RF.

While BMI was still the most prominent feature in the NN models, categorical variables like HTN, DM, and 
gender played more important roles in NN models with BMI, FBG, gender, DM, HTN, and BMI, HTN, FBG, 
gender, DM being the important feature in women and men respectively.

Discussion
Unlike the development of CKD into ESRD, the detection of CKD at the initial stages has yet to yield concise 
prediction criteria. This study utilized random forest and artificial neural network machine learning algorithms 

Fig. 2.  Roc curves for men and women.
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to create risk prediction models for the presence of CKD evidenced by eGFR levels below 60 mL/min/1.73 m2. 
Furthermore, taking into consideration that CKD is found to be more prevalent in women at peri- and post-
menopause ages compared to younger women29, we trained and tested our models separately for women above 
50 and men to ensure more clinically accurate results. All 4 models developed for men and women demonstrated 
high accuracy (over 80% in all models). Nevertheless, accuracy is not a suitable metric for evaluation in an 
imbalanced dataset as the class dominating the data will automatically influence the prediction. Therefore, 
more attention should be directed toward other performance metrics when interpreting our results. Sensitivity, 
precision, F1-score, and AUC were high in all models. However, models demonstrated subpar results regarding 
specificity with 53.57% in both RF models, 68.29%, and 72.73% in NN models for women and men respectively. 
The high precision and F1 scores, make the models extremely valuable in a clinical setting due to their innate 
ability to accurately identify CKD cases while minimizing false positive diagnoses. Our study also employed 
stratified K-fold cross-validation to investigate CKD prediction. The results further indicated that RF was a 
more robust approach for our imbalanced dataset, however, the stratified K-fold cross-validation in NN models 
demonstrated better outcomes and particularly higher specificity (83.01% for women and 89.49% for men). 
These data indicate that the NN models were more impacted by the imbalanced data compared to RF models.

In two studies using the University of California Irvine (UCI) dataset, RF and NN models have proved 
superior in CKD prediction compared to other supervised learning systems30,31. The studies implemented 
the recursive feature elimination (RFE) technique and successfully gained 100% accuracy and sensitivity in 
RF30and an AUC of 1.0 for NN31with Hb, Rbc, Packed Cell Volume, Alb, SG, HTN, and blood Urea as the most 
influencing features. Despite the very promising results, the relatively small sample size inhibits the findings 
from being generalizable in real-world clinical settings. When compared in a large dataset of 134,895 individuals 
in Korea, the auto-encoder neural network model demonstrated better CKD classification ability compared to 
RF with the highest sensitivity and specificity at stage 1 (99.76%, 99.79%)32. The auto-encoder NN is a derivate 
of the neural network, integrating unsupervised and supervised learning methods, and has the same nodes at 
the output as the input32. Despite random forest’s relatively lower sensitivity at classifying higher stages of CKD, 
it significantly excelled in the first two stages with 0.99 sensitivity32. The features utilized in Jeong et al.’s study 
differed from ours with a higher number of laboratory data focusing on liver function, and lipid profile32. When 
comparing the results of various ML models in CKD, it is crucial to bear the racial and ethnic variances in mind 
as they play a significant role in CKD development, prevalence, and risk factors33,34. Hence, developing nation-
based CKD predictive models is of immense importance. To our knowledge, no study has yet proposed an ML 
model to predict the incidence of CKD at early stages in the Iranian population.

High BMI is associated with deterioration of kidney function35, and based on the Framingham Heart Study, 
obesity, defined as BMI over 30, is a predictor of CKD in patients with no prior history of chronic kidney 
disease36. Additionally, new onset al.buminuria is more prominently observed in obesity37. The exact mechanism 
underlying the influence of obesity and weight gain in promoting renal dysfunction remains unknown. However, 
it is believed that when faced with obesity, kidneys instruct a compensatory hyperfiltration to meet the elevated 
metabolic demand, damaging the glomerular filtration barrier, and leading to glomerular hyper-permeability 
(36). Agreeing with this notion, BMI is the most influential factor in predicting CKD in our proposed models.

An interesting finding in this study is that the RF partial dependency plots in men demonstrated higher 
CKD prediction in men with BMI below 20 kg/m2 rather than those with obesity, whereas in women the model 
was able to acceptably predict CKD in both lean, overweight, and obese values of BMI, albeit with more steep 
slopes in the overweight and an overall better predictive performance in BMI below 20 kg/m2. Therefore, it can 
be concluded that weight has a paradoxical effect on CKD. This hypothesis is supported by several studies where 
lower BMI values were significantly associated with higher mortality rates and adverse renal events38,39. Further, 
BMI-stratified studies are needed to discover the exact relationship between BMI values and CKD incidence.

Despite the imperative role of obesity in predicting CKD, few studies have investigated BMI in their risk 
models. In a large prediction study conducted on the Taiwanese population, BMI was not observed as one of 
the foremost factors contributing to CKD40. In addition to their different ML models from our study, ethnic and 
behavioral differences may be of cause. This hypothesis is further confirmed by the higher burden of CKD in 
Iran compared to other countries globally22, which is most likely attributed to the higher incidence of CKD risk 
factors like obesity41.

Aging has widely been associated with diminished kidney function42. There is a decline in GFR values as 
age increases, ascribed to the inherent age-related physiologic changes in renal mass, cardiac output, and the 
vasoconstriction-dilation balance42. Age was among the most influential factors in our models. Consistent with 
our results, the large-scale study by Aoki et al., which investigated the predictive ability of a random forest model 
in assessing the GFR decline of over 30% over 5 years, demonstrated aging as an important factor influencing 
the model’s high performance (AUC 0.85).

Hyperuricemia, described as serum UA levels exceeding 7 mg/dL in men and 6 mg/dL in women, is a 
prominent contributing factor in the development of new-onset CKD and its progression owing to the deposition 
of UA in the renal collecting tubes, and changes in the renal endothelium43,44. In addition to gout, asymptomatic 
hyperuricemia also promotes renal dysfunction and CKD43. The findings of this study, in consistency with a 
previous study of CKD ML models40, identified serum UA levels as one of the most important indicators of 
the predictive models. Interestingly, our findings suggested that serum UA levels can predict CKD beyond the 
hyperuricemia definition. Estimated UA levels below 4 mg/dL and over 7 mg/dL in men, and UA levels over 
5 mg/dL in women were indicative of CKD incidence. Similar to our results, a retrospective cohort study by 
Nakayama et al. with 138,511 participants demonstrated that serum UA levels below 4 mg/dL and over 10 mg/
dL in men and UA levels below 4 mg/dL and over 7 mg/dL in women showed a more significant risk of CKD 
incidence or proteinuria in the male population45. The precise cut-off levels of low and high UA in men and 
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women differ between studies45,46, leaving room for further investigations. Variances in hormonal levels between 
the two genders further, necessitate the evaluation of the two genders and menopausal women separately47.

A discrepancy was observed in our results regarding the important features in NN models compared to RF 
models. Although BMI and FBG were common between the models, conventional predictors of CKD like HTN 
and DM were of more importance in predicting CKD in the neural network. Age, UA, and PAL did not hold 
high importance in the NN models. When interpreting the important features of the models, it is noteworthy 
to bear in mind that while NN models are great in providing predictive insights, these models are less reliable 
in providing important features. This discrepancy is set in the key differences in the process of these models. 
Random Forest, owing to its ensemble method, is a robust method to determine the key variables contributing 
to the outcome and does so by evaluating the impact of each variable in decreasing the impurity of each tree 
node. Moreover, NN models were more sensitive to the imbalanced dataset and therefore offered more robust 
outcomes after the application of stratified K-fold cross-validation. These data offer insight for the development 
of future risk stratification models derived from large clinical datasets.

The findings of this study are supported by the large number of participants, in-depth and gender-specific 
analysis, and high performance of the models. The robust sensitivity, precision, and F1 scores indicate the 
practicality of our models for the means of screening. Even though the features utilized in this study are cost-
benefit, this study did not incorporate important laboratory variables including albumin and urine protein 
levels. Although these variables could potentially add complexity to the models, the inclusion of these elements 
can increase the accuracy of the results.

Conclusion
This study presents robust risk models for predicting the incidence of CKD in the Iranian population. With 
high sensitivity, precision, and F1-score, the models provide an in-depth prediction of CKD in the general 
population. The robust performance coupled with their cost-effective features indicates that the models may 
serve as valuable and practical screening tools in the general Iranian population.

Data availability
The authors confirm that the data supporting the findings of this study are available from the corresponding 
authors upon request.
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