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An endoscopic ultrasound-based
interpretable deep learning model
and nomogram for distinguishing
pancreatic neuroendocrine tumors
from pancreatic cancer

NanYil%>, Shuangyang Mo, Yan Zhang*®, Qi Jiang%, Yingwei Wang3, Cheng Huang?,
Shanyu Qin**? & Haixing Jiang*™*

To retrospectively develop and validate an interpretable deep learning model and nomogram utilizing
endoscopic ultrasound (EUS) images to predict pancreatic neuroendocrine tumors (PNETSs). Following
confirmation via pathological examination, a retrospective analysis was performed on a cohort of
266 patients, comprising 115 individuals diagnosed with PNETs and 151 with pancreatic cancer.
These patients were randomly assigned to the training or test group in a 7:3 ratio. The least absolute
shrinkage and selection operator algorithm was employed to reduce the dimensionality of deep
learning (DL) features extracted from pre-standardized EUS images. The retained nonzero coefficient
features were subsequently applied to develop predictive eight DL models based on distinct machine
learning algorithms. The optimal DL model was identified and used to establish a clinical signature,
which subsequently informed the construction and evaluation of a nomogram. Gradient-weighted
Class Activation Mapping (Grad-CAM) and Shapley Additive Explanations (SHAP) were implemented
to interpret and visualize the model outputs. A total of 2048 DL features were initially extracted, from
which only 27 features with coefficients greater than zero were retained. The support vector machine
(SVM) DL model demonstrated exceptional performance, achieving area under the curve (AUC)
values of 0.948 and 0.795 in the training and test groups, respectively. Additionally, a nomogram was
developed, incorporating both DL and clinical signatures, and was visually represented for practical
application. Finally, the calibration curves, decision curve analysis (DCA) plots, and clinical impact
curves (CIC) exhibited by the DL model and nomogram indicated high accuracy. The application of
Grad-CAM and SHAP enhanced the interpretability of these models. These methodologies contributed
substantial net benefits to clinical decision-making processes. A novel interpretable DL model and
nomogram were developed and validated using EUS images, cooperating with machine learning
algorithms. This approach demonstrates significant potential for enhancing the clinical applicability of
EUS in predicting PNETs from pancreatic cancer, thereby offering valuable insights for future research
and implementation.

Keywords Pancreatic neuroendocrine tumors, Endoscopic ultrasound, Deep learning, Machine learning,
Shapley Additive explanations, Gradient-weighted class activation mapping, Nomogram

Originating from the neuroendocrine cells in the pancreas, pancreatic neuroendocrine tumors (PNETs) are
part of a varied group of neuroendocrine neoplasms (NENs)!. The incidence of PNETS, the pancreas’s second
most prevalent cancer type, is on the rise®. Based on the clinical symptoms displayed by patients, PNETs can be
categorized into nonfunctional (NF-PNETS) and functional types (F-PNETs). The majority are nonfunctional
tumors, often remaining symptomless for several years*. PNETs are diverse in nature, exhibiting unique clinical
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and histomorphology characteristics, and their prognosis varies’. The therapeutic approaches and prognoses
for PNETs are markedly distinct from those associated with malignant pancreatic conditions such as pancreatic
cancers®. Specifically, it is plausible to implement active surveillance without immediate surgical intervention for
small NF-PNETs of less than or equal to 2 cm. Simultaneously, the utilization of somatostatin analogs for treating
well-differentiated, low-grade F-PNETS is increasing. These strategies significantly diverge from the approach
adopted for pancreatic cancer’~. Consequently, the precise and timely diagnosis and differentiation of PNETs
before surgical intervention is of utmost significance.

Among the imaging modalities available for diagnosing solid pancreatic tumors, endoscopic ultrasound
(EUS) is the most effective, especially for detecting small lesions, surpassing magnetic resonance imaging (MRI)
and computed tomography (CT)'°. The literature reports an impressive sensitivity of 87% and specificity of 98%
for EUS, which permits Fine Needle Aspiration (FNA) biopsy and cytology, in addition to immunohistochemical
staining for hormonal abnormalities. Before surgical intervention, EUS can ascertain the proximity of the PNETs
to the main pancreatic duct, thereby supplying crucial data for an enucleation procedure!!. EUS demonstrates
exceptional sensitivity to NF-PNETs, particularly when their diminutive size obstructs their detection with
alternative imaging techniques”!>!>. EUS is recognized as the most effective imaging modality for the pancreas;
however, its efficacy is significantly influenced by the operator’s skill, resulting in considerable interobserver
variability'®. The advancement of computer-aided diagnosis and artificial intelligence (AI) algorithms may
facilitate decision-making in the management of pancreatic diseases!>!°.

Advancements in computer-aided detection and Al have led to the rise of radiomics, a field that uses high-
throughput techniques to extract and analyze image features. These features are then used to create various tumor
diagnosis and prediction models through machine learning, deep learning, and other algorithms!'®!”. Recently,
EUS imaging-based radiomics gradually rise. Previously, we reported several EUS imaging-based radiomics
joint forecast model of machine learning algorithms that could effectively identify PNETs and pancreatic cancer,
F-PNETs and NF-PNETs, and predict their pathological grading'>!%1°. However, these machine-learning models
are not visual or interpretable, limiting applicability.

The deep learning (DL) algorithm constitutes a variant of machine learning methodology that incorporates
neural networks within its Al framework®’. In contrast to conventional radiomics, DL-based radiomics
strategies harness the intrinsic non-linearity of deep neural networks to autonomously learn pertinent
features®!. Furthermore, contemporary advancements in DL have demonstrated that radiomics features can be
autonomously extracted via neural networks, devoid of human feature interaction, culminating in enhanced
prediction performance??. Numerous studies have indicated that models utilizing enhanced CT images, enhanced
ultrasound images, and enhanced MR images, in conjunction with DL algorithms, can effectively predict the
risk of postoperative recurrence, invasiveness, and pathological grading of PNETs?3-25, However, these models
have not been visualized, rendering them non-interpretable. Moreover, despite EUS demonstrating superior
performance in detecting PNETSs, there is a notable paucity of research on models that integrate EUS images
with DL. Furthermore, there is a significant gap in the literature regarding the interpretation and visualization
of such models.

This study aimed to evaluate and validate the predictive efficacy of DL features extracted from standard
EUS images in distinguishing PNETs from other pancreatic cancers. Concurrently, we integrated the models
with Gradient-weighted Class Activation Mapping (Grad-CAM) and Shapley Additive Explanations (SHAP) to
elucidate and visualize the model outputs. We hypothesize that DL-clinical models augmented with the SHAP
method could effectively and interpretably differentiate PNETSs from pancreatic cancers.

Materials and methods

Clinical data

In this retrospective study, the ethics committee of the First Affiliated Hospital of Guangxi Medical University
approved the protocol (No. 2023-K346-01), exempting the need for patient consent or signed informed consent.
The criteria for inclusion and exclusion are outlined below.

These criteria were used to determine eligibility: (1) undergo a meticulous EUS scan of the entire pancreas;
(2) have proven pathological outcomes; (3) have complete, clear EUS images before preoperative or pathological
biopsies; (4) chemotherapy or radiotherapy couldn’'t be administered before EUS. It was excluded from the study
patients who had tumors of other types, motion artifacts, or noise, or whose images did not show the whole
lesion.

Finally, 266 participants were enrolled in this study, including 151 individuals with pancreatic cancer and 115
individuals with PNETs who underwent pancreatic surgery or endoscopic ultrasonography-guided fine-needle
aspiration/biopsy (EUS-FNA/B) in our hospital from October 2014 to December 2023. Figure 1 illustrates how
the training and test groups were randomized 7:3 among the registered individuals.

We retrospectively analyzed some clinical parameters and endoscopic ultrasonic features, such as age,
gender, location of the pancreatic mass, maximum diameter, shape, margin characteristics, echo characteristics,
uniformity of echo, calcification, and cystic features.

EUS examination and image acquisition

All enrolled patients underwent preoperative or pre-biopsy pancreatic EUS examinations using FUJIFILM SU-
9000 and Olympus EU-ME2 equipment. An EUS specialist with more than 12,000 EUS procedures under his
belt thoroughly examined the pancreatic area and obtained detailed images of the masses. In these images, a
grayscale level of 125 values was consistently used, along with a grayscale window of 250 values. Our institution’s
Picture Archive and Communication System (PACS) was used to obtain the imaging data.
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Fig. 1. Flowchart of the study population enrolled.

Region of interest segmentation

During the study, two EUS specialists, each with over six years of experience and blinded to the histopathological
diagnoses conducted a review of the EUS images of the enrolled patients. They selected the appropriate images
and subsequently converted them to a consistent format. A region of interest (ROI) is manually outlined using
the open-source software ITK-SNAP (version 3.8.1, http://www.itksnap.org). In conventional EUS images,
the lesions were precisely delineated along their margins, with adjacent normal tissues, vessels, bile ducts, and
pancreatic ducts excluded from the delineation. Through collaborative discussion and consensus, the specialists
resolved discrepancies in their delineations. Subsequently, two specialists in consultation utilized the EUS
macroscopic characteristics of pancreatic lesions. An overview of the situation is provided in Fig. 2.

To ensure reproducibility, standardization procedures were implemented in the preprocessing of images and
data. The intraclass correlation coefficient (ICC) was utilized to assess both intraobserver and interobserver
reproducibility. A cohort of 100 patients was randomly selected, and after a one-month interval, the same
EUS specialists conducted the ROI segmentation again. An ICC greater than 0.80 was deemed indicative of
satisfactory agreement.

Deep learning features extraction, selection, and signature building
In this study, an adapted version of the ResNet18 convolutional neural network (CNN) model was employed
to extract DL features. To assess the areas emphasized by deep learning, we utilized the Grad-CAM method to
generate saliency maps for every instance of pancreatic mass. A Z-score method was used to standardize the DL
features. Finally, mean and variance (standard deviation) were calculated for each column.

Following the comparison of PNETs and pancreatic groups, Mann-Whitney U tests were conducted.
Subsequently, feature selection was performed, retaining only those DL features that exhibited significance levels
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Fig. 2. The workflow for the whole study.

of p<0.05 for further analysis. An evaluation of the interrelationship between features was conducted using
Spearman’s rank correlation coefficient. One of the two features exhibiting a correlation coefficient greater than
0.9 was retained through random selection. To further refine feature representation, a greedy recursive deletion
strategy was implemented, whereby the most redundant feature within the current set was iteratively removed.
The process of filtering out features with non-zero coefficients, selecting and reducing the dimensionality of
fusion features, and obtaining the optimal subset of fusion features was accomplished through the application
of the Least Absolute Shrinkage and Selection Operator (LASSO). Features with nonzero coefficients were
preserved, conclusively. The LASSO regression analysis was conducted utilizing the scikit-learn package in
Python, employing stratified tenfold cross-validation.

To establish a machine learning model, two key elements must be implemented: algorithmically selected
features and modeling. a DL model was formulated by incorporating features with nonzero LASSO coefficients
through a 5-fold cross-validation methodology, utilizing prevalent supervised machine learning algorithms,
including random forest (RF), logistic regression (LR), light gradient boosting machine (LightGBM), extreme
gradient boosting (XGBoost), k-nearest neighbors (KNN), support vector machine (SVM), extra trees, and
multilayer perceptron (MLP). The models exhibiting superior performance were identified and defined as the
DL signature, and the SHAP values of each retained feature with nonzero LASSO coefficients were computed to
enhance the interpretability of the predictions generated by the optimal model. Additionally, various metrics,
such as the ROC curve, decision curve analysis (DCA) curve, and confusion matrix, were utilized to assess
the diagnostic performance of the DL signature. Ultimately, the machine learning algorithm employed for the
development of the DL signature was identified as the most suitable algorithm for this study and was subsequently
utilized for the training of the clinical signature.

Construction of clinical signature
Furthermore, the clinical predictor variables, including clinical and ultrasonic characteristics, were analyzed
using univariate logistic regression analyses. Subsequently, to identify statistically significant clinical-ultrasonic
features and to develop the clinical signature, we conducted a multivariate logistic regression analysis. As a
result, we were able to calculate the odds ratio (OR) for each variable as well as the 95% confidence interval (CI).
The same machine learning algorithm of the DL signature was used to create the clinical signature. For a fair
comparison, a fixed 5-fold cross-validation and test cohort were applied. The model’s performance was assessed
using metrics like AUC, accuracy, sensitivity, specificity, positive predictive value (PPV), and negative predictive

Scientific Reports |

(2025) 15:3383 | https://doi.org/10.1038/s41598-024-84749-7 nature portfolio


http://www.nature.com/scientificreports

www.nature.com/scientificreports/

value (NPV). Decision curve analysis (DCA) quantified the model’s net benefit in identifying pancreatic cancer
and PNETs.

Nomogram establishment and assessment
The R rms package was used to create a nomogram for intuitively and efficiently differentiating PNETs from
pancreatic cancer using combined DL and clinical signatures. Calibration was confirmed with a calibration
curve, mean absolute error, and 1,000 bootstrap samples. DCA and clinical impact curve (CIC) assessed the
nomogram’s net benefit and predictive performance.

Statistical analysis

Participants’ clinical parameters and DL features were compared using appropriate statistical tests such as
independent sample ¢-tests, Mann-Whitney U tests, or X* tests. Statistical significance was determined by P < 0.05.
Several metrics were used to evaluate prediction performance, including AUC, specificity, sensitivity, accuracy,
and PPV. AUC was compared using Delongs test. Figure 2 summarizes the comprehensive methodology for this
study.

Results

Clinical characteristics statistics

266 patients were included in this retrospective study, 147 women and 119 men, randomly divided into two
groups: training (N=186) and testing (N=_80). The clinical characteristics of all patients are shown in Table 1.
Clinical characteristics, except tumor location, differed significantly between the two groups. Notably, in
comparison with pancreatic cancer, PNETs showed significantly smaller diameters, regular shapes, clear
margins, uniform echos, and fewer cysts and calcifications. Furthermore, PNETs are independently predicted
by mass shape and age in univariate and multivariate logistic regression analyses. A higher proportion of elderly
individuals (OR 0.987; 95% CI 0.983 to 0.992) and those with unclear margins (OR 1.185; 95% CI 1.049 to 1.338)
were diagnosed with pancreatic cancer in the study (Fig. 3).

Deep learning feature extraction and selection

During this study, we applied the CNN model (ResNet18) to extract 2048 DL features. A total of 178 deep
learning (DL) features exhibited significant differences between the PNETs and pancreatic cancer groups.
Subsequently, we compared and visualized the correlation coeflicients of these DL features, retaining 107 DL

Variable Pancreatic cancers (N=151) | PNETs (N=115) | P-value
Age 58.90+9.84 47.50+£13.43 <0.001
Maximum diameter 36.39+12.99 23.98+16.39 <0.001
Gender 0.048
Female 75 (49.67%) 72 (62.61%)

Male 76 (50.33%) 43 (37.39%)

Shape <0.001
Irregular 115 (76.16%) 43 (37.39)

Regular 36 (23.84%) 72 (62.61)

Margin <0.001
Unclear 66 (43.71%) 14 (12.17%)

Clear 85 (56.29%) 101 (87.83%)

Echo 0.006
Non-hypoechoic 5(3.31%) 15 (13.04%)

Hypoechoic 146 (96.69%) 100 (86.96%)

Uniformity <0.001
No 116 (76.82%) 54 (46.96%)

Yes 35 (23.18%) 61 (53.04%)

Calcification 0.049
Absent 139 (92.05%) 113 (98.26%)

Present 12 (7.95%) 2 (1.74%)

Cystic areas <0.001
Absent 112 (74.17%) 105 (91.30%)

Present 39 (25.83%) 10 (8.70%)

Location 0.485
Pancreatic head 72 (47.68%) 49 (42.61%)

Pancreatic body or tail | 79 (52.32%) 66 (57.39%)

Table 1. Clinical and ultrasonic characteristics between PNETs and pancreatic cancers.
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Fig. 3. The forest map of univariate and multivariate logistic regression of clinical and ultrasonic features. (**
means P<0.01; * means P<0.05)

features for further analysis (Supplementary Fig. 1). Our findings indicated that the collinearity among the DL
features was weak, suggesting that the DL model effectively captured these distinctions.

To investigate the interpretability of the deep learning regressor (DLR), we employed gradient-weighted
class activation mapping (Grad-CAM) to visualize the network. This method provides a rough localization
map highlighting important regions relevant to the classification target. The last convolutional layer of the final
residual block was made transparent for this purpose (Fig. 4). From the deep learning features, 27 features with
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Fig. 4. Grad-CAM visualization from 2 different patients with pancreatic cancer (A) or PNETs (B), displaying
the importance of different image regions to the network decision of identifying mass classification. (Grad-
CAM, gradient-weighted class activation mapping).

non-zero coefficients were selected using a LASSO logistic regression model applied to the training group. The
coefficients, mean standard error from 10-fold cross-validation, and the values of the coefficients for the finally
selected non-zero features are presented in the accompanying Fig. 5.

Deep learning signature and performance
As shown in Fig. 6A and B, the ROC curves and AUCs of each DL model derived from the eight widely used
machine learning algorithms are shown for the training and test groups. Supplementary Fig. 2 illustrates
various machine learning algorithms’ performance metrics—accuracy, sensitivity, specificity, precision, and
recall. Note that the RE, XGBoost, and ExtraTrees models tend to overfit. Compared to LR, KNN, LightGBM,
and MLP models, the SVM model performed almost the best performance and showed stronger consistency
between training (AUC=0.948, 95% CI 0.9108-0.9854) and test groups (AUC=0.795, 95% CI 0.6929-0.8968),
demonstrating its effectiveness as an optimal DL model.

This SVM-based DL model demonstrated an accuracy of 0.775, sensitivity of 0.805, specificity of 0.744, PPV
0f 0.767, and NPV of 0.784 in the test cohort (Table 2). Consequently, the SVM model was designated as the DL
signature, deemed suitable for subsequent analyses, and selected as the foundational model. The preoperative
prediction of PNETs using this SVM-based DL signature has demonstrated superior clinical benefits, as
evidenced by DCA (Fig. 6C and D). The model’s predictive accuracy was validated through a confusion matrix
(Fig. 6E and F). The prediction scores generated by the SVM-based DL model are presented in Supplementary
Fig. 3.

Explanation and visualization of the DL model

Shapley additive instruction (SHAP) is an approach to interpreting machine learning models’ output.
Subsequently, with the SVM-based DL model, we implemented interpretable machine learning using the SHAP
method. The importance of each feature of this model was analyzed by the SHAP method. Figure 7A shows the
results of the feature importance analysis, with more important features distributed on the top and relatively
unimportant features on the bottom. Most of the DL characteristics, either positively or negatively, correlated
with the prediction results. SHAP summary plots visually displayed the importance and impact of features on
the model’s output. Features were sorted by global importance, with each dot representing a patient’s SHAP value
for a feature, plotted horizontally and stacked vertically to show density. Dots were colored from blue (low) to
red (high) based on feature value. We found that DL_22 was the key feature for distinguishing PNETs/Pancreatic
cancer classification. The density plot indicated varying SHAP values for this feature, and the model’s output
increased as the feature’s value decreased.
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Fig. 5. Deep learning (DL) feature selection with the LASSO regression model. (A) The LASSO model’s tuning
parameter () selection used 10-fold cross-validation via minimum criterion. The vertical lines illustrate the
optimal value of the LASSO tuning parameter (A). (B) LASSO coeflicient profile plot with different log (A) was
displayed. (C) The bar graph of 27 DL features that achieved nonzero coefficients.

The force plot (Fig. 7B and C) illustrates a single patient’s assessment by showing each feature’s SHAP value as
aforce that increases or decreases the prediction, starting from the base value, the average SHAP value. The arrow
length indicates the percentage contribution of each feature, while the color shows whether the contribution is
positive (red) or negative (blue). As illustrated in Fig. 7B, the SHAP value for this patient was —1.21, which is
lower than the base value, thereby suggesting that this patient could be classified within the pancreatic cancer
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Model Cohort | AUC (95% CI) Accuracy | Sensitivity | Specificity | PPV | NPV
Training | 0.948 (0.9108-0.9854) | 0.898 0.865 0.920 0.877 | 0.912
Deep learning model®
Test 0.795 (0.6929-0.8968) | 0.775 0.805 0.744 0.767 | 0.784
Training | 0.823 (0.7513-0.8942) | 0.812 0.730 0.866 0.783 | 0.829
Clinical model®
Test 0.847 (0.7639-0.9309) | 0.775 0.683 0.872 0.848 | 0.723
Training | 0.962 (0.9392-0.9843) | 0.892 0.919 0.875 0.829 | 0.942
Nomogram
Test 0.871 (0.7958-0.9465) | 0.787 0.732 0.846 0.833 | 0.750

Table 2. Diagnostic performance of different models for predicting PNETS in training and test groups.
aRepresents models were constructed based on SVM.

group. Conversely, another patient exhibited a SHAP value of 0.22, which exceeds the base value. Consequently,
this patient could be classified under the PNETS category, as depicted in Fig. 7C.

Clinical signature

Subsequently, the SVM was selected as the foundational algorithm for the clinical signature. The SVM-based
clinical model exhibited an accuracy of 0.812, a sensitivity of 0.730, a specificity of 0.866, a PPV of 0.783, and
an NPV of 0.829 within the training group. An in-depth analysis of this model’s performance can be found in
Table 2. Figure 8A illustrates the ROC curves and AUC values derived from the SVM-based clinical model for
both the training (AUC=0.823) and test (AUC=0.847) groups. The clinical model exhibited an enhanced net
advantage and augmented clinical applicability, as evidenced by the DCA curve (Fig. 8B). As a result, this SVM-
based clinical model was identified as the clinical signature and utilized to develop an integrated nomogram for
the prediction of PNETs from pancreatic cancers.

Construction and validation of the Nomogram

Subsequently, a comprehensive nomogram was constructed by employing logistic regression analysis of DL and
clinical indicators, facilitated by the R rms package (Fig. 9). This was followed by the application of a calibration
curve to assess the predictive accuracy of the nomogram. Within the training group, the calibration curve
exhibited a minimal divergence between the actual and predicted probabilities of PNETs, with a mean absolute
error of 0.013. This denotes the exceptional precision of the proposed nomogram model (Fig. 10A). To assess the
pragmatic implementation of the model within a clinical context, a decision curve analysis was conducted and
clinical impact curves were plotted. The outcome of the decision curve analysis revealed that the ‘Nomogram’
curve exhibited superior values in comparison to the ‘All; ‘DL_Signature), ‘Clinical_Signature, and ‘None’ curves
within the high-risk threshold, which extends approximately from 0 to 1.0 (Fig. 10B). Furthermore, a CIC was
formulated based on the decision curve analysis to visually appraise the clinical effectiveness of the nomogram
model. The close alignment of the “Number high risk” curve with the “Number high risk with event” curve
within a high-risk threshold of 0.4 to 1.0 implies a remarkable predictive capacity of this nomogram model,
as illustrated in Fig. 10C. Concurrently, the nomogram’s precision and practical application achieved optimal
efficiency, corroborated by the calibration curve (Fig. 11A), DCA curve (Fig. 11B), and CIC (Fig. 11C) within the
test group. A comprehensive examination of the performance of this nomogram is presented in Table 2. These
findings suggest that the integration of the DL signature with the clinical signature could significantly enhance
the prediction of PNETs.

The Delong test was employed to contrast the clinical signature, DL signature, and Nomogram, as represented
in Fig. 12, which delineates the ROCs and AUCs of diverse models in both the training and test cohorts. This
nomogram accomplished an AUC of 0.967 in the training group and an AUC of 0.871 in the test group, which
was superior to the clinical signature and not inferior to the DL signature, as evidenced in Table 3. This suggests
that the utilization of this nomogram model may yield a significant net benefit for PNETs patients.

Discussion

This study developed multiple models to differentiate PNETs from pancreatic cancers by integrating EUS-
based DL features with eight machine-learning algorithms utilizing ROI data. Our findings indicate that the
combination of DL features and machine learning algorithms significantly enhances prediction accuracy for
PNETs. Notably, the SVM model exhibited superior performance metrics, achieving an AUC of 0.948 (95%
CI: 0.9108-0.9854) in the training group and an AUC of 0.795 (95% CI: 0.6929-0.8968) in the test group.
Furthermore, the DL signature, in conjunction with the clinical signature, was employed to construct a
nomogram for predicting PNETs. This nomogram demonstrated outstanding consistent efficacy and accuracy
in both the training (AUC=0.962, 95% CI: 0.939-0.984) and test (AUC=0.871, 95% CI: 0.796-0.947) groups, as
evidenced by ROC curves, calibration curves, DCA, and CICs. A previous study has reported that a radiomics
model based on EUS imaging can effectively differentiate PNETs from pancreatic cancers, achieving an AUC
of 1.000 (95% CI 1.000-1.000) in the training cohort and an AUC of 0.881 (95% CI: 0.800-0.962) in the test
cohort!. However, this radiomics model appears to tend to overfit the training data. Additionally, our DL
nomogram demonstrates exceptionally high calibration accuracy, as validated by 1,000 repeated samples. This
represents the first demonstration that an EUS-based DL nomogram significantly and efficiently enhances the
prediction of PNETs. Furthermore, Grad-CAM and SHAP values were utilized to elucidate and visualize the
outputs of the DL model and the machine learning model, respectively, thereby significantly enhancing the
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Fig. 7. (A) SHAP summary plots of SVM-based deep learning model. The plot illustrated the feature relevance
and combined feature attributions to the model’s predictive performance. (B, C) SHAP force plots explained
how the SVM-based model discriminates the diagnosis of pancreatic lesions. The predicted diagnosis of these
pancreatic lesions was pancreatic cancer (B) and PNETs (C), respectively.

interpretability of these models. Consequently, it was regarded as a reliable and valid tool for predicting PNETs
and guiding treatment choices.

Although EUS is of great value in the detection and diagnosis of pancreatic masses, the diagnosis of EUS is
highly dependent on the experience of the examiner, so the bias of different observers is large?. Furthermore,
although EUS is widely employed as a cost-effective modality for the detection of PNETS, its diagnostic efficacy
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for the SVM-based clinical model (abbreviated “Model”) in the training group.
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Fig. 9. The nomogram predicts PNETs based on clinical signature (abbreviated “Clinic_Sig”) and deep
learning signature (abbreviated “DL_Sig”) simultaneously. The nomogram is used by summing all scores
identified on the scale for each variable. The total score projected on the bottom scales indicates the
probabilities of PNETs.
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group. (B) Decision curve analysis (DCA) of the nomogram and each strategy (the “All” means diagnosis-all
strategy; the “None” means diagnosis-none strategy) in the training group. (C) The clinical impact curve (CIC)
of the nomogram in the training group.

demonstrates variability across various published studies?. In the field of medical imaging, radiomics and
DL are currently the most researched techniques®®. Radiomics enables the identification of subtle alterations
imperceptible to the human eye and enhances the extraction of high-quality quantitative data from images,
surpassing traditional imaging modalities in this regard?. Recently, we introduced and confirmed a highly
effective EUS-based radiomics model that integrates clinical-ultrasound and radiomics features for the
prediction of pancreatic cancer and PNETs!8. The findings of a multicenter study indicated the potential for
creating an effective classification model for gastrointestinal stromal tumors (GIST) utilizing machine learning
algorithms and EUS radiomics features®. Tang AL has reportedly developed an advanced artificial intelligence
system utilizing contrast-enhanced harmonic endoscopic ultrasound (CH-EUS) in conjunction with deep
learning techniques to aid in the diagnosis of pancreatic masses, distinguishing between benign and malignant
forms®!. Despite its potential, the use of CH-EUS is limited by the requirement for specialized equipment and its
inapplicability for patients with contrast agent allergies. Consequently, there is a pressing need to develop a deep
learning model utilizing conventional EUS images for the classification of pancreatic tumor types. However, a
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Fig. 11. (A) The calibration curves for the nomogram with the mean absolute error =0.03 in the test group.
(B) Decision curve analysis (DCA) of the nomogram and each strategy (the “All” means diagnosis-all strategy;
the “None” means diagnosis-none strategy) in the test group. (C) The clinical impact curve (CIC) of the
nomogram in the test group.

significant gap exists in the current literature, as there is a lack of published studies that leverage EUS imaging
and deep learning features for the diagnosis and prediction of PNETSs.

Recently, there has been a significant surge in interest regarding the application of DL techniques in the
analysis of medical images, including radiologic imaging®?. DL techniques have the capability to extract more
sophisticated and higher-level features from data compared to traditional machine learning methods®. A
notable advantage of employing deep learning is the elimination of the need for handcrafted features within
the algorithms. Deep learning algorithms are regarded as superior in learning abstract features from basic
ones, which can be particularly beneficial for the development of Al models*. Furthermore, there are powerful
generalization and learning capabilities in deep learning models®. A DL radiomics model utilizing EUS images
for the diagnosis of pancreatic ductal adenocarcinoma was developed, demonstrating efficacy in reducing
diagnostic discrepancies among EUS practitioners with differing levels of expertise, thus improving diagnostic
accuracy. In this context, we also developed and validated an effective nomogram that incorporates DL features
alongside clinical ultrasound characteristics for the prediction of PNETs.
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Fig. 12. (A) The ROCs and AUC:s of clinical signature, deep learning (DL) signature, and nomogram for
predicting PNETs in the training group. (B) The ROCs and AUC:s of clinical signature, DL signature, and
nomogram for predicting PNETS in the test group.

A convolutional neural network (CNN) is one of the most prominent mechanisms of DL technologies and
is widely used in medical image analysis***’”. Deep Residual Networks (ResNet)are exceptionally deep CNN
architectures that are used for recognizing images, identifying objects, and locating them>®. ResNet and similar
architectures have become prevalent in image processing, exemplifying cutting-edge advancements in image
recognition®. As a result of ResNet’s superior performance, gradient disappearance is effectively addressed in
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P-value
Model Training cohort | Test cohort
Nomogram vs. clinical <0.001 0510
signature
Nomogram vs. DL signature | 0.874 0.133

Table 3. The results of Delong test.

deep learning training®’. The ResNet architecture encompasses several variants, including ResNet18, ResNet34,
and ResNet50, with ResNet18 comprising the fewest layers and ResNet50 the most*!. The training duration
can be minimized by leveraging knowledge transfer from a pre-trained ResNet18, which has demonstrated
high efficacy in medical image recognition and prediction tasks*>*>. Consequently, ResNet18 was chosen as the
foundational model for this training framework.

Our research demonstrated that an extensive array of 2048 DL features derived from the ResNet18 model was
initially extracted from EUS imaging. Following this, a series of rigorous statistical analyses—including t-test
analysis, correlation analysis, and LASSO regression—enabled the identification of a subset of 27 DL features
that were found to be highly significant and definitively associated with PNETs and applied to further analysis.
Utilizing Grad-CAM, Al can delineate regions of interest within images**. Consequently, we employed Grad-
CAM technology to propose a visual representation that elucidates the inferential processes underlying the
original images. Through the size and color of the circles, Grad-CAM illustrates the importance of important
regions. Furthermore, Grad-CAM validated the primary features extracted, offering a visual model that traces the
origin of these features. Finally, the generation of Grad-CAM visualizations afforded us a deeper understanding
of the classification mechanisms for correctly identified photographs of pancreatic masses via the ResNet18
model.

Numerousclinical prediction modelshaverecentlybeen developed utilizingmachinelearningmethodologies*’.
Integrating radiomics with machine learning techniques has demonstrated substantial prognostic accuracy in
oncology*. Many studies have highlighted the effectiveness of combining machine learning and radiomics for
diagnosing and predicting PNETs*”*8, Similar to those in previous studies, to address the limitations inherent in
single-algorithm approaches, multiple mainstream machine learning algorithms were concurrently employed to
develop an optimal two-class prediction model for distinguishing PNETs from pancreatic cancer. Among these,
the SVM algorithm exhibited superior accuracy and consistency, leading to its selection for subsequent model
refinement and development.

In the context of data mining algorithms, SVM is regarded as a robust and accurate approach to supervised
learning. Our findings indicated that both the DL signature model and the clinical signature model, utilizing the
SVM algorithm, achieved commendable AUC values and demonstrated significant performance. However, the
limited interpretability of these machine learning models has constrained the application of radiomics-based
studies in clinical practice. Consistent with previous literature'®*”48, machine learning algorithms often yield
results that are challenging to interpret, thereby hindering clinicians’ ability to integrate these solutions into their
practice effectively.

“Black-box features” are widely known to be machine learning’s shortcomings. To uncover the “black box” of
ML, Shapley Additive Explanation (SHAP) values were used to explain the machine learning model and evaluate
each variable’s prediction®”. SHAP assigns an importance value, referred to as a SHAP value, to each feature;
positive SHAP values signify an increased likelihood of the corresponding class, whereas negative SHAP values
denote a decreased likelihood™. Recently, leveraging the SHAP technique, a CT radiomics-based interpretable
machine learning model was reported to effectively predict the pathological grade of PNETs in a non-invasive
manner’!. Similarly, we employed SHAP values to visualize the contribution of each nonzero DL feature for SVM
models and individual patients. Summary plots based on SHAP values intuitively demonstrated the importance
of DL features, elucidating the reasons behind the SVM model’s prediction outcomes for each patient. In this
study, analyzing the EUS image of a specific pancreatic mass enables the precise calculation of the SHAP value for
each non-zero DL feature. This process ultimately facilitates the determination of the final prediction outcome of
the mass using this SVM classifier model, thereby guiding clinical diagnosis and decision-making.

Consequently, in addition to the high accuracy of the EUS-based DL model developed in this study, its
notable contribution resides in its interpretability. Moreover, to our knowledge, this investigation is the first to
report that a novel DL model based on EUS imaging can predict PNETSs from pancreatic cancer with remarkable
accuracy.

As previously elucidated through univariate and multivariate analyses, our study presents evidence
suggesting that patients with PNETs tend to be younger and that these tumors are more likely to exhibit
clear margins compared to pancreatic cancer. Consistent with our outcomes, a previous study illustrated a
statistically significant age difference between patients with pancreatic adenocarcinoma and those with PNETs2.
Additionally, PNETs were frequently characterized by well-defined borders, regular round shapes, and uniform
internal echo patterns™. Consequently, the clinical characteristics and ultrasonic features of EUS are integral
to accurate diagnosis, which were utilized to develop a clinical signature. Furthermore, a visual nomogram for
predicting PNETSs was created by integrating both clinical and DL signatures, demonstrating remarkable efficacy
and accuracy in both training and testing groups, as supported by calibration curves, DCA curves, and CICs.
Therefore, this nomogram is considered a reliable and valid tool for predicting PNETs and informing treatment
decisions.
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Although the explicable DL model and nomogram utilizing EUS imaging demonstrated significant efficacy,
this study is constrained by several limitations. Retrospective analyses conducted at a single center are susceptible
to selection bias, and the manual segmentation process may introduce additional bias in image segmentation’*.
Furthermore, we employed EUS imaging utilizing two heterogeneous devices from distinct manufacturers,
which could introduce potential noise and bias despite the application of standardization procedures.
Additionally, the limited sample size may result in reduced generalizability. Therefore, it is imperative for future
EUS-based deep learning research aimed at predicting PNETS to incorporate larger sample sizes, prospective
designs, and multimodal approaches. Additionally, for this nomogram to be considered externally applicable, it
should also undergo multicenter clinical validation. Furthermore, combining deep learning methodologies and
investigating the underlying biological alterations of intratumoral habitat characteristics could reduce bias and
improve the interpretability of the models. Additionally, future studies should consider implementing automatic
image segmentation technology for EUS images.

Conclusion

In conclusion, a novel interpretable DL model and nomogram were developed and validated using EUS images,
cooperating with machine learning algorithms. This approach demonstrates significant potential for enhancing
the clinical applicability of EUS in predicting PNETs from pancreatic cancer, thereby offering valuable insights
for future research and implementation.
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