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R-AFPN: a residual asymptotic
feature pyramid network for UAV
aerial photography of small targets
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This study proposes an improved Residual Asymptotic Feature Pyramid Network (R-AFPN) to address
challenges in small target detection from the Unmanned Aerial Vehicle (UAV) perspectives, such as
scale imbalance, feature extraction difficulty, occlusion, and computational constraints. The R-AFPN
integrates three key modules: Residual Asymptotic Feature Fusion (RAFF) for adaptive spatial fusion
and cross-scale linking, Shallow Information Extraction (SIE) for capturing detailed shallow features,
and Hierarchical Feature Fusion (HFF) for bottom-up incremental fusion to enhance deep feature
details. Experimental results demonstrate that R-AFPN-L achieves 50.7% AP, on the TinyPerson
dataset and 48.9% mAP_ on the VisDrone2019 dataset, outperforming the baseline by 3% and 1.2%,
respectively, while reducing parameters by 15.1%. This approach offers a lightweight, efficient solution
for small target detection in UAV applications.
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In recent years, with the rapid progress of UAV technology and the vigorous development of target detection
algorithms, UAVs play an increasingly important role in many practical application scenarios, such as agricultural
production!, traffic monitoring?, emergency rescue®, etc., by virtue of their lightweight and convenient
advantages, high flexibility, and strong endurance. However, with the increase of UAV flight altitude and the
change of shooting viewpoints, the object scales in the images show remarkable diversity, especially containing
numerous small-scale objects. These small-scale targets occupy very few pixels in the image and often lose some
of the detail information due to occlusion, making detection and recognition extremely challenging and difficult
to deploy in edge devices such as camera sensors in UAVs. Therefore, how to effectively improve the detection
accuracy of small targets in UAV-captured scenes has become a key challenge to be overcome in the current
technological development.

With the rapid popularity of deep learning-based target detection techniques in many fields*!!, the problem
of small target detection from the UAV perspective has taken a new turn. Deep learning-based target detection
methods are usually divided into two categories: one-stage detection and two-stage detection. One-stage
detection methods!*"!8 directly classify and locate the prediction of the input image, pursuing high efficiency,
while two-stage detection methods!®?° first generate a series of candidate regions, and then meticulously classify
and locate the prediction of these regions, which is known for its accuracy. However, directly applying existing
deep learning-based object detection techniques to small object detection from UAV perspectives achieves
suboptimal performance. The main challenge of the small target detection task is how to effectively avoid
feature redundancy while retaining key details and semantic information in useful features. Although most deep
learning detectors adopt the feature pyramid network (FPN)'2 as the basic structure to cope with the problem of
excessive changes in object scales, this structure tends to lose detail information during feature transfer, leading
to information degradation. To compensate for this deficiency, PANet!* designs bottom-up and top-down dual-
path structures on the basis of FPN, which alleviates the problem of detail loss between features of different
layers to a certain extent. However, PANet still does not fully consider the detail loss or degradation when
features of the same level are passed, as well as the semantic gap between non-adjacent hierarchical features. In
addition, recent studies have shown that although some advanced networks!*!> pursue higher detection scores
through a large amount of computational resources, this is contrary to the high requirement of real-time target
detection in the UAV perspective.

In the traditional design of Feature Pyramid Network (FPN), a common practice is to use up-sampling
techniques to convert high-level features generated by the backbone network into low-level features. However,
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this approach commonly suffers from the problem of information loss and degradation of the features during
transmission and interaction. Notably, Bidirectional Feature Pyramid Network (BiFPN)!* effectively reduces
the information loss and degradation of same-level features in the transfer process by introducing Same-Scale
Residual Connections. This improvement enables features to flow more smoothly between different levels of the
pyramid and enhances the consistency and robustness of features. On the other hand, in the feature extraction
stage, Asymptotic Feature Pyramid Network (AFPN)!® gradually and repeatedly fuses low-level features with
high-level features, and this process not only facilitates the in-depth interaction of cross-level features, but also
generates richer and more hierarchical feature information. This progressive fusion helps to capture finer target
features, especially when dealing with small-scale targets, and can significantly improve the detection accuracy.
In order to solve the above problems, this research work focuses on a computationally network model structure
that effectively reduces computational redundancy while improving the efficiency of small target detection, so as
to meet the urgent needs of small target detection from the UAV perspective.
The main innovations and specific contributions of this paper are as follows:

(1) A residual asymptotic feature pyramid network (R-AFPN) is proposed to reduce the feature redundancy
and degradation of the FPN by adaptive feature fusion and residual connectivity on the same scale while
ensuring the probability of small-scale target detection.

(2) In order to utilise the shallower features, this paper introduces a context extractor-Acmix to capture the
location information of the shallower features to enhance the recognition of small targets.

(3) A bottom-up progressive fusion path is proposed to make up for the lack of some detail information caused
by multi-target information conflict in the feature fusion process, so as to reduce the leakage detection rate
and false detection rate of small targets.

(4) Extensive experiments are conducted on TinyPerson and VisDrone 2019 datasets, and the comparison re-
sults with other feature pyramid networks and state-of-the-art detectors all demonstrate that the proposed
method is more competitive in small target detection.

Related work

Currently, most of the small target detectors are improved from general purpose detectors. Among these
methods, feature pyramid based on feature extraction and feature fusion, and context learning are the most
popular methods. Next, related work in recent years is highlighted.

Feature pyramid

At the beginning of the development of deep learning, deep detectors based on convolutional neural networks
(CNN), such as Fast R-CNN and Faster R-CNN, mainly rely on the last layer of features of the backbone network
for object detection. However, this approach appears to be incompetent when dealing with scenes that span a
wide range of object scales. To solve this problem, Lin et al.'> proposed the feature pyramid network (FPN),
which exhibits robustness to multi-scale objects and has gradually become the basic structure of modern depth
detectors. The FPN achieves the detection of objects of different scales by up-sampling the high-level features
in the last layer of the backbone network and converting them to low-level features in a top-down manner.
However, high-level features are not directly fused with low-level features in the up-sampling process of FPN.
In view of this, Liu et al.!* argued that this top-down structure of FPN lacks the rich localisation information
of high-level features, and proposed PANet. PANet adds an extra bottom-up branching path on top of FPN,
aiming to pass the low-level localisation information to high-level features so as to improve the accuracy of
object localisation. Subsequently, Tan et al.!* found in their study that there is a problem of missing and degraded
information in the feature transfer process. In order to solve this problem, they proposed an additional end-to-
end connection of input and output features of the same level in BiFPN. This approach fuses more features while
only adding less computational cost, thus effectively addressing the problem of information loss and degradation
in same-level transfer. In recent years, Yang et al.'® also proposed an asymptotic feature pyramid network
(AFPN) structure. They applied the adaptive spatial feature fusion module to the feature pyramid network,
which not only avoids the loss of the highest level feature information in the FPN, but more importantly reduces
the semantic information gap between the non-adjacent features by progressively fusing the neighbouring
layer features and the non-adjacent layer features. In essence, these network structures are based on multi-scale
learning and endeavour to reduce the loss and degradation of information in order to improve the accuracy and
robustness of object detection.

Contextual learning

Contextual information plays a key role in helping networks to better understand images. It has been
demonstrated that appropriately associating contextual contexts can provide additional information about an
object, which is crucial for improving the accuracy of object recognition?!. In particular, combining contextual
information is especially important in small object scenes when external information is severely scarce. Zhang
et al.?2 proposed a single-shot scale-invariant method. The method uses equidistantly distributed small anchor
points and large filters to model the contextual information of an image. Subsequently, Tang et al.?* further
enhanced the accuracy of object recognition by simultaneously detecting the object and its surrounding
background features. In addition, there are also studies that utilise attentional mechanisms to expand the
receptive field to capture more contextual information. Zhang et al.?* learned contextual information by
establishing the correlation between the features obtained from the convolutional layer and those extracted
by the Convolutional Block Attention Module (CBAM). However, some methods, such as Vision Transformer
proposed by Xia et al.?*, while having a huge receptive field and being able to capture contextual information
easily, use only self-attention modules, resulting in easy loss of positional information. To compensate for
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this deficiency, Pan et al.?® proposed ACmix, which combines self-attention and convolution and successfully

solves the problem of location information loss.

Our approach

In this paper, we propose a residual asymptotic feature pyramid network structure based on same-scale
connectivity, named R-AFPN, and its general architecture is shown in Fig. 1. The network takes CSP-Darknet53
as the backbone network and incorporates the residual asymptotic feature fusion module (RAFF), shallow feature
fusion module (SIE), and progressive feature fusion module on this basis. In the feature extraction stage, the
R-AFPN firstly utilises the adaptive spatial feature fusion (ASFF) technique to effectively fuse the P,, P, and P
layers of features in the backbone network. Subsequently, in order to deliver the multi-layer semantic information
to the output as completely and semantically similar as possible, RAFF adds a residual connection from the
backbone input features to the output feature map at the same scale. In terms of shallow information extraction,
R-AFPN introduces a context extractor called ACmix at the P, layer, which is a module that combines self-
attention and convolutional operations, aiming to capture shallower positional information for more accurate
positional sensing capability. Further, in order to compensate for some of the missing detail information that may
be caused by multi-target information conflict during the feature fusion process, the R-AFPN designs a bottom-
up progressive fusion path (HFF). This path passes the positional and detail information of shallow objects in
the P, layer layer by layer to the higher-level adaptively fused features, in order to calibrate the global features
and further enhance the multiscale features after residual linking. Finally, after a series of fine feature processing
and fusion steps, the R-AFPN passes the output feature maps of the multiscale features to the detection head
for classification and localisation, thus achieving accurate target detection. This network structure design not
only effectively reduces the semantic gap between non-neighbouring layers, but also significantly reduces the
information loss and degradation problems in the feature transfer process.

RAFF

As mentioned above, FPNs may retain some features that do not contribute much to the detection during feature
processing, which not only reduces the detection speed of the model, but also causes a waste of computational
resources. In order to optimise the network model and achieve a lightweight design, this paper proposes a
residual asymptotic feature fusion module (RAFF), as shown in Fig. 2. This module combines the advantages of
adaptive spatial feature fusion technique and residual connectivity, and can replace the two up-sampling process
in FPN. In RAFE, adaptive spatial feature fusion is first performed on the P, P, and P, layer features of the
backbone network to reduce the difference in semantic information between the features of non-adjacent layers,
making the fused features more representative. Meanwhile, in order to further enhance the representativeness
of the output features, an additional connecting line is added between the input features and the output features
to form a residual connection. This design not only makes the output features retain enough similar semantic
information, but also effectively avoids unnecessary feature redundancy. Therefore, by combining the advantages
of adaptive spatial feature fusion and residual connectivity, the RAFF module achieves the improvement and
optimisation of the FPN, which provides a new idea for the lightweight design of network models.

Considering that the shallower features contain rich detail information, as in Fig. 1, in this paper, P, is used
as the lowest level feature, and P, € R™»*"Wr*Cn js used to denote the features output from the fast four
convolutional blocks in the backbone. Where n € {2,3,4,5}, H,,, Wy, and C,, represent the height, width,
and number of channels of the features in the nth layer, respectively, and the computational formulas are shown
in Egs. (1)-(3).
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Fig. 1. Overall framework of the R-AFPN.
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Fig. 2. RAFF module.
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where Hi, Wi, and C'i represent the height, width, and number of channels of the input image, respectively. As
shown in Figs. 1 and 2a, the process of up-sampling, down-sampling and horizontal join is included in ASFF%,
which is to splice the weights of the three layers of features with the same spatial dimensions after up-/down-
sampling, and then the weights of the spliced weights are assigned to the input features according to the different
layers of spatial dimensions respectively and are summed up, so that the three layers of features reconstructed
in this way can reduce the semantic gaps between P,, P,, and P.. In this case, the up-sampling mode is bilinear
interpolation and the down-sampling mode is 1 X 1 convolution. The global convolution is actually of CBS type,
consisting of Conv, Batch Normalisation and Silu, Batch Normalisation is used to speed up the computation, and
Silu is an activation function that combines linear and nonlinear properties, which can be expressed as Eq. (4).

Silu () = H% @)
P, denotes the feature map before spatial dimension splicing, W, denotes the initial weight, and k € {3, 4,5}
denotes the kth layer feature map, then the reconstructed weight W, and feature P/ in Fig. 2a can be expressed
as Eq. (5) and Eq. (6), respectively.

5
Wi = soft max [Conlel (Zk w’j)} (5)
=3
5
P]é = COTL1)1><1 (Zkzg Pk X WK> (6)

The splicing operation of the feature map is denoted by || in Fig. 2b, then the output features after residual
connection can be expressed as Eq. (7).

PTIL/ =C3 [Pn || Convixi (Pn)] )

Eventually, driven by residual linking horizontally and feature fusion vertically together, RAFF generates
multiscale features {P§3), P4(3), Pé3)} with some detail conflicts but similar semantics and suppression of

degradation as in Fig. 2c. The RAFF module is obtained after fusion and its output features can be expressed as
Eq. (8).
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Given that shallow low-level features contain richer detail information, a shallow information extraction (SIE)
module is designed in this paper. In SIE, a module that mixes convolution and self-attention, called ACmix, is
introduced to enhance the location information of shallow features, as shown in Fig. 3.

This paper uses eight-head self-attention to align the P, layer network, and use Peony and Py to denote
the features after 3-kernel convolution and feature linking, self-attention and feature linking, respectively, and
{Pronv, Patt} € RH2XW2X2 Thys, the output of ACmix can be easily expressed as Eq. (9).

PAC:(aXPconv‘i'BXPatt) (9)

where Pac represents the output features after ACmix, o and 3 denote different scaling factors respectively, and
the sum of the two factors is 1.

Considering that when the spatial dimension is constant, the reduction of the number of channels will lose
part of the detail information, which is not favourable for the detection of small-scale targets. In the SIE module,
the number of channels is consciously kept consistent throughout the process. Finally, with the help of the
contextual context, the backbone shallow input features are subjected to a point convolution and a C3 module
to obtain the location- and detail-rich output feature Py € R™2*W2XC2 which can be expressed as Eq. (10).

Pgl = CS [COTLlel (PAC)] (10)

HFF

Considering that some detail information conflicts existing in ASFF will be passed to the output features, which
will reduce the detection probability of small targets. Therefore, this paper designs a hierarchical feature fusion
path (HFF), which passes the low-level output features with richer detail information to the high-level input
features for calibration layer by layer, as shown in Fig. 4.

In this paper, the final output feature map obtained by adding the residual join is denoted as
Poout € RIn*WnxCn the input features of HFF are {Pj, P, P, P4}, and the output features without
residual connection are expressed as P € Rn*WnxCn The HFF passes diagonally upwards through a 3x3
convolutional kernel for each pass to complete the downsampling and splice the downsampled low-level features
with the high-level input features, and horizontally through a C3 module for each pass to keep the number of
channels consistent. The output features of the HFF can be expressed as Eq. (11).
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Fig. 3. SIE module.
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Fig. 4. HFF module.
Environment Parameter
CPU 13th Gen Intel(R) Core(TM) i9-13900 K@3.00 GHz
GPU NVIDIA GeForce RTX 4090
VRAM 24.0GB
RAM 64.0 GB
Operating system | Windows 11 Professional Edition
Language Python 3.8.19
Frame Pytorch 2.2.2
CUDA version 11.8
Table 1. Configuration of training and testing experiment environments.
@ Py, n=2
P = C3 {C’om}lxl (Pfl_)l)} , o n>2 (11
Ultimately, the multiscale feature map output from the R-AFPN network can be expressed as Eq. (12).
Py, n=2
P, = o3 (Pn I P7(L4)) Cn>2 (12)

Experimental configuration and evaluation indicators
Experimental configurations
All experiments in this study were conducted on a computer equipped with NVIDIA GeForce RTX 4090 GPU,
64 GB RAM, Python 3.8.19, and CUDA 11.8; see Table 1 for detailed hardware configuration.

During the training process, the input image resolution was uniformly set to 1024 x 1024, batch size to
4, Epoch to 300 times, and IoU threshold to 0.2, and the SGD optimiser was selected to cope with possible
overfitting. A cosine decay strategy is also used to help generalise the model, and the learning rate is updated
from 0.01. In addition, in order to balance the localisation loss, classification loss and confidence prediction loss,
Ay A and A were set to 0.05, 0.5 and 1.0, respectively. The detailed hyperparameter configurations are shown
in Table 2.
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Epochs | Batch size | Initial learning rate | Final Learning rate | Optimizer | Patience | A, |A_ |\, | IoU threshold | Weight-decay

300 4 le-02 le-03 SGD 100 0.05 | 0.5 | 1.0 | 0.20 5*le—4

Table 2. Training Parameters Setting.

Datasets

Compared to YOLOV8L, YOLOV5L, which has faster inference speed, is chosen as the benchmark model in this
study, with version 6.0. Considering the large difference between the R-AFPN and YOLOVSL in this paper, no
pre-trained model is used in the experiments. In order to verify the effectiveness of this method for small target
detection, the TinyPerson and VisDrone-DET 2019 datasets were used for training, respectively. All YOLO-
based models were trained with random cropping and random splicing for data enhancement.

TinyPerson is a benchmark dataset designed for detection of tiny pedestrians at long range and in large
backgrounds. It provides a new research direction in the field of tiny target detection. The dataset contains 736
training set images, 796 test set images, and a total of 72,651 manually labelled bounding box annotations. These
annotations are classified into five categories based on the actual pixel size and scene features: ‘sea, ‘ground,
‘ignore, ‘uncertain’ and ‘dense’. However, in this study, in order to simplify the processing, all people labelled as
tiny were treated as a single category ‘people’ and were evaluated uniformly on the test set.

VisDrone-DET 2019 is a dataset dedicated to small-target aerial image detection, originally designed for
the ICCV 2019 International Computer Vision Competition, and later collected and manually bounding-box
annotated by Tianjin University to serve as a benchmark dataset. The dataset covers 10,209 still images from
14 different cities in China, under a variety of scenes, weather and lighting conditions, and over 2.6 million
annotations. Among them, the training set contains 6,471 images, the validation set contains 548 images, and
the test set actually contains 1,610 images. To further validate the effectiveness of the network proposed in this
paper, experiments were additionally conducted on this dataset and the network performance was evaluated on
the test set.

Evaluation metrics

In this paper, average precision (AP), mean average precision (mAP), parameters, GFLOPS and FPS are chosen
as evaluation metrics, and F1-score, Recall are included. The main consideration here is that small targets have
less information, more false detections will seriously affect the final detection results, and focusing only on AP
and mAP does not represent a better increase in model performance. We hope that the data alone can intuitively
and accurately see the advantages and disadvantages of the detection methods. In addition, since the TinyPerson
dataset contains only one category, the model is evaluated by AP. In contrast, the evaluation was performed by
mAP on the VisDrone-DET 2019 dataset, which contains ten categories.

Second, the contribution of each module is demonstrated separately through ablation experiments. Next,
the present network is trained on the TinyPerson and VisDrone-DET 2019 datasets in the UAV perspective,
respectively, and compared with other advanced network models. Finally, the performance of the present
network is comprehensively evaluated in terms of weighting parameters, average accuracy, and computational
cost.

Experimental results and analysis

Different FPN performance comparison experiment

In order to evaluate the performance of the proposed algorithm in this paper, YOLOvV5 V6.0 is used as the
framework and compared with other feature pyramid networks on the TinyPerson dataset. Specifically, in
this paper, CSP-Darknet53 is used as the backbone and the neck is compared using different feature pyramid
networks as shown in Fig. 5. As can be seen from Fig. 5, the proposed R-AFPN is not only more competitive than
the state-of-the-art AFPN, but also has the lowest weight parameters (Parameters). In particular, compared to
PANet, the AP of R-AFPN is improved by 3% and the number of total parameters is reduced by 15.1%.

Ablation experiments and results

YOLOV5L V6.0 is used as the Baseline to do the ablation study and all the experiments are done on TinyPerson
dataset. The impact of different modules, feature maps, input image size and up-sampling method on the model
performance and the results are analysed below.

Impact of different modules on model performance
1) RAFF: To ensure consistency of the variables, here only the PANet of the original YOLOV5L neck needs to be
replaced with the BAFF module, aligning the layers and connecting the multiscale output features to the head
correctly. As shown in row 2 of Table 3, this module gains 22.6% and 21.6% improvement in Parameter and
GFLOPS, respectively, over baseline, with only 0.4% reduction in AP, . The original YOLOV5L dual path uses
more convolution during upsampling and downsampling, which inevitably leads to the accumulation of weight
parameters. In contrast, RAFF’s adaptive fusion process and dimensional matching after residual concatenation
contain fewer small convolution kernels, which is the key to the module’s ability to achieve a lighter weight.
Experimental results also confirm that RAFF effectively reduces redundant features while only slightly sacrificing
object recognition accuracy.

2) SIE: Considering that SIE single outputs the feature information of P, layer, we chose to add SIE on top
of BAFF to verify the role of SIE in the experiment. In Table 3, RAFF +SIE improves AP, by 3.7%, Recall by
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Fig. 5. HFF module.

Method | RAFF | SIE | HFF | Fl-scoret | Recallt | AP, 1 | Params| | GFLOPS]
- - - 38 26.5 47.7 46.5 M 280.5
v - 38 26.5 47.3 36.0M 219.9
Baseline
v v - 44 32.6 51.0 36.2M 246.7
v v 4 47 36.2 50.7 395M 259.6

Table 3. Results of Ablation Experiments. Significant values are in (bold).

6.1%, and F1-score by 6 points over BAFF alone. Correspondingly, the number of references increases by only
0.2 MB, and the GFLOPS increase by 26.8. Overall, RAFF + SIE obtains an all-round performance improvement
over baseline. The experimental data shows that using SIE contributes significantly to the network proposed in
this paper. In order to further analyse the contribution of shallower features and context learning, an additional
comparison experiment is added: one group focuses on the P, layer features while the other group does not focus
on the P, layer features without using the SIE module, and one group uses SIE while the other group does not
use SIE while focusing on the commonality of the shallower P, features, where the P, is the shallower features
and SIE is the shallow information extraction. module, indicating that Acmix was used to capture contextual
information. As shown in Table 4, P2 + without-SIE that focuses on shallower features improves AP,  and Recall
by 2.1% and 2.9% respectively compared to R-AFPN without-P,, which proves that the shallow features have
richer information about small target details. In Table 4, the complete R-AFPN with the SIE module improves
AP, and Recall by 0.6% and 5.3% over without-SIE with only 0.2 MB of parameter counts and one point of
computational cost, confirming that adopting contextual learning to focus on shallower features can increase the
probability of object discovery, and is not caused by focusing on shallower features alone.
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Method Recallt | APt | AP, .1 | Params| | GFLOPS|
without—P2 28 48 293 391 M 227.5
P, +without-SIE | 30.9 50.1 31.4 393 M 236.5
Full R-AFPN 36.2 50.7 31.2 39.5M 259.6

Table 4. Results of ablation experiments. Significant values are in (bold).

3) HFF: In Table 3, RAFF+SIE+HFF corresponds to the highest Fl-score and Recall. Compared to
RAFF +SIE, Fl1-score increases by 3% and Recall improves by 3.6%, but the number of parameters increases
by 8.8%, AP, decreases by 0.3%, and GFLOPS also improves slightly. As expected, the bottom-up progressive
fusion path is able to trade off higher scores and further reduce the risk of false and missed detections by giving
up only a portion of the lightweighting. It is believed that this approach is well worth the effort. In addition,
overall compared with baseline, Recall improves by 9.7 percentage points, the score increases from 38 to 47,
AP, improves by 3%, the weight parameter decreases by 15.1%, and the GFLOPS decreases by 20.9, which
significantly improves the object recognition effect while possessing a certain degree of lightness, and also shows
that the three modules are compatible with each other.

Comparative analysis of output feature maps

The input images and output feature maps are compared in order to visualize the impact of each module in the
ablation experiment on the model performance. In this paper, P3 layer output feature maps with consistent
resolution size are captured in the ablation experiments and heat maps are generated to visualize the regions
that the model pays more attention to. As shown in Fig. 6, the models in Baseline pay less and varying attention
to the region of the person to be detected. When using only the RAFF module, the model successfully shifts its
attention to the object to be detected and starts to prioritize the approximate region of the person to be detected.
After adding the SIE module, the model will prioritize the background region to determine the region of the
person to be detected, so that it can pay better attention to the location point of the person, but it is difficult to
focus on all the people. Eventually, after adding the HFF module to the complete R-AFPN, the model is able to
accurately focus on the location point of each person to be detected.

Comparative analysis of input image size

This experiment evaluates the effect of input image size on model performance by training and testing network
models using input images of different resolutions. Specifically, three additional 768 x768, 1024 x 1024 and
1280 x 1280 were selected for comparison on top of the default 640 x 640 of the one-stage detector, and evaluated
by the area under the PR curve (AUC-PR). As shown in Fig. 7, both AUC-PRs increased significantly from
640 x 640 to 1024 x 1024. This indicates that the model performance of both the baseline and the present method
has been significantly improved. While from 1024 x 1024 to 1280 x 1280, the AUC-ROC is not improved much.
Considering the fact that increasing the input size in a single step will increase the computational complexity of
the model and the risk of overfitting. Therefore, in this paper, the input size of the network is set to 1024 x 1024
to help the model acquire finer-grained features in small target detection and improve the detection precision
and recall.

Comparative analysis of up-sampling modes

This paper further explores the impact of the up-sampling modes used for adaptive feature fusion in the RAFF
module on the R-AFPN, including nearest neighbour interpolation, cubic interpolation, bilinear interpolation
and regional interpolation. The structure and settings of all models are kept the same, except for the different
sampling modes, and twofold and fourfold upsampling is performed according to ASFE. As shown in Table
5, R-AFPN using Area is the highest in AP, and R-AFPN using Nearest is optimal in FPS, but neither is the
best choice. On the contrary, BIAFPN using Bilinear is optimal in recall, the difference in AP, is very small
compared to Area, and the FPS can meet the real-time requirement. Taking all the considerations into account,
this paper adopts Bilinear as the upsampling mode in RAFE.

Comparisons with other networks
In this section, the present method is compared with other methods on two datasets. All models were trained in
the same configuration as described earlier.

Qualitative comparison

The qualitative comparison of the output feature maps on the TinyPerson dataset and the VisDrone-DET 2019
dataset is shown in Figs. 8 and 9, the methodology is the same as that in Chapter 5, Section B, Part b. The qualitative
comparison of the image detection is shown in Figs. 10 and 11. Where the baseline is YOLOvV5L + PANet and
FPN is a one-stage detector based on YOLOVS5L.

In Fig. 8, the feature map of this paper is the most effective among similar models, which can focus on the
background and the people to be tested in an orderly manner, and then focus on the specific areas of all the
people to be tested, which well solves the problem of distraction in similar models. Especially compared to
YOLOV10 and YOLOV11, this phenomenon is more obvious. It also shows that the present method rides on the
small target detection in a single category. In contrast, in Fig. 9, this approach of the present model cannot focus
on all the objects to be detected at the same time, but focuses on them successively according to the category they

Scientific Reports |

(2025) 15:16233 | https://doi.org/10.1038/s41598-025-00008-3 nature portfolio


http://www.nature.com/scientificreports

www.nature.com/scientificreports/

Input Images

Baseline RAFF RAFF+SIE RAFF+SIE+HFF

Fig. 6. Visualisation of output feature maps in ablation experiments.

belong to. While YOLOv10 and YOLOvVI11 are improved on the basis of YOLOvV5, the model can better focus
on all the objects to be detected. Next, this paper will evaluate the advantages and disadvantages of these two
approaches through empirical results.

In Fig. 10, it is clear that the R-AFPN designed in this paper is able to accurately detect more tiny people,
while the baseline model and the FPN barely detect this part of the objects, which solves the problem that the
previous models have a high number of detection failures on the TinyPerson dataset with a proportion of small-
scale objects. For example, the baseline and FPN missed detecting a higher number of TinyPersons in the distant
dense regions #1 and #3 in Fig. 10. In contrast, R-AFPN performs very well for dense region targets. Meanwhile,
in region #2, where half of the body remains on the surface of the seawater, the baseline and FPN detected fewer
persons than the R-AFPN. The advantages of R-AFPN are also evident in region #4 where the brightness is dark
under the masking umbrella. These results show that the network model designed according to the method in
this paper is highly adaptable to the scene under the UAV viewpoint.

In Fig. 11, the R-AFPN in this paper is better at detecting small and distant objects in UAV scenes with large
scale differences, such as the case of regions #1, #2 and #5. When the camera is shooting at high altitude with a
vertical angle, the baseline and FPN are less discriminating for dense objects, while our model is always able to
accurately discriminate and correctly categorise them. In addition, for occluded objects, such as the occluded
van in region #4, the FPN misidentifies it as a small car, while the baseline considers it belongs to both categories,
whereas the R-AFPN in this paper is able to discriminate its type well. All these phenomena reveal that the
R-AFPN has good robustness to scale-varying differences.

Quantitative comparison

Table 6 shows the comparison results of this method with some other state-of-the-art methods on the TinyPerson
training set. In order to evaluate the small-scale detection performance of each model in a richer way, this work
adds additional model comparison results with a default input image size of 640 x 640 to the experimental preset
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Fig. 7. Input Resolution Comparison.

Methods | Upsample mode | Recallt | APt | GFLOPS| | FPSt
Nearest 334 50.8 257.8 37.6
Bicubic 35.9 50.8 260.5 37.3
R-AFPN
Bilinear 36.0 51.2 257.9 36.8
Area 34.0 51.5 257.8 37.2

Table 5. Validation results of R-AFPN with different upsampling modes on the TinyPerson dataset. Significant
values are in (bold).

of 1024 x 1024. The comparison reveals that R-AFPN achieves the highest scores on all metrics related to object
recognition accuracy, outperforming the second-ranked AFPN by 1.4% on AP, , and outperforming YOLOv11
by 2.2% and 2.8% on Recall on low- and high-resolution images, respectively. Unfortunately, the present method
is not optimal in the comparison of Parameter and GFLOPS. Although R-AFPN does not excel in network
model lightweighting, we should pay more attention to the detection accuracy of small-scale targets. This is
because it is much more important to improve the detection accuracy of small targets that lack sufficient detail
information compared to the lightweighting of the network model, and the present method is capable of meeting
the real-time requirements of UAVs, as detailed in Table 5.
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(1) InputImage (2) Baseline (3) YOLOVSL+FPN (4) YOLOVSL+BIiFPN

(5) YOLOVSL+AFPN (6) YOLOV10L+PANet (7) YOLOV11L+PANet (8) Ours

Fig. 8. Comparison of output feature maps on the TinyPerson dataset.

(1) InputImage (3) YOLOVSL+FPN

(5) YOLOVSL+AFPN (6) YOLOV10L+PANet (7) YOLOV11L+PANet

Fig. 9. Comparison of output feature maps on the VisDrone-DET 2019 dataset.

Table 7 shows the results of the comparison of the present method with some other state-of-the-art methods
on the VisDrone-DET 2019 validation set. The comparison reveals that the present method reaches the optimum
only on mAP50-95, while it is 5.8% lower than the best YOLOv10 on mAP50. Upon comprehensive analysis, it
is found that the present method is still leading on tiny scale objects, and although it outperforms some models
overall, the robustness to cope with large scale gaps is not optimal.

Conclusion and future work

This paper proposes a novel feature pyramid architecture, termed the Residual Asymptotic Feature Pyramid
Network (R-AFPN), which utilizes multi-scale feature fusion and contextual learning to achieve robust
detection. The main contributions of the proposed R-AFPN are as follows. Firstly, this paper designs a residual
asymptotic feature fusion module (RAFF) based on AFPN and BiFPN to enhance the feature representation of
the feature maps used to predict objects. Secondly, this paper focuses on more shallow features in conjunction
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Ground Truth Baseline FPN R-AFPN (Ours)

Fig. 10. Comparison of image detection results on the TinyPerson dataset.

Ground Truth Baseline FPN R-AFPN (Ours)

Fig. 11. Comparison of image detection results on VisDrone-DET 2019 dataset.

with the contextual context as a way to improve the location information and detail information of global
features. Therefore, a shallow information extraction module (SIE) and a progressive feature fusion module
(HFF) are designed. Experiments were conducted on the challenging TinyPerson and VisDrone-DET 2019
datasets to demonstrate the optimal performance of the proposed R-AFPN. Experimental results show that
R-AFPN significantly improves the detection results for small targets and achieves state-of-the-art performance
on the single-category TinyPerson dataset. However, it still falls short compared to the state-of-the-art network
on the multi-category VisDone-DET dataset, which is caused by the model’s different focus on multi-category
targets. As a result, the robustness of the model on such datasets is not optimized. Therefore, when deploying
the application on UAVs, it is necessary to consider detecting for a single category of small targets and avoiding
simultaneous detection of multiple categories of targets in order to maximize the best performance of this
network. In the follow-up work, it will be considered that designing a new feature pyramid network to make
up for this shortcoming, and extend the proposed method to the work of large target detection, so that it has a
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Method Backbone Size Recallt | APt | AP, .1 | Params| | GFLOPS|
YOLOV5L + PANet CSPDarkNet53 640x640 | 19.8 42.5 25.3 462 M 275.2
YOLOvVSL + PANet CSPDarkNet53 640x640 | 20.5 224 7.0 43.6 M 163.1
YOLOvV10L + PANet Enhanced-CSPNet | 640x640 | 20.6 20.6 6.6 257M 126.3
YOLOvV11L + PANet Enhanced-CSPNet | 640x640 | 20.3 222 7.0 253M 86.6
YOLOV5L +R-AFPN(our) | CSPDarkNet53 640x 640 | 22.5 42.8 25.6 395M 257.9
YOLOV5L + PANet CSPDarkNet53 1024x1024 | 26.5 47.7 29.0 462 M 277.1
YOLOvV5L + FPN CSPDarkNet53 1024x1024 | 26.7 48.2 29.3 40.7 M 2534
YOLOvV5L+AFPN CSPDarkNet53 1024x1024 | 29.6 49.3 30.4 585M 331.8
YOLOVS5L +BiFPN CSPDarkNet53 1024 x 1024 | 23.8 47.4 29.4 46.7 M 283.5
YOLOVSL + PANet CSPDarkNet53 1024x1024 | 32.7 36.5 12.5 436 M 165.4
YOLOV1O0L + PANet Enhanced-CSPNet | 1024x 1024 | 31.8 325 11.1 25.8M 127.2
YOLOvV11L +PANet Enhanced-CSPNet | 1024x1024 | 33.4 35.1 12.0 253 M 87.3
YOLOV5L +R-AFPN(our) | CSPDarkNet53 1024x1024 | 36.2 50.7 31.2 395M 259.6

Table 6. Comparative experiments with other state-of-the-art networks on the TinyPerson Training Set.
Significant values are in (bold).

Method Backbone Size Recallt | mAP5017 | mAP50-951 | Params| | GFLOPS|
YOLOvV5L+PANet | CSPDarkNet53 1024x1024 | 44.8 47.8 39.5 462 M 276.0
YOLOvV5L +FPN CSPDarkNet53 1024 x1024 | 43.6 48.3 39.7 40.7M 252.3
YOLOvV5L+AFPN | CSPDarkNet53 1024 x 1024 | 44.9 49.1 40.7 58.5M 329.5
YOLOvV5L+BiFPN | CSPDarkNet53 1024 x1024 | 45.0 48.5 40.2 46.8 M 282.4
YOLOvV10L+PANet | Enhanced-CSPNet | 1024x 1024 | 51.7 54.6 34.2 25.8M 126.4
YOLOvV11L +PANet | Enhanced-CSPNet | 1024x 1024 | 51.9 54.5 339 253M 86.6
R-AFPN (our) CSPDarkNet53 1024 x1024 | 43.8 48.8 40.7 39.5M 258.5

Table 7. Comparative Experiments with Other State-of-the-art Networks on the VisDrone Validation Set.
Significant values are in (bold).

stronger scene application effect. The experimental data and network models supporting the results of this study

are

available at this link: https://github.com/kaixinxiaobaobei/zuowen.

Data availability
The experimental data and network models supporting the results of this study are available at this link: https://
github.com/kaixinxiaobaobei/zuowen.
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