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OPEN A publicly available benchmark for

assessing large language models’
ability to predict how humans
balance self-interest and the
interest of others

Valerio Capraro**?, Roberto Di Paolo? & Veronica Pizziol®

Large language models (LLMs) hold enormous potential to assist humans in decision-making
processes, from everyday to high-stake scenarios. However, as many human decisions carry social
implications, for LLMs to be reliable assistants a necessary prerequisite is that they are able to capture
how humans balance self-interest and the interest of others. Here we introduce a novel, publicly
available, benchmark to test LLM'’s ability to predict how humans balance monetary self-interest

and the interest of others. This benchmark consists of 106 textuval instructions from dictator games
experiments conducted with human participants from 12 countries, alongside with a compendium

of actual human behavior in each experiment. We investigate the ability of four advanced chatbots
against this benchmark. We find that none of these chatbots meet the benchmark. In particular, only
GPT-4 and GPT-40 (not Bard nor Bing) correctly capture qualitative behavioral patterns, identifying
three major classes of behavior: self-interested, inequity-averse, and fully altruistic. Nonetheless,
GPT-4 and GPT-40 consistently underestimate self-interest, while overestimating altruistic behavior.
In sum, this article introduces a publicly available resource for testing the capacity of LLMs to estimate
human other-regarding preferences in economic decisions and reveals an “optimistic bias” in current
versions of GPT.
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Large language models (LLMs) represent a transformative development in computational technology, fostering
a range of applications across diverse domains. Recent work has demonstrated their effectiveness in crafting
realistic narratives in creative writing!, predicting market trends in finance?, providing medical consultations® as
well as offering suggestions to increase productivity, especially for less-skilled workers*>.

As LLMs continue to advance, it is increasingly apparent that they have the potential to assist in human
decision-making®. The promise of LLMs lies not only in their capacity to undertake a diverse set of tasks but
also in its potential to aid us in making decisions in a range of contexts, from everyday low-stake situations
to high-stake individual or policy decisions’"!?. However, given that many human decisions inherently bear
social implications—that is, they impact others besides the decision-maker—it is critical to ensure that LLMs
can precisely grasp the delicate balance between self-interest and the interest of others. Accurate predictions
regarding actual human behavior are essential for an LLM to be considered a valuable assistant to human
decision-making because these predictions require the LLM forming a model of people’s behavior, which is a
precondition for an LLM to formulate behavioral guidance or recommendations to users seeking advice in their
decision-making processes. Inaccurate predictions can provide misguided guidance with potential downstream
negative effects on individuals and society. For example, if an LLM were to overestimate people’s self-interest,
this may result in reduced engagement in prosocial behaviors overall, because individuals are strongly motivated
by conditional cooperation and positive reciprocity!!. This may have negative consequences on timely prosocial
behaviors, like sustainability!>!®. On the other hand, if an LLM were to overestimate people’s altruistic behavior,
this may result in unrealistic expectations about others’ behavior which in turn may lead to disappointment'*.
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In the case of charity donations or crowdfunding campaigns, for instance, higher expectations not aligned with
reality may result in failing to meet the anticipated outcomes'®.

We acknowledge that LLMs could, in principle, serve as “normative guides” rather than merely descriptive
mirrors of human behavior. This role is especially promising when LLMs are used to offer advice'®, as they could
help counteract certain human biases. However, in this work we are not concerned with scenarios in which
LLMs are directly solicited for behavioral guidance. Instead, we focus on a preliminary step that is likely to
underpin any subsequent advice-giving function: what LLMs expect humans to do. Inaccurate predictions at this
foundational level could lead to erroneous or even harmful advice. Furthermore, employing LLMs as normative
guides raises significant ethical challenges. Chief among these is the question of who should determine the
appropriate standards for normative behavior, given the wide variability in moral judgments among individuals
and across cultures!’2. In this work, we deliberately choose not to engage with this ethical complexity. Instead,
we aim to introduce a benchmark to assess whether LLMs provide accurate predictions of how humans
balance self-interest with the interests of others. We view this as a crucial preliminary step that can inform
future developments, potentially paving the way for more effective advisory functions for LLMs. As a secondary
contribution, we use four advanced chatbots as case studies to evaluate their ability to estimate this trade-off.

In sum, here we ask two, albeit related, questions: (i) How can we test LLMs’ capability to capture how
humans balance self- vs other-interest?; (ii) Can current LLMs accurately estimate this trade-off?

To investigate these questions, we have adopted methodologies from behavioral economics?? and created a
novel, publicly available, benchmark for testing LLMs’ ability to capture how humans balance monetary self-
interest and the interest of others. Although self- and other- interest can reflect various forms of utility (e.g.,
psychological benefit), here we exclusively refer to the monetary benefit. We have collected and made publicly
available, in a simple, ready-to-use format, over one-hundred instructions from dictator game experiments
conducted with human participants. In this game, one participant, the “dictator”, is endowed with a sum of
money and must decide how much, if any, to share with another participant. The second participant has no
input in this decision and can only accept what the dictator offers?***. Consequently, the dictator game serves
as a measure of the trade-off between monetary self-interest (keeping all the money for the self) and other-
interest (giving away some or all of the money to the other). For each experiment, we have collected average
giving rates and, where feasible, the precise distribution of choices, thereby creating a public resource useful
for evaluating whether an LLM generates predictions consistent with actual human behavior. Subsequently,
we assessed whether four sophisticated generative LLM-based chatbots currently available—namely OpenAT’s
Generative Pre-trained Transformer 4 (GPT-4) and 40 (GPT-40), Google’s Bard and Microsoft’s Bing Chat—
meet this benchmark. It is important to note that, since LLMs can learn from user interactions and undergo
major updates, it is possible (and indeed likely) that future versions will perform better on this benchmark. We
acknowledge this. Our point is not to claim that these or future models will never meet the benchmark. Rather,
our goal is to introduce a benchmark that can be used to test current and future models, and to show that the
current versions do not yet meet it.

In the recent months, there has been a proliferation of studies exploring LLMs’ decision-making processes
across diverse contexts, including cooperative, altruistic, moral, risk, time, and food decisions®?*-32. It is
important to note, however, that these studies typically compare human decisions and chatbot decisions in
a single experimental setting designed by the researchers. While this research is undoubtedly significant, to
effectively evaluate the capacity of chatbots to estimate human decision-making, it is crucial to compare not solely
chatbot decisions and human decisions in a single experimental setting, but in a variety of settings conducted
to measure a specific human behavior. In this article we take a step towards this direction. Our analysis spans
multiple experimental contexts, drawing on all available dictator game studies for which we could obtain the
original instructions, thereby offering a public resource that allows behavioral scientists and AI developers to
assess LLMs’ ability to predict how humans balance monetary self-interest and the interest of others in a variety
of contexts.

To assemble as many experimental instructions as possible, we combined two search methods: (i) manual
searches of the relevant literature and (ii) public calls on the Economic Science Association (ESA) and Society
for Judgment and Decision Making (SJDM) forums, as well as at conferences and research meetings, asking
behavioral scientists to provide instructions for dictator game experiments with human participants that they
have conducted. To reduce potential publication bias, we included working papers and unpublished studies. The
searches were open to all dictator game experiments, provided that experimental instructions in English were
available. In doing so, we collected 106 unique experimental instructions, drawn from a total of 38 different
research articles (32 from manual searches, 6 from public calls), which reported on experiments conducted
across 12 distinct countries. See Table S1 in the Supplementary Information for the full list of experimental
instructions, organized by research article.

This collection includes a diverse range of dictator game types, specifically:

1. The standard dictator game (93 instructions): In this game, participants assigned the role of dictators can
transfer any amount of their endowment to the other participant, ranging from zero to their entire allotment.

2. Extreme dictator games (6 instructions): This variant of the standard dictator game allows for only two op-
tions, namely, transferring nothing or transferring the entire endowment.

3. Dictator games with a “take” option (7 instructions): Here, the dictators begin with a larger endowment than
the recipients. Beyond transferring some of their endowment to the recipient, they can also take a portion of
the recipients’ endowment for themselves.
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In the OSF link associated with this article (https://osf.io/4gkb3/), we include the full list of instructions (name
of file: dg_instructions). For each instruction, we collected mean giving and, when feasible, exact distributions of
choices. These data are reported in the dg_data file.

Each instruction was then inputted into the chatbot with the prompt, “Now imagine that there is a population
0f 1000 people living in [country] facing this decision problem. How would you estimate the distribution of their
choices? Please, for each choice, report a result in the form X+Y, where X is the estimated number of people
making their choice, and Y is the error” We refer to Table 1 for an example of prompt, along with an example of
a response from GPT-4.

We recorded responses in the form of frequencies of choices at each 10% step. In cases in which GPT-4’s
predictions encompassed more than one 10% step (as in the example in Table 1), we evenly distributed this
prediction across each affected 10% step. For instance, in the example in Table 1, the recorded frequencies were:
0.2, 0.075, 0.075, 0.075, 0.075, 0.35, 0.025, 0.025, 0.025, 0.025, 0.05. The output of this methodology provided
a series of LLM-generated estimations on the distribution of decisions. See Materials and Methods for further
details.

We propose a benchmark consisting of two tests:

Weak test. Compare the grand mean giving predicted by an LLM with the actual grand mean giving
in human experiments. As a measure for evaluating LLM’s performance, we consider the signed error:
Ew = prM — WHuman> Where pupras is the estimated grand mean and fHuman is the actual grand
mean. The signed error is preferred to the absolute error in this task, as it is important to distinguish between
overestimations and underestimations. By normalizing the total endowment in the dictator game to be 1, the
error in the standard dictator game and in the extreme dictator game ranges from -1 to 1, while in the dictator
game with a take option ranges from -2 to 2.

Strong test. Compare the frequency of each potential giving decision predicted by an LLM with the actual
frequency observed. Asameasure for evaluating LLM’s performance, we consider the vector of signed errors, where
the ¢-th component is defined as Es(i) = ¢rrm(10:) — ¢Human (107), where ¢rrar(107) is the estimated
proportion of people giving 10:% of the total endowment and @ Human (102) is the actual proportion. In the
standard dictator game, ¢ = 0,1, ..., 10; in the dictator game with a take option, ¢ = —10, -9, ..., —1,0,1, ..., 10.
In the extreme dictator game, the error vector can still be defined but it is redundant, because there are only two
possible choices for the dictators; in other words, the strong test and the weak test are equivalent in the extreme
dictator game. The vector of signed errors is preferred to scalar measures in this case because it allows for a more
granular understanding of potential systematic biases in the LLM’s estimations. Each error component ranges
from -1 to 1, being a difference between proportions.

Results

GPT-4's predictions in the standard dictator game

We begin our analysis by examining the standard dictator game. The behavioral experiments across all 93
conditions revealed an average giving of 30.7%. This average is aligned with Engel’s meta-analysis®, which
reported an average of 28.3% over 616 dictator game experiments, thus suggesting that our collection of studies
is representative of the largest dictator games meta-analysis to date. However, GPT-4’s average estimate was
considerably higher at 42.6%, exceeding the observed levels of giving by roughly 12 percentage points. This
corresponds to a signed error Eyw = 0.119. We can reject the null hypothesis that the signed error is equal to zero
(Wilcoxon rank-sum test: z=6.807, p<0.001). We use the Wilcoxon test because the distributions of predicted
and actual giving deviate from the normal distribution (see Fig. 2; this is also confirmed by a test of normality:
p<0.001 and p<0.01).

Our prompt:

Please read the following decision problem:

You will now participate in an economic task. For this task you will be “the giver” and another participant will be the “receiver” As the giver, your role is to take and keep as many of
the $1 bills in the envelope in front of you as you would like (it contains ten $1 bills in total). Please leave in the envelope any of the $1 bills you do not claim for yourself, if any, as
they will be given to another participant (“the receiver”) to keep. Remember, your identity will remain anonymous from the receiver

After you have completed this task, move on to the rest of the tasks; you may not return to this decision later. Please make your decision now and put the envelope into the box

Now imagine that there is a population of 1,000 people living in the USA facing this decision problem. How would you estimate the distribution of their choices? Please, for each
choice, report a result in the form X+ Y, where X is the estimated number of people making their choice, and Y is the error

GPT-4’s reply:

Predicting the exact distribution of this decision problem is challenging due to the variability in human behavior. However, I can provide an estimation based on the tendencies
observed in related research areas such as behavioral economics, game theory, and altruism

1. Keep all 10 dollars: People with a strictly individualistic or profit-maximizing mindset may decide to keep all the money. However, social norms and a sense of fairness might deter
others from taking all the money. Let’s say about 200+ 50 people fall into this category

2. Leave some, but not half: Some people might take more than half but still leave a small amount, trying to balance self-interest and a sense of fairness. Let’s estimate this as 300 + 50
3. Split equally, 5 dollars each: People who strictly follow norms of fairness and equality might decide to split the money equally. This could be around 350 + 50 people

4. Leave more than half: Some people might want to appear (to themselves or a hypothetical observer) more generous or altruistic and may, therefore, leave more than half of the
money. This could account for about 100+ 50 people

5. Leave all 10 dollars: The least likely scenario might be individuals who leave all the money, either out of extreme generosity or misunderstanding of the task. This might be around
50+ 30 people

These are rough estimates and the actual outcomes could be different. It’s also important to consider that many factors such as the participants’ current financial situation,
understanding of the task, perception of fairness, cultural background, and mood can influence their decisions

Table 1. Example of a prompt input to GPT-4, along with GPT-4’s reply. Instructions from?.
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Fig. 1. Predicted vs actual average giving in the standard dictator game. Each dot represents an experiment
where human participants played the standard dictator game. On the horizontal axis, we report the actual
average giving, on the vertical axis we report the average giving predicted by GPT-4. The red line corresponds
to the 45° line.
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Fig. 2. Predicted vs actual distribution of giving in the standard dictator game. Red diamonds represent the
distribution of giving in the standard dictator games. Blue bars represent the distribution of giving predicted by
GPT-4 in the same games. Error bars represent standard errors of the mean.

The disparity between predictions and actual behavior is evident in Fig. 1, which shows that GPT-4
overestimates the mean level of giving in the majority of studies (73 out of 93). See Table S1 in SI Appendix 1 for
descriptive statistics.

To further investigate GPT-4’s overestimation of human giving, we compared its predicted giving
distribution with the actual giving distribution reported in the corresponding studies, available for 41 studies.
The actual behavior (Fig. 2, red diamonds) displayed a tri-peak distribution of donations: a primary peak at zero
donations (34.7% of observations), a secondary peak at half the endowment (25.9%), and a tertiary peak at full
endowment (8.5%). In contrast, while GPT-4 qualitatively predicted the same peaks, the quantitative predictions
were significantly different (Fig. 2, blue bars). Specifically, the frequency of full givers predicted by GPT-4 was
significantly higher than the actual frequency reported (21.6% vs 8.5%, two-sided t-test: t=3.831, p<0.001),
while the frequency of zero givers and half givers were significantly lower (22.3% vs 34.7%t =—4.229, p<0 0.001;
15.7% vs 25.9%, t-test: t=— 4.239, p<0.001). More in detail, we can estimate the vector of signed errors to be:
Es =(-0.124,-0.007, — 0.023, 0.001, — 0.009, — 0.102, 0.030, 0.038, 0.029, 0.034, 0.131). We can reject the null
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hypothesis that the error component Es(z) is equal to zero (p <0.001) for all components except Es(1), Es(3),
and Es(4)(p=0.417, p=0.822, and p =0.334, respectively).

In summary, while GPT-4 was able to qualitatively predict that the distribution of choices would exhibit
three peaks, its quantitative predictions were imprecise. Specifically, GPT-4 underestimated the proportion
of individuals who distribute the amount equally and the proportion of individuals who keep all the money
for themselves, while it overestimated the percentage of people who give the entire sum to the recipient. A
more granular comparison of predicted frequencies vs actual frequencies showed that GPT-4 overestimated the
frequency of each giving level greater than half of the endowment.

GPT-4's predictions in the extreme dictator games

We then proceed to analyze the “extreme dictator games” introduced in®>. These games were specifically
designed to investigate the influence of language on altruistic behavior®®. Six variations of the dictator game
were conducted, each differing only by the verb used to describe the available actions (i.e., “boost,” “steal,” “give,”
“donate,” “take,” “demand”). Although these games were economically identical, the level of altruistic behavior
varied significantly depending on the verb choice, ranging from 5% in the “boost” condition to 29% in the “steal”
condition (refer to Fig. 3, red diamonds). In particular, the “boost” condition led to a significantly lower level
of altruism compared to the “donate”, “demand’, “take”, and “steal” conditions, whereas the “steal” condition
produced a higher level of altruism compared to all other conditions.

In comparison, GPT-4 also predicted that the linguistic frame would impact altruistic behavior to
some extent (see Fig. 3, blue bars). To enhance precision, we prompted GPT-4 to predict behavior for each
condition eight times, from which we calculated a mean prediction. The error bars in the figure indicate
the standard error of the mean. Notably, GPT-4 accurately predicted that the “steal” frame would result
in higher levels of giving. However, it failed to predict other patterns, such as the “boost” frame leading to
lower levels of altruism compared to the “donate”, “demand”, “take”, and “steal” conditions. Additionally, once
again the model’s estimates were significantly higher than the actual observed behavior (t=17.793, p<0.001).
For instance, in the “boost” condition, GPT-4 predicted that 36.8% of dictators would choose to boost the
recipient. In the “steal” condition, it predicted that 55% of dictators would opt not to steal. The signed errors
were EW,boost - 0318; EW,give = 0230: EWA,donate = 0222> EW,demand = 0240: EW,take = 0255)
Ew, stear = 0.245. We can reject the null hypothesis that these errors are zero in all frames (all p’s <0.001).

GPT-4's predictions in the dictator game with a “take” option

Lastly, we examine the dictator game with a “take” option. Prior experimental findings on this game format
have established two regularities: (i) the frequency of giving more than zero decreases compared to the standard
dictator game, and (ii) the peak at half-endowment tends to diminish>’~%.

GPT-4 correctly predicted both of these regularities. Specifically, regarding the first regularity, in the standard
dictator games, the proportion of people who gave a positive amount was 77.6%. This proportion decreased to
55.1% in the dictator game with a “take” option (t=- 4.491, p<0.001). As for the second regularity, the peak
at half-donors, which had a frequency of 23.7% in the standard dictator games, dropped to a frequency of only
9.1% in dictator games with a “take” option (t=— 2.076, p=0.040).

However, despite GPT-4s accurate qualitative predictions, its quantitative estimates were again higher than
actual giving. The large language model predicted a mean giving of 0.177, in contrast to the actual average giving
of — 0.166. This corresponds to a signed error Ew = 0.343. We can reject the null hypothesis that this error is
equal to zero (z=3.130, p<0.001). For comparative purposes, in Fig. 4 we report the frequencies obtained in
alongside those predicted by GPT-4.

Robustness checks for GPT-4
We conducted several robustness checks. The GPT-4 estimates reported in the previous sections were made in
July 2023. This raises two potential concerns: (i) since GPT-4 may improve over time, it is important to check
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Fig. 3. Predicted vs actual frequency of monetary altruism in the extreme dictator games. Red diamonds
represent the frequency of monetary altruistic choices in each of the six conditions of the extreme dictator
game reported in*’. Blue bars represent the frequency of altruism in the six conditions predicted by GPT-4.
Error bars represent standard errors of the mean.
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Fig. 4. Predicted vs actual distribution of giving in the dictator game with a “take” option. Red diamonds
represent the distribution of giving in the dictator games with a “take” option reported in*’. Blue bars represent
the distribution of giving in the dictator games with a “take” option predicted by GPT-4. Error bars represent
standard errors of the mean.

whether the results can be replicated with later versions of GPT-4, including GPT-4oj; (ii) since the training data
for the July 2023 version of GPT-4 was truncated in April 2021, it is key to test whether the results also hold for
papers made available online before 2021, because GPT-4 may potentially be more accurate in these instances.
Similarly, (iii) considering most of the training data are in English, it is crucial to check whether the results are
consistent specifically in English-speaking countries. As reported in SI Appendix 2, all the previous results are
robust to these specifications.

Furthermore, we checked whether GPT’s predictions may be influenced by the length of the instructions
(defined as the number of words in the text), the impact of the article (measured by the number of citations
according to Google Scholar), the type of participants (students or not), the percentage of the total stake
initially assigned to the dictator, the publication year of the articles (before or after 2021), and the location of
the experiment (English-speaking countries). To this end, we conducted a regression analysis with dependent
variable the accuracy of GPT predictions, defined as the difference between the predicted average by GPT-4 and
the actual average reported in each study. The results show that none of the determinants described above have
a statistically significant effect on prediction accuracy. See Table S2 in SI Appendix 2 for the regression table.

One possible explanation is that GPT-4 generated its estimates by retrieving data from academic papers
available online. If this were the case, we would expect two outcomes: first, that its performance would be
better for studies published before April 2021—when GPT-4’s training data cutoff occurred; second, that its
predictions would be correlated with actual human responses. As shown above, the first expectation is not met.
Regarding the second, we found no significant correlation between GPT-4’s predictions and actual outcomes in
the standard dictator game (p=0.860), the dictator game with a take option (p=0.100), or the extreme dictator
game (p=0.078). Taken together, these findings suggest that GPT-4 is not simply retrieving and synthesizing
existing empirical results from the web.

Bard and bing’s predictions

We also attempted to utilize Bard and Bing as alternative chatbots. However, it appears that they both perform
notably worse than GPT-4 in this particular task. They often encounter difficulties in comprehending the
prompt, display instances of “hallucination’, or become trapped in repetitive errors without any clear way out.
Further details can be found in SI Appendix 3 and 4.

Discussion

This article makes two contributions: (i) it introduces a publicly available benchmark designed to evaluate LLMs’
capabilities in estimating how humans balance monetary self-interest with the interests of others; (ii) it applies
this benchmark to study the performance of four advanced chatbots.

Previous research has introduced benchmarks for evaluating LLMs’ abilities in various domains, including
reading comprehension®#!, mathematical abilities?, reasoning about physical common sense*’, numerical
abilities over financial data’*, and common-sense reasoning*>*°. While these benchmarks assess important
abilities, they overlook a class of decisions of fundamental importance, given the increasing potential for using
LLM:s as decision-making assistants: social decisions.

This work presents a publicly available benchmark aimed specifically at evaluating how well LLMs can
predict the balance between monetary self-interest and the interests of others in decision-making processes. The
closest existing research we are aware of is ref. 47, which also focuses on decision-making. However, their work
primarily uses game theory to benchmark decision-making, comparing LLMs’ decisions to Nash equilibria,
rather than actual human behavior. While insightful, this approach does not allow to measure LLMs’ ability to
simulate real-world human decision-making, which this new benchmark aims to address.
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We studied the capability of four advanced generative Al-based chatbots (GPT-4, GPT-4o, Bard, Bing) to
estimate how humans trade off monetary self-interest and the interest of others. We found that only GPT-4 and
GPT-40 were capable of qualitatively predicting human behavioral patterns in various dictator game formats
and linguistic frames. However, they consistently overestimated the average level of giving. Specifically, this
“optimistic bias” descends from an overestimation of the frequency of monetary altruistic behavior, while
underestimating the frequency of monetary self-interest.

One might hypothesize that GPT-4 has solely relied on retrieving information from papers available on the
web to formulate its estimates. However, if this were true, not only its estimates should have been quantitatively
accurate (or at least correlated with actual human behavior), but also its accuracy should have improved for
those studies that were accessible online by GPT-4 at the time of our analysis, i.e., those published before April
2021. However, our robustness checks indicate that this is not the case, as the accuracy did not improve for these
studies and GPT-4 predictions were not significantly correlated with human behavior. Therefore, there is no
evidence that GPT-4 has retrieved information from papers available on the web.

Overall, these findings align with previous research comparing human decisions to those generated by
GPT-3.5 in similar economic decision-making contexts®2%, For example, one study involving a series of mini-
dictator games found that the estimated altruism parameter for GPT-3.5 was significantly higher than that
observed for human participants®.

This “optimistic bias” may be attributed to GPT-4’s training datasets, as is commonly explained when GPTs
display biases, such as in the case of gender or racial biases***?. However, if this were the case, we would see the
same “optimistic bias” also among humans. Instead, this “optimistic bias” does not appear to be shared by humans.
For example, ref.>! even find a “pessimistic bias”, whereby individuals tend to underestimate others’ prosociality
and overestimate selfishness. In contrast, Ref.>? found that human predictions generally align with observed
behavior when the dictator is male, but tend to overestimate the frequency of inequity-averse behavior when the
dictator is female. These findings suggest that GPT-4’s tendency to overpredict monetary altruistic behavior may
reflect specific features of LLM training or inference rather than mirroring typical human decisions.

In fact, as an alternative explanation, it is possible that the reinforcement learning with human feedback
(RLHF) stage of GPT-4s training, intended to enhance its ability to generate human-like language and respond
appropriately to different inputs, may have contributed indirectly to its adoption of an over-optimistic view of
human altruism'®. Recent research indicates that several LLMs, including GPT-4, display liberal biases across
multiple domains—ranging from political preferences to decision-making in moral dilemmas and the gender
assignment of protagonists in stereotypical contexts®>~>°. Furthermore, models that have not undergone RLHF
do not exhibit these biases, suggesting that RLHF may be contributing to outputs that are more “politically
correct”. Consequently, the optimistic bias observed in our study might partly stem from these influences.
Nevertheless, the precise mechanisms behind it are difficult to ascertain due to the “black-box” nature of current
chatbots. Future work could disentangle these possibilities by comparing the performance of LLMs that have
gone through RLHF with base models>® and by comparing LLM predictions with those of both domain experts
and non-experts to more comprehensively assess their relative accuracy and underlying biases.

Our findings have implications for the use of LLMs as assistants in decision-making in social domains, as
estimating people’s behavior is a precondition for LLMs to formulate behavioral guidance or recommendations.
This is true especially for users who expect LLMs to be correct and heavily rely on LLM-generated insights to form
their beliefs. Overly optimistic expectations about human altruistic behavior may lead to disappointment!*>7-%8
and, in turn, potentially to frustration®® and even social conflict®® or ineffective and harmful decisions based on
inaccurate predictions in public policy or business contexts, e.g., in the case of healthcare and environmental
policies. Related to this, future research could study users’ expectations regarding LLM-generated advice in
domains related to prosocial behavior and assess their reactions when confronted with biased outputs, to test
the extent to which users experience disappointment or frustration when receiving LLM-generated advice
that conflicts with their own beliefs or expectations. Furthermore, comparing the emotional impact of biased
LLM-generated advice with that of human-generated advice could provide insights into whether human-AI
interactions elicit distinct reactions compared to traditional human-human exchanges.

It is important to note that we obtained our results using the default LLMs available online, without changing
any model parameter. We made this methodological choice because this is how most users engage with LLMs.
However, aware of this limitation, we encourage future work investigating how changes in temperature and other
model parameters affect predictions. Furthermore, it is important to highlight that we used one-shot, simple
prompts asking the LLMs to estimate giving behavior. Future work could investigate the effects of more complex
prompting strategies, including iterative feedback and exposure to external summaries such as meta-analyses.
This would shed light on whether and how LLMs can self-correct and potentially improve their predictive
accuracy, contributing to broader conversations around human-AI collaboration.

Our work also contributes to the growing literature on the research-based use of generative AL Prior studies
suggest that GPT-3, GPT-3.5, and GPT-4 responses are often aligned with those of human participants®*4-3,
raising the possibility that synthetic Al participants could substitute for humans in certain experimental settings®!.
In contrast, we find that while GPT-4 and GPT-4o can qualitatively capture key behavioral patterns, they fail to
produce quantitatively accurate predictions, at least in the context of the dictator game. These findings suggest
important limitations in relying on synthetic data in behavioral research, and offer a more cautious perspective
within the broader discussion about the potential for LLMs to replace human participants.

Methods

We gathered experimental instructions for dictator games from diverse sources. First, we issued a public call
on the forums of the Economic Science Association (ESA) and the Society for Judgment and Decision Making
(SJDM), inviting behavioral scientists to contribute instructions from dictator game experiments they had
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conducted. Additionally, we conducted manual searches in the relevant literature to supplement the instructions
collected through the forums. This data collection process resulted in 106 unique experimental instructions for
dictator games. These instructions were drawn from 38 different research articles and represented experiments
conducted in 12 distinct countries.

We obtained the mean donation values and choice distributions from the corresponding papers or directly
from the authors for each of the games included in the analysis. In cases where the distributions of choices
were not explicitly provided but were represented in histograms in the papers, we employed a graphic design
software (GIMP) to estimate the frequency of each choice. We utilized the “measure” tool within the software
to evaluate the height of each column in the histograms. By vertically traversing from the top to the bottom of
each column, we determined the measurement indicating the vertical distance between the column’s top and its
base. After measuring all the columns, we used the reference frequency reported on the y-axis to determine the
proportional relationships between the columns and estimate the frequency of each choice.

Next, we utilized GPT-4 (or GPT-4o, Bard, or Bing) to estimate the distribution of choices in each dictator
game. The prompt structure remained consistent across all games. We started by asking GPT-4 to “Please read
the following decision problem’, followed by copying the specific instructions of the game. Then, we asked GPT-
4 to imagine a population of 1,000 people living in the country where the experiment was conducted, and
estimate the distribution of their choices. The prompt requested GPT-4 to report the estimated number of people
making each choice, along with the corresponding error, in the format X + Y. An example of the prompt provided
to GPT-4, along with its response, is presented in Table 1 in the main text.

To prevent any learning within the chat and maintain the integrity of the analysis, we deleted the chat with
GPT-4 after collecting the estimations for each experiment, ensuring that subsequent estimations were not
influenced by prior conversations.

As some experimental instructions were in languages other than English, we relied on translations provided
by the authors of the corresponding papers. While using translated instructions may introduce some degree
of error, we addressed this concern by conducting a robustness check. Specifically, we repeated the analysis
restricting the sample to studies conducted in English-speaking countries, namely the USA, UK, Australia, and
India. Importantly, all results were replicated in these restricted samples (see SI Appendix 2).

In a handful of cases (11 out of 106), and particularly when the endowment is not a multiple of 10, GPT-4 does
not provide estimations in a manner that can be easily translated into 10% increments. Consider, for instance,
the following instructions from®2

Our prompt:

Please read the following decision problem:

You have been assigned into the role of a decision-maker. You have 16 euros. It is your job to decide if you want to give some of the 16 euros
to the recipient who has been randomly assigned to you. Should you choose to give them something, it is for you to decide how much you
want to give

Now imagine that there is a population of 1,000 people living in Finland facing this decision problem. How would you estimate the
distribution of their choices? Please, for each choice, report a result in the form X +Y, where X is the estimated number of people making
their choice, and Y is the error

GPT-4 provides the following answer:

GPT-4’s reply:
The distribution of choices can be estimated based on various factors such as social norms, personal values, and economic circumstances,
but it’s challenging to assign precise numbers without access to specific data about the population in question

Assuming that the population in Finland follows some general trends of generosity and sharing seen in many societies, an estimation might
be as follows:

1. Giving nothing (0 euro): 200 + 50 people. Some people may choose not to give anything due to their personal beliefs, financial situation,
or lack of trust

2. Giving a small amount (1-4 euro): 400 + 50 people. Many people might prefer to share a small portion of their money, which is seen as a
token of goodwill without significantly affecting their own wealth

3. Giving a moderate amount (5-9 euro): 250 + 50 people. Some individuals might give about half of their money, balancing their personal
financial needs with a sense of fairness and empathy

4. Giving a generous amount (10-15 euro): 100 30 people. A smaller group might be inclined to give the majority of their money, perhaps
driven by altruistic values or a desire to make a significant impact on the recipient

5. Giving everything (16 euro): 50 + 20 people. The least common decision might be to give all of their money. This could reflect particularly
strong altruistic values or a minimal concern for personal financial loss in this context

This distribution is just an estimation and can vary significantly based on numerous factors such as cultural, socioeconomic, or
psychological differences within the population. To obtain a more accurate distribution, a survey or experiment within the specific
population would be necessary

To transform these estimations into 10% increment steps, we proceeded in two ways. First, we asked GPT-4
to recast the estimations in 10% increment steps. On its first attempt, GPT-4 produced a new set of estimations
that did not even add up to 1,000. Consequently, we asked GPT-4 to maintain the same underlying distribution
as in its initial response, and to ensure that the estimated number of people in the various categories summed up
to 1,000. However, despite these explicit instructions, GPT-4 was unable to provide estimations that summed up
to 1,000. After several trials, GPT-4 consistently failed to provide a set of estimations that added up to 1,000. This
failure likely stems from GPT-4’s lack of planning ahead that was observed also in other studies®*®*. Therefore,
we resorted to mathematically transforming the estimations provided by GPT-4 into 10% increment steps.

To achieve this, we divided each category proposed by GPT-4 into 10% increment steps; e.g., the “giving a small
amount” category was sectioned into two and a half blocks, corresponding to the intervals (0,10%], (10%, 20%],
and (20%,25%]. Then, the estimated 400 people in this category were uniformly spread across these categories,
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yielding 160 subjects for the full blocks and 80 subjects for the half block. We followed this approach for all the
categories. For simplicity, if a category spanned more than half of a 10% interval, we placed the whole interval
within that category. The outcome of this procedure is reported in the table below. We acknowledge that this
method may introduce a potential error in the estimations. Therefore, as an additional robustness check, we
replicated all analyses excluding instructions for which GPT-4 does not provide results in 10% increment steps.
The outcomes were qualitatively similar and are reported in SI Appendix 2.

Percentage of giving | Estimated proportion
0% 0.2
10% 0.16
20% 0.16
30% 0.1425
40% 0.0625
50% 0.0625
60% 0.0625
70% 0.0333
80% 0.0333
90% 0.0333
100% 0.05
Data availability

All data and code used in the analysis are available on https://osf.io/4gkb3/.
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