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In order to accurately detect series arc fault, this paper proposes a series arc fault detection method 
based on voltage signal which introduces inception with multi-scale parallel convolution operation, 
and combines bidirectional long short-term memory recurrent network (BiLSTM) with attention 
mechanism. Firstly, a household experimental platform was built, and the line voltage signal obtained 
by the experiment was subjected to wavelet transform and principal component analysis (PCA) 
dimensionality reduction to construct a dataset. Secondly, Inception is introduced to extract the multi-
level features of the samples, and the parallel output is input into BiLSTM after global max pooling 
layer. Then, self-attention is used to perform reinforcement learning on the hidden state vector. 
Finally, the output results are classified by the fully connected layer. Compared with the detection 
results of various algorithms, it is verified that this method has more advantages in the identification 
of series arc fault. In addition, additional experiments at different sampling frequencies show that 
the method has good adaptability, and the identification accuracy has better performance when the 
sampling frequency is 10 KHZ, which has certain theoretical guiding significance for the development 
of the series arc fault detection device in the next step.
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According to the data released by the National Energy Administration, social electricity consumption has 
continued to rise in recent years, so the security risks increases too. According to the statistics of the Chinese 
National Fire and Rescue Administration, in 2022, the national fire and rescue team received a total of 825,000 
fires, with 2053 deaths, 2122 injuries, and direct property losses of 7.16 billion yuan. Among them, electrical 
fires accounted for more than 30%. Fires that have occurred due to faulty arcs account for 75 percent of electrical 
fires1. In Europe and North America, series arc faults are regarded as a significant hidden danger leading to 
building fires.According to the national fire protection association (NFPA) in the United States, electrical fires 
cause numerous casualties and substantial property damage each year, with a portion attributed to series arc 
faults. As a result, both regions have established legislation and standards to enhance safety protection against 
such hazards. In the United States, the National Electrical Code (NEC) has gradually required the installation of 
arc fault circuit interrupters (AFCIs) in areas such as bedrooms and living rooms since 2002. One of the primary 
functions of AFCIs is to detect arc faults, including series arcs. In Europe, IEC implementation standards have 
promoted the use of arc fault detection devices (AFDDs), particularly in high-risk environments such as schools, 
nursing homes, and wooden structures, to prevent potential dangers caused by series arc faults.In residential 
buildings, arc can be generated in electrical circuits due to short circuit, overload, poor contact, fault, improper 
use, etc. When an arc occurs, the temperature of the arc core can reach more than 5000 ℃ an electric arc 
generates extremely high heat, accompanied by intense light and loud noise, which can ignite nearby materials 
and lead to serious fires2.

In order to effectively prevent and contain residential fires, the research on arc faults of various low-voltage 
loads has received extensive attention in recent years, and the research on detection of series arc fault has received 
great attention.

The first is based on the physical characteristics of arc faults for arc detection research. Vasile3 proposed 
an arc fault detection and localization method based on electromagnetic acoustic sensing system, combine 
the characteristics of the multiple emission of arc fault with real-time detection signal processing method to 
realize arc fault identification. Hui4 detected the arc voltage signal, current signal and arc light intensity signal 
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respectively, and made a soft decision based on Bayesian information fusion, so as to obtain the best arc fault 
judgment. However, Due to the inflexibility of the installation position of such arc fault monitoring sensors, it is 
difficult to effectively detect arc faults in low-voltage load lines.

Secondly, using the time–frequency domain characteristics of voltage and current waveforms to detect arc 
faults. Jinmi Lezama5 pointed out that the crest factor, skewness and kurtosis coefficient of the series current 
waveform can be used as the time-domain characteristics of the arc fault by using the time-domain analysis 
method. James6 used fast Fourier transform to decompose the monitored voltage and current signals into a 
series of detailed spectral components, and then used neural network to detect arc faults.

With the rapid rise of artificial intelligence, the use of deep learning algorithms has opened up new ideas for 
the detection of arc fault in lines. Jiang7 extracted different aspects of arc features through time domain, frequency 
domain and wavelet packet energy analysis, and then adopted a random forest-based feature selection method 
to select the top ten features closely related to arcs and feed it into a deep neural network for arc recognition. 
Zhang Shuai8 used the multi-layer discrete wavelet analysis method to analyze arc faults with different loads. 
The resulting five-layer discrete wavelet detail values are fused and then the coefficient matrix is converted to a 
phase space image indexed by a colormap. The classification data set generated by the phase space feature map is 
input to ResNet for convolution and classification recognition in the form of three channels. Long9 proposed to 
connect the Fourier coefficients, Mel frequency cepstral data and wavelet coefficient data as features, and import 
them into a deep neural network to distinguish between normal current and fault current.

Due to the excellent feature extraction ability of convolutional neural network10–14. Here we propose a deep 
learning algorithm combining Inception module containing multi-scale parallel convolution operation and 
BiLSTM containing attention mechanism. The specific block diagram of using this algorithm for series arc fault 
identification is shown in Fig. 1

Since the voltage signal related to arc fault is usually disturbed by noise, in order to better highlight the 
effective features and reduce the influence of background noise. In this paper, wavelet transform is performed 
on the voltage signal. At the same time, PCA is used to reduce the dimension of the multi-dimensional vector 
recombined from the original data15, the low-frequency components and the high-frequency components of 
each layer after wavelet transformation, and the eigenvectors with larger contribution rate are retained. With the 
help of multi-scale convolution operation to extract the deep effective features of the input, BiLSTM is used to 
extract the correlation features between different moments of the signal. During model training, the attention 
mechanism is introduced into the hidden state vector of each unit of BiLSTM, so that each update iteration can 
more efficiently increase the weight of effective features, thereby amplifying the gap between effective features 
and background noise, and improving the model’s performance.

Introduction to theory
Introduction to the Inception module
The Inception module with deeper and wider parallel convolution computing capabilities is shown in Fig. 2, 
which has more prominent advantages in mining the deep features of the input signal and expanding the 
receptive field16.

The Inception module has four parallel channels. Features at different spatial dimensions are extracted 
through 1 × 1, 3 × 3 and 5 × 5 convolution operations. Adding 1 × 1 convolutional layers before 3 × 3/5 × 5 can 
reduce the number of input channels and reduce model complexity17. Appropriate padding is used for each 
channel so that the input and output are same in height and width. Finally, the convolution results on each 
channel are concatenated on the output channel.

Fig. 1.  Algorithm block diagram.
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Introduction to LSTM
The core of LSTM is the cell state and the “gate” structure14. Its specific structure is shown in the Fig. 3 below:

The calculation formula of input gate It ∈ Rn×h (the number of samples is n, the number of hidden states is 
h), forget gate Ft ∈ Rn×h and output gate Ot ∈ Rn×h at time step t are as follows:

	 It = δ (XtWxi + Ht−1Whi + bi)� (1)

	 Ft = δ (XtWxf + Ht−1Whf + bf )� (2)

	 Ot = δ (XtWxo + Ht−1Who + bo)� (3)

Control the flow of information through the memory cell Ct ∈ Rn×h gate at the current time step

	 Ct = FtΘCt−1 + ItΘCt� (4)

Control the flow of information from memory cells to the hidden state Ht ∈ Rn×h through output gates:

	 Ct = FtΘCt−1 + ItΘCt� (5)

In general, LSTM controls the information forgetting and memorizing new information in the cell state, thereby 
the information that is valid for the calculation results of the subsequent moments is transmitted, while the 
invalid information is discarded.

Introduction to the BiLSTM
As shown in the Fig. 4 below. In order to better capture the bidirectional feature dependence of time series 
signals, the BiLSTM module is introduced, which is composed of a combination of forward LSTM and backward 
LSTM18.

The forward hidden state and reverse hidden state at time step t are calculated as:

	 H⃗t = ∅
(
XtWxh + H⃗t−1Whh + bh

)
� (6)

	

←
H
t

= ∅
(

XtWxh′ +
←
H

t+1
Wh′h′ + bh′

)
� (7)

Then connect the hidden states 
−→
H t and 

←−
H t in both directions to get the hidden state Ht ∈ Rn×2h as the output 

vector. Therefore, the hidden state of BiLSTM at each time step depends not only on the input of the current time 
step, but also by the subsequence information before and after the time step.

Fig. 3.  LSTM module.

 

Fig. 2.  Inception module.
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Introduction to self-attention
As shown in the Fig. 5 below. In order to more accurately retain and filter out the effective feature information19, 
the attention mechanism is used to perform reinforcement learning on the hidden state vector of BiLSTM.

The first is to import the mini-batch input Xt ∈ Rn×d (sample length is d) into BiLSTM to obtain a set 
of hidden states Ht ∈ Rn×2h, where the hidden state at the current moment is set to S0, A set of weight 
parameters ãt ∈ Rn×2h is obtained by performing ã function operation on S0 and the hidden state Ht of 
each time step, and then this set of weights is normalized to obtain the attention weight vector at ∈ Rn×2h, the 
specific operation process can be summarized as:

	Step 1:	 Take S0 and Ht as input vectors, and introduce two parameter matrices to linearly transform the input 
vector to obtain two vectors kt, q0, where the parameter matrices Wt and W0 are learned and optimized 
in the training data.

	 kt = Wt ∗ Ht� (8)

	 q0 = W0 ∗ S0� (9)

	Step 2:	  Do the inner product of the resulting vector to obtain a weight parameter vector ãt of the same length 
as the hidden state.

	 ãt = kT
t ∗ q0� (10)

	Step 3:	 Perform the softmax operation on the weight parameter vector ̃at to obtain the attention weight vector 
at.

	 at = softmax (ãt)� (11)

Multiply the attention weight vector with the corresponding elements of each hidden state to obtain a set of 
vector sequences ct ∈ Rn×2h, Obviously, the sequence contains the feature information of each time step and 
the weight of each feature for the current time step.

Fig. 5.  Self-attention mechanism.

 

Fig. 4.  BiLSTM module.
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Data preprocessing
Experimental scheme
Regarding the structure of the experimental platform, the power port is connected to the single-phase load 
after the circuit breaker, and the arc fault generator is connected in series in the line. Voltage transformers are 
connected in parallel at the power supply side and the load side respectively to record the voltage waveform 
changes of the corresponding terminals under normal and fault conditions of the circuit. Finally, the collected 
voltage signal is transmitted to the computer through the data acquisition card, and the data is displayed and 
stored by LabVIEW software. The structure of the series arc fault experimental platform is shown in the Fig. 6.

The power supply used in this experiment is standard household AC 220 V/50HZ, and copper stranded wire 
is used as the power supply line of the main circuit. Six kinds of household loads are selected as experimental 
loads, including resistive, inductive and capacitive loads. Each group of experiments lasts 5 min, and a total of 
12 groups of experiments are set up. The load types, parameters and specific schemes of the experiments are as 
shown in the Table 1.

Experimental data analysis
When the sampling frequency is 10KHZ, the data of power supply terminal voltage and load terminal voltage 
under different loads are obtained through experiments.

It can be analyzed from Fig. 7 that when an arc occurs, the voltage at the load terminal is greatly affected by 
the arc, and there will be obvious disturbance changes compared to the voltage waveform at the power supply 
terminal. The power supply terminal connected to the grid can be regarded as a constant current source, so the 
power supply terminal is less affected by the arc.

In the case of sampling time synchronization, the difference between the voltage at the power supply terminal 
and the voltage at the load terminal is recorded as the line voltage, and some line voltage data of various loads 
are intercepted and displayed as follows: the horizontal direction represents the time t (ms), and the vertical 
direction represents the voltage U (V).

It can be seen from Fig. 8 that in the normal state, the line voltage is very small, which is basically equal to 
the voltage division of the line resistance, and the line voltage fluctuates very little, only due to the interference 
caused by the incomplete synchronization of sampling. When a series arc fault occurs, the line voltage value is 
the sum of line resistance divided voltage and the arc divided voltage, the degree of waveform distortion is more 
obvious, the amplitude change is more severe, and it is often accompanied by zero-break phenomenon.

Obviously, the line voltage is greatly affected by the arc, and there is an inherent characteristic relationship 
between the two. Therefore, this paper selects the line voltage signal to detect the series arc fault.

Serial numbers Experimental group Load type Power

1 1–2 Induction cooker 1000 W

2 3–4 Electric fan 40 W

3 5–6 Electric blanket 100 W

4 7–8 LED 20 W

5 9–10 Heater 300 W

6 11–12 Washer 200 W

Table 1.  Load parameters and experimental scheme.

 

Fig. 6.  Experimental platform.
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Wavelet transform
Because the time domain signal has the characteristics of being disturbed by noise and difficult to detect20, this 
paper uses wavelet transform to analyze and mine the time–frequency domain characteristics of the signal. The 
principle is as follows:

	 φj,k (t) = a
−j
2

0 φ
(
a−j

0 t − kb0
)

� (12)

The discrete wavelet transform of z(t) is defined as:

Fig. 8.  Line voltage waveform of each load. (a) Normal state. (b) Fault state.

 

Fig. 7.  Voltage waveforms at the power supply and load terminals.

 

Scientific Reports |        (2025) 15:27324 6| https://doi.org/10.1038/s41598-025-12760-7

www.nature.com/scientificreports/

http://www.nature.com/scientificreports


	
Cj,k =

+∞
∫

−∞
z (t) φj,k (t) dt� (13)

The discrete wavelet reconstruction formula is:

	
z (t) =

∑
j∈Z

∑
k∈Z

Cj,kφj,k (t)� (14)

A single-branch reconstruction is performed on the approximation coefficients A and the detail signal D of 
multiple layers. Here is an example of the LED lamp fault circuit as follows.

It can be seen from Fig. 9 that the mutation region of the high-frequency component of the line voltage signal 
is stable, and its low-frequency component can retain the characteristics of the voltage signal of the load itself.

PCA dimensionality reduction
PCA is a linear dimensionality reduction algorithm21, which can calculate new variables that contain a certain 
proportion of the original information and are independent of each other. The principle can be summarized as:

Assuming that the input matrix Xn×m is composed of m pieces of data of dimension n, the data is normalized 
to the input matrix Xn×m, and the covariance matrix is obtained.

	
Cn×n = 1

m
Xn×m ∗ XT

n×m� (15)

Then find the eigenvalues of the covariance matrix and the corresponding eigenvectors:

	 ET Cn×nE = ∧� (16)

Finally, the eigenvectors are arranged into a matrix from top to bottom according to the size of the corresponding 
eigenvalues, and the first k rows are taken to form a matrix Wk×n, and the data after dimension reduction to k 
dimension is obtained:

	 Yk×m = Wk×n ∗ Xn×m� (17)

In this paper, the wavelet transformed A3, D3, D2, D1 and the original signal S are recombined into a multi-
dimensional vector, and then through PCA dimension reduction, the three principal components with the 
largest contribution rate are retained, and the cumulative contribution rate of the three principal components is 
97.77% above, as shown in Fig. 10. It is beneficial to suppress the influence of background noise22, while reducing 
the input parameters to speed up the calculation.

Dataset construction and algorithm process
Dataset construction
According to the data analysis content of 2.2 in the text, because the line voltage waveform has only a slight 
fluctuation when the load is working normally, the line voltage waveform when the load is working normally 
is classified into one category. Since the line voltage waveforms generated by loads with different attributes 
are different when a series arc fault occurs, the line voltage waveforms when each load fails are marked and 
distinguished when the samples are constructed. Wavelet decomposition and coefficient reconstruction are 
performed on the line voltage signal under each type of label, and the reconstructed coefficients A3, D3, D2, 
D1 and the original signal S are recombined into a multi-dimensional vector, and then the sample dataset is 
constructed through PCA dimensionality reduction.

Fig. 9.  Wavelet transform.

 

Scientific Reports |        (2025) 15:27324 7| https://doi.org/10.1038/s41598-025-12760-7

www.nature.com/scientificreports/

http://www.nature.com/scientificreports


Algorithm flowchart
The flow chart of the algorithm proposed in this paper is shown in the Fig. 11 below:

The specific steps can be summarized as:

	Step 1:	 Build an experimental platform and obtain data, visualize and label the calculated line voltage data, then 
perform 3-layer wavelet decomposition and single-layer reconstruction, and call PCA dimensionality 
reduction to construct a sample data set.

	Step 2:	 The dataset contains a total of 4000 samples. The dataset is randomly scrambled and divided into train 
set and test set according to the ratio of 7:3.

	Step 3:	 The samples are imported into the Inception model in batches, and after multi-scale convolution oper-
ations, they are used to extract deep-level features under different spatial dimensions.

	Step 4:	 The two-dimensional vector is adjusted to one-dimensional through the global maximum pooling layer, 
and imported into the BiLSTM model to extract the feature connections on the previous and previous 
time steps related to the current moment features.

	Step 5:	 An improved attention mechanism is introduced into the hidden state vector output to highlight the 
features that characterize the sample while suppressing the influence of background noise.

	Step 6:	 The hidden state weighted by the attention weight vector is classified by the fully connected layer and 
the Softmax layer.

Result analysis
Here, the confusion matrix23–25 is used to observe the classification effect of the model after training more 
intuitively. The vertical axis is the real label, the horizontal axis is the predicted label, and the values on the 
diagonal represent the probability that the predicted label is the same as the true label, and the remaining values 
represent the probability that the true label is predicted to be another label.

The Fig. 12 shows the training curve, when the loss value is not higher than 0.15 and the iteration stops when 
it does not continue to decrease. From the training curve, it can be seen that when the number of iterations is 

Fig. 11.  Flowchart of the algorithm.

 

Fig. 10.  Principal component contribution rate curve after PCA dimensionality reduction.
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less than 50, the loss value decreases, and when the number of iterations exceeds 50, the loss value increases. 
Terminate the iteration when the loss value is greater than 0.15.

It can be seen from the Fig. 13 that the algorithm in this paper can effectively identify the arc faults of various 
loads, and only has a small misjudgment rate for a small number of loads, which shows that the algorithm has 
excellent performance in the diagnosis of multi-load types of lines.

Comparison of schemes
In order to verify the performance of the model proposed in this paper, it is compared with LSTM, Inception-
BiLSTM and CNN-LSTM. The structure of each network is shown in Table 2.

Each network adopts Adam optimization function and cross entropy loss function, the epoch is 50, and the 
training accuracy curve and AUCROC curves for all models are shown in the Figs. 14 and 15 below.

It can be seen from the AUCROC curve that the AUC value of the model is 0.9823 after the attention 
mechanism is added, which is 0.162 higher than that without the attention mechanism, and the performance of 
the model reaches a high level, and the performance of the model is the best among all models.

Compared with the LSTM model, the recognition effect of the network is significantly improved after the 
convolution module is added, and the recognition accuracy of the deeper and wider convolutional network 
is better. According to the comparison between the algorithm in this paper and Inception-BiLSTM, it can be 

InBiLSTM-A(IBA) Inception-BiLSTM CNN-LSTM LSTM

Input (3,1000) Input (3,1000) Input (3,1000) Input (1,1000)

Convolutional layer 1/(1*1)
Convolutional layer 2/(1*1)(3*3)
Convolutional layer 3/(3*3)(1*1)
Convolutional layer 4/(1*1)(3*3)(3*3)

Convolutional layer 1/(1*1)
Convolutional layer 2/(1*1)(3*3)
Convolutional layer 3/(3*3)(1*1)
Convolutional layer 4/(1*1)(3*3)(3*3)

Convolutional layer (3*3)

Pooling layer(3*3) Pooling layer (3*3) pooling layer (3*3)

BiLSTM layer/8 BiLSTM layer/8 LSTM layer/8 LSTM layer/8

Attention mechanism layer /16

Fully connected layer /7 Fully connected layer /7 Fully connected layer/7 Fully connected layer /7

Table 2.  The structure of each network.

 

Fig. 13.  Confusion matrix of recognition results.

 

Fig. 12.  Training curves.
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seen that adding the attention mechanism can improve the speed of convergence and the effect of recognition. 
Therefore, compared with the other three algorithms, this model is more superior in recognition rate and 
convergence speed, can more quickly and accurately identify the line voltage variation characteristics of 
household loads, and more effectively detect series arc faults generated in the line.

Different sampling frequency test
In practice, the series arc fault detection device samples the voltage signal through a certain sampling frequency 
when identifying the arc fault. In order to have a deeper understanding of the impact of the sampling frequency 
on the accuracy of the series arc fault identification. Through additional experiments, the power supply terminal 
voltage and load terminal voltage signals at three sampling frequencies of 20 kHz, 5 kHz and 1 kHz were collected, 
and the dataset was constructed using the same method as above. The series arc fault detection is carried out by 
the InBiLSTM-AM model. The identification performance under different sampling frequencies is analyzed here 
using standard error plots for all types of loads. The recognition results are shown in the Fig. 16 below.

Obviously, all four sampling frequencies can produce higher recognition rate, which reflects the good 
adaptability of the algorithm. At the same time, it can be seen from the comparison that the recognition accuracy 
is the best when the sampling frequency is 10 kHz, which has certain theoretical guiding significance for the 
development of the series arc fault detection device.

Engineering RealizatioCNN-LSTM
The development logic of the series arc fault detection device is shown in the Fig. 17 below.

Fig. 15.  Comparison of training accuracy curves of each algorithm.

 

Fig. 14.  AUCROC curves for all models.
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The first is to import the collected sequence signal after wavelet transform and PCA preprocessing into the 
model for algorithm training, infer and deploy the trained model to the Jetson TX2 processor. Then use the 
10KHZ sampling frequency to collect the real-time voltage signal according to the sensor, and finally import 
it into the inference model of the processor for prediction and identification. The development and realization 
of the series arc fault detection device has practical significance and application value for preventing household 
electrical fires.

Conclusion
Aiming at the difficulty of arc faults detection in series in low-voltage load lines, an experimental platform was 
built, and the characteristics of relevant voltage data were collected and analyzed. An InBiLSTM-AM model 
based on wavelet transform and PCA dimensionality reduction is proposed to detect series arc faults, and good 
identification results are obtained. At the same time, the effectiveness of the algorithm is further demonstrated 
by horizontal comparison with a variety of algorithms, and the conclusions are as follows.

A series arc fault experiment platform for household loads was built. Through the collected power supply 
terminal voltage and load side voltage of various load circuits, the line voltage of each load in normal and fault 
operation was calculated, and preliminarily analyzed the characterizing effect of the line voltage on the arc fault 
properties of each load.

The voltage of each load line is decomposed and reconstructed by wavelet function, and the characteristics 
of high frequency and low frequency components of the voltage signal are analyzed from the time–frequency 
domain. And a preprocessing method is proposed, which is a multi-dimensional matrix composed of the wavelet 
transformed A3, D3, D2, D1 and the original signal S to form samples through PCA dimensionality reduction.

The InBiLSTM-AM algorithm with attention mechanism is proposed. Compared with the other three 
algorithms, it is verified that the algorithm has obvious advantages in the recognition rate of low-voltage load 
arc faults.

Through additional comparison experiments, it is determined that the model detection effect is the best 
when the sampling frequency is 10 KHZ, which provides a theoretical reference for the development of real-time 
series arc fault detection devices.

The development logic and engineering realization plan of the series arc fault detection device are preliminarily 
envisaged, which has practical significance for preventing low-voltage electrical fires.

Fig. 17.  Logic diagram of detection device.

 

Fig. 16.  Comparison of recognition accuracy under different sampling frequencies.
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Data availability
All data generated or analysed during this study are included in this published article and its supplementary 
information files.
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