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Hyo-Bin Lee, So-Yeon Kwon, Ji-Hae Park, Bori Kim, Geon-Ha Kim, Jang-Hwan Choi &
Young Mi Park

Correction to: Scientific Reports https://doi.org/10.1038/s41598-025-01477-2, published online 28 May 2025

The original version of this Article contained an error in Figure 1, where the histogram used to illustrate the
SuperAger classification scheme is missing yellow filling beyond -1 standard deviation. The original Figure 1 and
accompanying legend appear below.
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Fig. 1. Workflow of the SuperAger identification study. This figure illustrates the workflow of the study aimed
at identifying SuperAgers among elderly individuals. (a) SuperAger classification is performed using SNSB-

IT cognitive tests and blood biomarkers, compared to the cognitive performance of individuals in their 40s.
(b) The machine learning pipeline incorporates feature selection (RFE, BORUTA), data augmentation using
fine-tuned large language models (GReaT), and model interpretation with SHAP to reveal key biomarkers
associated with cognitive resilience.
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The original Article has been corrected.

Open Access This article is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives
4.0 International License, which permits any non-commercial use, sharing, distribution and reproduction in
any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide
a link to the Creative Commons licence, and indicate if you modified the licensed material. You do not have
permission under this licence to share adapted material derived from this article or parts of it. The images or
other third party material in this article are included in the article’s Creative Commons licence, unless indicated
otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence
and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to
obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommo
ns.org/licenses/by-nc-nd/4.0/.
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