
Invulnerability bias in perceptions 
of artificial intelligence’s future 
impact on employment
Felipe Barrera-Jimenez1, Jose Luis Arroyo-Barrigüete2, Eduardo C. Garrido-Merchán3,4 & 
Gonzalo Grinda-Luna3

The adoption of Artificial Intelligence (AI) is reshaping the labor market; however, individuals’ 
perceptions of its impact remain inconsistent. This study investigates the presence of the 
Invulnerability Bias (IB), where workers perceive that AI will have a greater impact on others’ jobs 
than on their own, and Optimism Bias by Type of Impact (OBTI), where individuals perceive AI’s future 
impact on their own job as more positive than on others’. The study analyzes survey data collected 
from 201 participants, recruited through social media using convenience sampling. The data were 
analyzed using a combination of statistical and machine learning methods, including the Wilcoxon 
test, ordinary least squares regression, clustering, random forests, and decision trees. Results confirm 
a significant IB, but not OBTI; only 31.8% perceived AI’s future impact on their own job as more positive 
than on others’. Analysis shows that greater knowledge of AI correlates with lower IB, suggesting that 
familiarity with AI reduces the tendency to externalize perceived risk. Furthermore, bias levels vary 
across professional sectors: healthcare, law, and public administration exhibit the highest IB, while 
technology-related professions show lower levels. These findings highlight the need for interventions 
to improve workers’ awareness of AI’s potential future impact on employment.
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In recent years, particularly with the advent of Large Language Models (LLMs), Artificial Intelligence (AI) has 
transformed daily life and business operations1. AI adoption has surged, driven by its ability to enhance critical 
processes in sectors such as finance, marketing, and manufacturing1–3. To remain competitive, organizations 
increasingly adopt AI to capitalize on emerging opportunities2,4.

Concerns about AI-driven job displacement are increasing, and recent studies show that high-skill 
occupations, once considered immune, now face the risk of automation5,6. Estimates suggest that 46–55% of 
U.S. jobs are exposed to automation by LLMs7. However, many workers may perceive AI as less threatening 
to their own jobs or organizations than to those of others8,9. For example, a Pew Research survey10 found that 
62% of U.S. adults believe that AI will have a major impact on workers generally, but only 28% think it will 
significantly impact their own position. This pattern reflects the Invulnerability Bias (IB), a form of unrealistic 
optimism, in which individuals perceive others as more likely to be affected by negative events11. Given that 
workers’ perceptions of AI’s impact shape their readiness to adapt12,13, understanding the extent of this bias and 
its underlying causes becomes particularly relevant.

Similarly, slightly more individuals (16%) expect AI to benefit themselves than to benefit workers generally 
(13%), suggesting an additional bias10. This study refers to this as Optimism Bias by Type of Impact (OBTI), 
defined as the expectation that, if affected, one’s own outcome will be more positive than others’ outcomes, in 
line with affective forecasting biases14. These biases can coexist but are independent cf.[15]; thus, this article 
addresses IB and OBTI separately.

Despite growing interest in social perceptions of AI, many studies focus on general attitudes, typically 
emphasizing either its benefits or risks16–18. However, empirical research directly addressing IB remains limited, 
particularly at the individual level, although some studies have examined it in organizational contexts9. Other 
studies report general findings without systematically comparing self-perceptions to those of others. These are 
typically descriptive in nature, based on limited qualitative scales and are lacking statistical tests to validate the 
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prevalence of the bias10,19,20. While some studies include sociodemographic variables, they do not analyze them 
as predictors of bias or identify occupationally grouped bias profiles.

The aim of this study is to fill this gap by empirically examining whether individuals exhibit signs of IB 
and OBTI, and to investigate whether these biases systematically vary across sociodemographic groups and 
occupational categories. The goal is to quantitatively test the presence and distribution of the aforementioned 
biases within the workforce.

This study argues that workers tend to perceive AI as having a greater impact on other people’s jobs than on 
their own, indicating a comparative IB. Additionally, it is hypothesized that this perception may be accompanied 
by optimism regarding the expected valence of the impact (OBTI). In other words, individuals not only believe 
that the impact will be less severe for them, but also that if affected, the outcome will be more positive for 
themselves than for others. Finally, it is proposed that this pattern is not uniform across the population; rather, 
it varies by job category.

This article contributes to the existing literature by extending IB theory to individual perceptions of AI’s impact 
in the workplace. It measures both IB strength and OBTI, considering demographic variables, job category, 
and self-reported AI knowledge. Methodologically, the study uses recent survey data from the Spanish labor 
market. Biases are evaluated using paired questionnaire items and numerical scales, with analysis conducted 
through inferential statistics and interpretable machine learning techniques (e.g., Ordinary Least Squares (OLS) 
regression, clustering, and random forest). This approach moves beyond purely descriptive analysis and captures 
both the prevalence of the biases and their variation patterns.

Should the study confirm that workers systematically underestimate AI’s impact on their own jobs, the 
findings would signal a need for targeted interventions to counteract this complacency and strengthen workforce 
resilience in an increasingly automated labor market. If workers do not anticipate the potential impacts of 
AI on their roles, organizational change may be met with resistance, slowing responsiveness and affecting 
competitiveness [cf. 21]. This is particularly relevant in sectors where AI knowledge is low. Research shows that 
improving AI literacy reduces uncertainty and enhances realistic risk perception13,22,23. Addressing these biases 
early is essential for institutional resilience amid accelerating technological change12,16.

The remainder of this paper is organized as follows. Section 2 presents a review of the literature and the 
research hypotheses. Section  3 describes the methodology used for data collection and analysis. Section  4 
reports the results, and Sect. 5 discusses the findings and presents the conclusions.

Literature review
The transformation caused by AI in the labor market has raised concerns about job displacement, increasing 
interest in research on public perceptions of its social impact24,25. As in other risk contexts26,27, people may 
not evaluate these impacts uniformly, and an IB may arise in this scenario. According to Helweg-Larsen and 
Shepperd28, this bias is modulated by factors such as perceived control, severity, proximity, comparative target, 
and affect-related responses to risk. These factors are also relevant when assessing AI’s potential effects on 
employment.

However, explicit measurement of this bias at the personal level is rare in the literature. It appears implicitly 
in some surveys, although without formal statistical testing. For instance, the Pew Research survey10 asked about 
the expected impact of AI on jobs in general versus one’s own job, differentiating the level and valence of the 
impact. The gap between the two assessments points to a clear bias, but it was not statistically analyzed. Other 
large-scale surveys corroborate this pattern. For example, the Ipsos survey19 found that 60% of respondents 
believe AI will affect employment in the next five years, yet only 36% fear their own job could be replaced. 
Similarly, the Eurobarometer Special 460 survey20 reported that while 74% of Europeans think AI will eliminate 
more jobs than it creates, 53% believe their own position would “not at all” be affected by automation.

Weber9 explicitly measures both dimensions of the bias, though from an organizational rather than a personal 
perspective, focusing on how human resources professionals anticipate a lower impact of AI on their own 
companies compared to others. The findings reveal a consistent pattern of bias. Overall, the literature suggests 
a tendency to perceive a greater impact of AI on others’ jobs than on one’s own, pointing to the presence of IB. 
Accordingly, the first hypothesis is:

Hypothesis 1  There is an invulnerability bias in perceptions of AI’s impact, such that individuals believe AI will 
have a significantly greater impact on others’ jobs than on their own.

In addition to these findings on the level of expected impact, manifestations of personal optimism regarding 
the effect of AI have also been documented. In the university context, a qualitative study in Hungary explored 
the perceptions of young students in non-technical fields regarding automation and employment, revealing 
an optimism bias. The results indicated that at a general level, moderate optimism prevailed regarding future 
changes in automation, while at an individual level, perceptions tended to be significantly more optimistic29. 
A similar perception exists in journalism education, where students largely believe AI will not threaten job 
stability30.

This optimistic trend can also be observed in the professional sphere. Woodruff et al.8 point out that white-
collar workers perceive Generative AI (GAI) mainly as a support tool for routine tasks. In the communication 
sector, a qualitative study suggests that optimism bias shapes professionals’ views on AI. While they acknowledge 
the rise of AI-generated content, they still feel relatively secure in their jobs, perceiving AI as a tool for efficiency 
rather than a disruptive force31. Likewise, in another professional field, a global survey of 791 psychiatrists32 
revealed that most expected AI to impact tasks like updating medical records (75%) and synthesizing information 
(54%). Yet only 3.8% thought AI could render their jobs obsolete, and just 17% believed it was likely to replace 
human clinicians in providing empathic care.
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Survey data reinforce this optimistic perception, which is also observed in professional environments. In 
addition to the findings of Pew Research10, which hint at a bias towards positivism, the Ipsos report19 also reveals 
optimism, with 37% of respondents believing that their job will get better thanks to AI, while only 16% believe it 
will get worse. However, the surveys indicate that concern and nervousness are also on the rise33,34.

Taken together, the literature suggests that the valence attributed to the impact of AI is generally favorable 
when individuals assess their own employment, supporting the second hypothesis:

Hypothesis 2  Individuals believe that if an impact occurs, it will be more positive for their own jobs than for 
others’ jobs, thereby creating a personal optimism bias.

Although optimism about AI’s role in employment is widespread, some studies suggest that this perception 
may underestimate its true impact. Earlier research identified less-educated or low-income workers as most 
vulnerable35,36. Frey and Osborne37 found that jobs in management, education, law, engineering, and computing 
were less susceptible to automation. However, as AI advances, this view is changing and new groups are 
increasingly at risk. Orchard and Tasiemski6 warn that GAI could partially or fully replace traditional professions, 
as it is most efficient in tasks like content creation, customer service, or software engineering. Frank5 also notes 
that GAI may automate specific cognitive and creative tasks. Eloundou et al.7 estimate that with full integration of 
LLM-powered software in the United States, 46–55% of jobs may experience significant exposure to automation. 
Even partial disruption could especially affect high-skilled occupations once considered immune.

This pattern is reflected in workers’ perceptions: educational background appears to shape how individuals 
view the risks of automation. Data from the Spanish Foundation for Science and Technology38 indicate that 32.3% 
of respondents without primary education regard robotization as a serious threat, compared to 16.6% among 
those with university degrees. In contrast, Ghimire et al.39 found that in Atlanta, Hispanics and individuals 
with lower educational attainment did not view automation as a major danger. This divergence, also evident in 
the Ipsos19 survey, suggests that educational attainment may shape optimism toward automation; however, the 
direction of this relationship remains unclear, underscoring the need for further research.

These findings suggest that IB and OBTI may differ by occupational group, since perceived proximity to risk 
and the comparison group selected28 are not evenly distributed across the labor market. Workers in repetitive 
roles may consider the risk as more immediate and therefore minimize it less, yet they also expect fewer benefits. 
In contrast, those in prestigious or expertise-based occupations may regard the threat as distant and compare 
themselves with less-qualified groups, reinforcing their sense of security. This reasoning supports the third 
hypothesis:

Hypothesis 3  The biases in AI-impact perceptions vary by job category, revealing specific differences among 
occupational groups.

Methodology
Study design and data collection
A non-probability convenience sampling method was employed, which is appropriate for the exploratory nature 
of the research. This approach aimed to reach a diverse sample of working adults across various professional 
sectors. No incentives were offered, and all responses were anonymous. Although no geographical identifiers 
were collected to ensure participant anonymity, the survey language and recruitment methods strongly suggest 
that most participants are Spanish-speaking individuals, likely residing in Spain. The questionnaire, a 13-item 
survey developed in Google Forms, included Likert-type scales (Q8–Q13), multiple-choice questions (Q1–Q3, 
Q6, Q7), and open-ended responses (Q4, Q5). It covered sociodemographic data (Q2–Q7), knowledge of AI 
(Q13), and the perceived impact of AI on employment, both personally (Q10, Q11) and on others (Q8, Q9). A 
consent question (Q1) ensured voluntary participation and verified that respondents were legal adults, while 
a control question (Q12) assessed response consistency. Sociodemographic questions (Q2–Q7) used standard 
labor-market terminology.

Perception items (Q8–Q11) were adapted primarily from Kochhar10 and cross-checked against major AI 
surveys20,29,38. Kochhar’s10 original time horizon was shortened from 20 to 15 years. The original three-option 
response scale was also replaced with an 11-point scale (0–10), mirroring the grading system used throughout 
Spain’s educational system and therefore familiar to respondents in Spain. Additionally, this scale provides 
balanced anchors (0 = none/very negative, 10 = complete/very positive) and a true midpoint (5). AI knowledge 
(Q13) was self-assessed on a 0–10 scale. A five-participant pilot study led to minor edits. The final survey was 
distributed via LinkedIn posts and e-mail lists (Oct–Nov 2024). Further details are provided in Appendix A of 
the Supplementary Material.

This study did not require ethical approval as per the guidelines of the Ethics Committee of the Universidad 
Pontificia Comillas, which waives the need for approval in cases involving the voluntary collection of 
anonymized data from adult participants. All methods were conducted in accordance with relevant guidelines 
and regulations. The survey was anonymous, and no personally identifiable data were collected. All participants 
provided informed consent for the processing and analysis of their responses. Additionally, all participants 
confirmed that they were of legal age.

The required sample size was 179 for the Wilcoxon test, assuming a small effect (0.25), α = 0.05, and power = 0.9. 
After data collection and cleaning, the final sample included 201 participants. Analyses were conducted in R40.

Job positions (Q4) were grouped into professions for analysis, and educational level (Q7) was recoded into 
three categories: basic education (secondary, high school, vocational training), bachelor’s degree, and graduate 
degree (master’s or doctorate).
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Two bias indicators were developed using the indirect method28, which estimates personal and others’ 
perceptions separately. IB was defined as the difference between the perceived impact on others’ jobs (Q8) and 
the impact on one’s own job (Q10), and OBTI as the difference between the valence of perceived impact on one’s 
own job (Q11) and on others’ jobs (Q9). Both metrics were subsequently converted into binary variables: BIB, 
equal to 1 if IB > 0, and BOBTI, equal to 1 if OBTI > 0.

Data analysis and statistical methods
Data analysis followed a sequential, multi-method approach appropriate for the exploratory nature of the 
study and the structure of the dataset. First, descriptive analyses were conducted to examine the distributions 
and summary statistics of all variables. Second, four derived variables were computed: IB, OBTI, and their 
corresponding binary indicators, BIB and BOBTI. Third, to assess the statistical significance of the observed 
biases, inferential tests were applied to both the continuous and binary versions of these variables. Fourth, 
sociodemographic predictors of bias magnitude were tested using OLS regression models with standardized 
variables and robust standard errors; job category clusters were later included as predictors in a second modeling 
step. Fifth, hierarchical clustering of job categories was performed based on IB and OBTI scores, excluding 23 
heterogeneous “Other” responses. Differences between clusters were examined using the Kruskal–Wallis test 
and Dunn’s post hoc test with the Holm adjustment. Sixth, to further explore potential nonlinear relationships 
and interactions among predictors, two machine learning methods were applied: random forest analysis with 
Shapley value interpretation and a Bayesian-optimized decision tree.

This analytical strategy was deliberately designed to address key gaps in prior research on IB in the context of 
AI-driven employment change. Existing large-scale studies such as Kochhar10 and Ipsos19 rely almost exclusively 
on aggregate descriptive statistics that either do not explicitly differentiate between personal and comparative 
perceptions or do not statistically test the presence of IB. The few works that move beyond description (for 
instance, Weber9 do so at the organizational level, using classical tests and leaving personal-level perceptions and 
advanced analytics unexplored. This study addresses these gaps by (i) constructing individual-level IB metrics 
that contrast self-assessments with assessments of workers in general, and (ii) combining classical inference 
with machine-learning models (e.g., Bayesian-optimized random forest) to uncover non-linear patterns and 
heterogeneity in bias.

Results
Descriptive and prevalence analysis
After data preprocessing, 201 valid responses remained for analysis. Of these, 53.2% identified as women and 
46.8% as men. Regarding educational attainment, 41.3% of participants held a postgraduate degree, 39.8% had 
completed a university degree, and 18.9% reported a basic education level. The age distribution was relatively 
balanced, with 24.4% aged 20–29, 16.9% aged 30–39, 17.9% aged 40–49, 23.4% aged 50–59, 15.9% aged 60–69, 
and 1.5% aged 70 or older. Although the proportion of respondents aged 60 years or older was comparatively 
small, this does not detract from the study’s relevance. Younger cohorts are precisely the segments of the 
workforce that will have to confront and adapt to forthcoming AI-driven transformations, whereas many older 
workers are likely to retire before these changes fully unfold. The survey language and recruitment channels 
indicate that most participants are likely based in Spain. More details are available in Appendix B.

The mean IB value was 1.39, indicating that participants perceived AI’s impact as higher for others’ jobs than 
their own (Wilcoxon test, p < 0.001). Additionally, 59.2% of participants exhibited this bias (χ² = 6.4, p = 0.011).

The mean OBTI was − 0.02, not significantly different from zero (Wilcoxon test, p = 0.905). However, only 
31.8% of respondents exhibited an optimism bias, significantly lower than 50% (χ² = 25.8, p < 0.001). Thus, most 
participants (68.2%) did not show an optimism bias, indicating a general absence of personal optimism.

Regression analysis
Table 1 reports the OLS regression results for IB and OBTI. Predictors include age, gender, educational level, 
self-assessed AI knowledge, and an age-by-gender interaction term. The IB model is globally significant 
(F(6,194) = 5.631, p < 0.001). Both holding a graduate degree (p = 0.005) and higher self-assessed AI knowledge 

IB OBTI

Coef.
Robust std.
error P-value Coef.

Robust std.
error P-value

Intercept 0.087 0.142 0.541 0.049 0.161 0.760

Age −0.069 0.085 0.416 −0.037 0.096 0.701

Female 0.238 0.140 0.090 −0.122 0.149 0.414

Bachelor’s degree −0.091 0.183 0.620 0.043 0.202 0.833

Graduate degree −0.479 0.170 0.005 0.010 0.201 0.959

AI knowledge −0.149 0.067 0.028 0.166 0.082 0.043

Interaction: female-age 0.327 0.132 0.014 −0.085 0.137 0.533

Sample size 201 201

R2/R2 adjusted 0.148/0.122 0.051/0.022

Table 1.  OLS models for IB and OBTI.
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(p = 0.028) are associated with a significantly lower IB. The age-by-gender interaction is also significant 
(p = 0.014), indicating that the effect of age on IB is stronger for women.

In the OBTI model, self-assessed AI knowledge (Q13) shows a significant positive effect (p = 0.043), indicating 
that higher AI knowledge is associated with a greater optimistic bias regarding the impact of AI on one’s own job 
compared to others’. No other predictors were significant.

Job clustering analysis
Eight job categories were consolidated. Twenty-three unclassifiable responses were excluded due to their 
heterogeneity. Figure  1(a) displays a heatmap with the dendrogram from hierarchical clustering (Ward.D2 
method, Euclidean distance). Based on the majority rule in the NbClust package, the optimal number of clusters 
was three. Figure 1(b) shows the job categories distributed into three clusters: Cluster 1 (C1) with high IB and 
low OBTI, Cluster 3 (C3) with high OBTI and low IB, and Cluster 2 (C2) with intermediate values for both 
indicators.

C1 includes Health, Government/Public Administration, and Legal/Law; C2 includes Administration, 
Education, Finance, and Sales/Marketing; C3 consists of IT/Engineering/Architecture. Table 2 presents the mean 
scores for each category. Levene’s test indicated no significant variance differences in IB or OBTI among groups 
(p = 0.207 and p = 0.921, respectively). However, significant differences in IB and OBTI were observed among 
clusters (Kruskal–Wallis test: p < 0.001 for IB; p = 0.020 for OBTI). Post hoc analysis (Dunn’s test) showed that 
C1 had the highest IB score, significantly higher than both C2 (p = 0.004) and C3 (p < 0.001), with no significant 
difference between C2 and C3 (p = 0.185). For OBTI, differences were mainly due to C3’s higher optimism bias, 
which was significantly greater than that of C1 (Dunn’s test, p = 0.015) but not of C2 (p = 0.140); no significant 
difference was observed between C1 and C2 (p = 0.162).

Significant differences in BIB proportions were found between C1 and C3 (p = 0.002), with marginally 
significant differences observed between C1 and C2 and between C2 and C3 (p = 0.098 for both). Nevertheless, 
BOBTI showed no significant differences (chi-square test, p = 0.455), indicating that the optimistic bias 
proportion is similar across clusters despite variations in its average magnitude. Moreover, the prevalence of this 
bias was significantly below 50% in both C1 and C2 (p = 0.001 for both).

Table 2 summarizes the bias indicators and the sociodemographic profile of each cluster. IB and OBTI are 
shown as mean scores, whereas BIB and BOBTI appear as the proportions of respondents exhibiting the bias. 

Bias Indicators Other characteristics

IB OBTI BIB BOBTI AI knowledge Age Female (%) Graduate degree (%)

C1
(n = 61) 2.18 −0.36 0.74 0.28 4.25 47.4 75.4 36.1

C2
(n = 85) 1.07 0.02 0.56 0.32 5.24 42.3 48.2 47.1

C3
(n = 32) 0.59 0.84 0.34 0.41 6.47 38.9 25.0 46.9

Table 2.  Bias values by cluster.

 

Fig. 1.  Clustering analysis of job categories based on IB and OBTI. (a) Heatmap of clustering. (b) Cluster 
distribution.
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The table also reports each cluster’s mean age and self-assessed AI knowledge, together with the percentages of 
female participants and respondents holding a graduate degree. These results indicate that C1, with the highest 
IB, has a greater proportion of women and lower average AI knowledge, while C3, with no significant IB, has 
fewer women, higher AI knowledge, and a slightly younger population. Some of these differences in IB indicators 
may be attributable to the clusters’ sociodemographic composition.

To further assess the contribution of job category to IB, a regression model was estimated with job category 
cluster as a predictor. The results, summarized in Table 3, confirmed that individuals in C2 and C3 had significantly 
lower IB than those in C1 (p = 0.010 and p = 0.018, respectively), indicating that job category influences IB, with 
C3 showing the lowest levels. Additionally, gender (p = 0.043), postgraduate-level education (p = 0.006), and 
the age-by-gender interaction (p = 0.015) remained significant predictors of IB. Thus, while sociodemographic 
factors influence bias, job category-based clustering provides an additional explanatory dimension.

The same procedure was repeated for the OBTI model, incorporating the cluster variable as a predictor. 
However, none of the predictors reached statistical significance.

Random forest and decision tree analysis
Machine learning methods were applied to capture potential non-linear relationships and to complement the 
explanation of IB. Job variables were specified at a more granular level to enable a finer-grained analysis of their 
effect on IB; instead of using the clusters derived in the previous stage, the original occupational categories were 
retained. First, a random forest model was trained on the dataset, which was split into training and testing sets, 
and Shapley values were calculated to assess each variable’s influence on IB. Figure 2 presents the Shapley values 
for all variables explaining IB. Larger absolute Shapley values indicate greater importance in explaining the bias, 
with positive (red) and negative (blue) contributions. Notably, the AI knowledge variable exhibits the highest 
Shapley values, predominantly negative. This suggests that individuals with greater AI knowledge tend to hold 
more extreme opinions, generally showing lower IB, although some cases indicate higher bias.

A similar pattern is observed for the valence of the perceived impact of AI on one’s own job (impact_type_
person, Q11). Individuals who perceive AI as having a more negative impact on their own job (blue points) tend 
to exhibit higher IB. This indicates that perceiving AI as a significant threat to one’s position may reinforce the 
bias rather than reduce it. This result is coherent with the (modest) negative correlation observed between IB 
and OBTI (r = −0.14, p = 0.042).

A decision tree model was trained to predict IB using 10-fold cross-validation repeated three times to reduce 
estimation bias and variance. Due to the sensitivity of decision trees to hyperparameters, Bayesian optimization 
(20 iterations) adjusted three key parameters: maximum tree depth, minimum instances for a split, and minimum 
instances in leaf nodes. The resulting optimal tree is shown in Fig. 3.

Figure  4 displays the importance of each variable. The first split in the tree is based on AI knowledge, 
consistent with the Shapley analysis and highlighting its strong association with IB (Table 1). The second split 
is determined by the perceived impact valence of AI on one’s own job, which also ranks as the second most 
important variable in the Shapley analysis. Age is selected as the third split, consistent with its fourth-place 
ranking in the Shapley value analysis.

The consistency between the Shapley value analysis and the decision tree results provides additional empirical 
support for the non-linear explanatory power of these variables with respect to IB.

Discussion and conclusions
This study investigates the presence of biases in perceptions of AI’s future impact on employment. The 
theoretical basis for applying IB to AI-driven labor displacement is as follows. Although IB originates in health 
psychology, its essence lies in comparative optimism. Thus, it naturally applies to contexts involving AI and job 
displacement. For example, in both health and employment contexts, individuals may ask themselves, “Will 
I be the one affected?” and often respond, “Probably not; others more than me.” Therefore, IB is not limited 
specifically to health contexts but represents a general psychological mechanism used to distance oneself 
from perceived threats, in this case, job substitution by AI. Such an event clearly poses a threat, as it would 

Coef.
Robust std.
error P-value

Intercept 3.637 0.753 0.000

Age −0.016 0.014 0.259

Female −1.868 0.917 0.043

Bachelor’s degree −0.554 0.443 0.213

Graduate degree −1.067 0.385 0.006

AI knowledge −0.091 0.067 0.180

C2 −0.940 0.360 0.010

C3 −1.177 0.491 0.018

Interaction: female-age 0.050 0.020 0.015

Sample size 178

R2/R2 adjusted 0.172/0.133

Table 3.  OLS model including job clusters as a predictor of IB.
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result in unemployment. Moreover, as has been shown, when applied to AI, it reflects the same psychological 
mechanism: distancing personal risk by shifting it onto others. The perception of AI in the employment context 
thus exemplifies comparative optimism regarding a threat to one’s job security.

The results confirm Hypothesis 1, revealing an average IB in judgments of impact: AI is perceived as 
having a greater effect on others’ jobs than on one’s own (p < 0.001). This bias was present in the majority of 
respondents (59.2%), a significantly predominant proportion (p = 0.011). This finding confirms previous 
results9,10,29, while providing new empirical evidence from a different sociocultural context and employing 

Fig. 2.  Shapley values associated with invulnerability bias for each of the explanatory variables’ values.

 

Scientific Reports |        (2025) 15:28698 7| https://doi.org/10.1038/s41598-025-14698-2

www.nature.com/scientificreports/

http://www.nature.com/scientificreports


a direct, robust measurement of IB. Specifically, this study moves beyond the descriptive approach of prior 
surveys10 and qualitative studies29, as neither explicitly quantified this bias. In contrast to Weber9, who examined 
IB at the organizational level, this research analyzes the phenomenon at the individual level in a heterogeneous 
sample of Spanish-speaking professionals. Beyond traditional statistical methods, machine learning was used 
to uncover nonlinear relationships and to profile bias subgroups that may be overlooked in linear analyses. 
Thus, this approach provides a more detailed and contextualized understanding of IB in a distinct sociocultural 
environment.

Firstly, OLS analysis indicates that both AI knowledge and postgraduate education influence IB, consistent 
with previous research identifying these variables as key differentiators in opinions on automation20,38,39. Higher 
AI knowledge and education levels are associated with a lower degree of IB, suggesting a greater ability to 
recognize AI’s impact on one’s own job and a reduced tendency to externalize risk. However, it is important to 
note that AI knowledge in this study is self-assessed, so its effect may reflect not only actual knowledge but also 
greater confidence and cognitive openness.

Fig. 4.  Variable importance in the decision tree.

 

Fig. 3.  Optimal decision tree to explain IB.
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Recent research in technological contexts suggests that individuals with higher levels of digital literacy are 
less likely to underestimate risk18. Similarly, meta-analyses on emerging technologies have shown that technical 
knowledge is associated with a lower subjective perception of risk, shaping how individuals interpret and evaluate 
potential technological impacts17. Specifically, in the context of AI, greater literacy not only reduces uncertainty 
and strengthens self-efficacy but also promotes more objective risk assessments23 and a more receptive emotional 
attitude towards technological change13,22. Taken together, these findings support the idea that individuals with 
higher education and greater AI knowledge exhibit less bias, as their judgments are informed by a more objective 
understanding rather than by general assumptions.

Secondly, a significant interaction between age and gender was observed, such that women exhibited a more 
pronounced IB that increased with age. However, the gender-by-age interaction pattern requires clarification. 
In the baseline model (Table 1, without occupational controls), gender is not significant, but the age-by-gender 
interaction is positive, indicating that IB rises with age among women. Once job-cluster dummies are included 
(Table 3), the gender main effect turns negative and significant (β = − 1.868, p = 0.043) while the interaction 
remains positive but smaller (β = 0.050, p = 0.015). This shift suggests that the initial gender pattern was partly 
confounded by occupational concentration, as many older women work in public-sector and legal professions, 
the cluster with the highest IB. After controlling for occupation, women display a substantially lower IB than men 
across the observed age range. Although the age-by-gender slope decreases, it does not reverse the ordering, so 
the gender gap narrows only modestly at older ages. Future research should verify this interaction with stratified 
samples and sector-specific analyses.

Regarding Hypothesis 2, the results show no evidence of OBTI. In fact, only 31.8% of participants perceived a 
more positive impact on their own job than on others’, representing a statistically significant minority (p < 0.001). 
Contrary to expectations, this provides sufficient evidence to reject Hypothesis 2. More specifically, the results 
indicate a lack of personal optimism about the type of impact that AI could have on one’s own job.

Although prior studies reported generally optimistic responses to automation10,19,32, this study finds 
no evidence of OBTI. Unlike previous research, optimism bias was explicitly measured here, prompting 
participants to consider personal impact, potentially increasing risk awareness by reducing psychological 
distance [cf. 28]. Sustained media exposure can further reduce psychological distance41, and in contexts with 
polarized narratives about AI42, perceived threats may appear more immediate and personal. When coverage 
emphasizes job replacement without offering coping strategies, it tends to heighten labor-related risk sensitivity 
and trigger more defensive responses13,43,44. According to Slovic21, difficult-to-control or catastrophic risks foster 
more negative evaluations, which reduces perceived control and, consequently, optimistic bias28. This pattern is 
echoed in public perceptions of emerging technologies17 and in recent surveys showing increased concern and 
nervousness19,33,34.

Hypothesis 3  is supported by the clustering analysis and further confirmed by OLS regression. Significant differ-
ences in IB were identified among the clusters, with C1 (comprising the health, law, and public administration 
sectors) exhibiting the highest values. This is particularly notable since AI has demonstrated high efficiency in 
tasks such as disease diagnosis45,46, information processing, and legal decision-making47,48. Moreover, studies 
such as Eloundou et al.7 suggest that these fields are among the most exposed to automation, raising questions 
about potential overconfidence in these professions. One possible explanation is that, because these roles are 
traditionally regarded as secure and may involve lower AI knowledge, individuals in these sectors may perceive 
their positions as less vulnerable to technological disruption. In contrast, only 34% of individuals in C3, which 
includes technology, engineering, and architecture professions, exhibit IB, potentially due to greater familiarity 
with AI in their daily work environments49.

At the aggregate level, workers who foresee a greater impact of AI on their own jobs (lower IB) tend to 
expect a more positive outcome for themselves (higher OBTI), a pattern especially pronounced in C3 (see 
Table 2). C1 displays higher IB alongside lower OBTI. This (modest) inverse relationship between IB and OBTI 
suggests a dual-pathway pattern. Well-informed and highly educated respondents, who score lower on IB, also 
register higher OBTI, suggesting a competence-based optimism: they judge the magnitude of AI’s impact on 
themselves more realistically yet remain confident that they can turn that impact to their advantage. In contrast, 
respondents with limited education or AI knowledge exhibit the mirror image, higher IB but lower OBTI. This 
is consistent with a defensive mechanism: they minimize the threat’s magnitude to themselves by projecting the 
threat onto others’ jobs, while anticipating a more negative personal outcome when pressed to specify valence. 
Recent research indicates that technology can foster current job optimism but also create uncertainty about 
future prospects16, especially when individuals doubt their ability to adapt and perceive AI as a direct threat 
to professional continuity12,50. This response is likely intensified by a broader emotional climate of growing 
nervousness about AI1. According to the affect heuristic, emotional appraisals of risk can further amplify 
perceived severity, even when personal risk is downplayed51. Thus, the combination of IB and lack of OBTI 
may function as a defensive shield and a catalyst for coping with potential adverse outcomes. This competence-
versus-defense dynamic reconciles the modest negative IB-OBTI correlation (r = −0.14, p = 0.042) and the 
cluster pattern (C3 vs. C1). However, larger, stratified studies will be needed to test these mechanisms formally.

Although preliminary and derived from a convenience sample, these results highlight two complementary 
policy levers: (i) AI-literacy initiatives to reduce inflated invulnerability and (ii) targeted reskilling support to 
attenuate defensive pessimism among less-prepared groups. Such initiatives should address not only technical 
abilities but also human skills, including communication, problem-solving, and decision-making, which are 
essential for preparing workers52. In addition, emotional well-being should be considered, as the pressure to 
acquire new skills can create cognitive challenges13,53. Timely identification of IB and OBTI biases among 
employees and managers is crucial for all major departments within an organization. Managers, in particular, 
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must recognize the implications of these biases, as top management plays a central role in effective AI innovation 
strategies54,55. As a first step, organizations should implement a brief and focused mandatory training course on 
cognitive biases and their consequences, ensuring that all employees, not just managers, are aware of these issues. 
Given the diversity of job roles, each employee should then decide whether further upskilling in AI is appropriate 
for their position56. Fostering a culture of continuous learning in AI and technology, while addressing both 
cognitive biases and technological anxiety, is a critical strategic factor for successful and rapid AI adoption57,58.

The development of an AI-oriented culture within organizations also depends on the skills and attitudes 
acquired during formal education. To maximize the effectiveness of these initiatives, it is important to consider 
how learning environments shape AI knowledge and risk perception. Exposing students to professional 
perspectives, such as lectures by industry experts, not only enhances career orientation59 but also clarifies how 
AI is applied across sectors. This bridges academic content with practical applications, fostering a realistic view 
of risk. Combining these experiential opportunities with classroom instruction further reinforces understanding 
and communication skills60, supporting a balanced perspective in rapidly changing technological contexts.

Limitations and directions of future research
The main limitation of this study is that the sample is primarily drawn from Spain, which may limit 
generalizability due to sociocultural influences. Additionally, the study relies on a voluntary, open-call sample. 
Although anonymity and the absence of incentives help reduce social desirability bias, this recruitment 
strategy can introduce self-selection bias, likely over-representing individuals more interested in AI or with 
stronger opinions. The sample is also skewed toward highly educated, white-collar respondents (81% with a 
university degree), shows a slight bias toward younger adults (ages 20–29), and includes very few participants 
over age 69. Prior literature61 indicates that higher educational attainment is linked to a greater perception of 
risk, which could contribute to a lower observed IB. Our results indicate that higher levels of education and 
greater AI knowledge are associated with lower IB, whereas the effects of age appear to be weaker. However, 
because younger, highly educated respondents often display greater digital skills62, this sample profile may have 
contributed to a lower observed IB, possibly due to higher self-perceived familiarity with AI. Overall, these 
sample characteristics likely lead to an underestimation of population-level IB; thus, the mean value of 1.39 
should be interpreted as a conservative lower bound. Future studies should employ probability or stratified 
sampling to enhance representativeness and replicate this design across broader and more diverse populations, 
including a broader age range, more variation in participants’ country of residence, occupational groups, and 
education levels, to test the robustness and generalizability of the observed biases.

While Common Method Variance (CMV) is a potential concern in single-source survey designs, IB and 
OBTI were computed as difference scores between parallel items, which helps minimize the impact of uniform 
response tendencies. Although residual method bias cannot be fully ruled out, this approach reduces its influence 
on the main variables. Future research should incorporate multi-source data and formally test for CMV.

Moreover, future studies could complement this quantitative approach by incorporating qualitative methods 
such as interviews or focus groups. These techniques may help uncover the underlying motivations, beliefs, 
and contextual factors that drive the emergence of bias. Exploring individual narratives could provide a deeper 
understanding of how workers interpret AI-related risks and why certain groups are more prone to biased 
perceptions.

Another promising direction for future research involves intra-sector comparisons. This would involve 
adding another level of disaggregation to the self-versus-others comparison by asking respondents to assess 
the impact of AI on other workers within their own sector or professional group. While the present study was 
based on a general and inter-sectoral comparison, capturing broad perceptions across the labor market, this 
more specific approach could offer complementary insights that enrich the interpretation of IB in concrete 
professional contexts.

Finally, incorporating objective measures of AI knowledge would allow for a more precise assessment of its 
relationship with the identified biases.

Data availability
The survey dataset generated and analyzed in this study is available as supplementary material.
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