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An enhanced social emotional
recognition model using
bidirectional gated recurrent unit
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Social-emotional learning (SEL) is gradually becoming a region of attention for defining children’s
school readiness and forecasting academic success. It is the procedure of incorporating cognition,
behaviour, and emotion into daily life. School structure contains systemic practices to integrate SEL
into teaching and learning so that kids and adults construct social- and self-awareness, acquire the
ability to handle their specific and other’s feelings and behaviour, make reliable decisions, and build
positive relations. Recent school-based programs have demonstrated that SEL greatly improves
mental and physical health, academic success, moral judgment, citizenship, and motivation. This
paper proposes a Deep Representation Model with Word Embedding and Optimization Algorithm for
Social Emotional Recognition (DRMWE-OASER) methodology. The DRMWE-OASER methodology
primarily aims to develop an effectual method for detecting social-emotional learning using advanced
techniques. At first, the text pre-processing stage is applied at various levels to clean and convert text
data into a meaningful and structured format. Moreover, the word embedding process is implemented
using the TF-IDS method. Furthermore, a bidirectional gated recurrent unit with attention mechanism
(BiGRU-AM) method is employed for classification. Finally, the improved whale optimizer algorithm
(IWOA)-based hyperparameter selection process is utilized to optimize the classification results of the
BiGRU-AM method. A wide range of experiments using the DRMWE-OASER approach is performed
under emotion detection from text dataset. The experimental validation of the DRMWE-OASER
approach portrayed a superior accuracy value of 99.50% over existing models.

Keywords Word embedding, Social emotional recognition, Deep learning, Improved whale optimization
algorithm, Text Pre-Processing

Supporting children in developing emotional and social skills is crucial for their long-term growth. One effective
method to foster these skills in children is involving them in daily conversations'. This paper underlines key
features to consider aside from the number of languages children may hear. Consider, in detail, how various
forms of emotion and mental status language might impact emotional and social learning, in addition to the
significance of studying the context in which the language takes place and the child’s wider surroundings?.
Owing to this framing, aspiration to encourage children’s emotional and social learning over daily language.
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Accordingly, in the first years, children participate in emotional and social learning, allowing them to improve
necessary skills related to healthy long-term growth?, in association with the most critical advances in developing
SEL. This change is not only about language proficiency; it includes the complete development of students,
highlighting their emotional capacity, ability, and resilience to communicate with different cultures and peers*.
An artificial intelligence (AI)-improved SEL infrastructure deals with these challenges by expressing good
learning opportunities, giving real-time responses, and adopting an understanding learning environment. By
utilizing natural language processing (NLP), adaptive learning technologies, and data analytics, trainers can
form targeted approaches that improve student commitment and support emotional stability®. SEL programs are
a possible solution not only to improve academic and behavioural results for students but also to affect healthy
personal relationships, social trust, and warmth®.

Nevertheless, these solutions have not been derived from minority students because of some possible flaws in
the current SEL programs. Conventional teaching models frequently avoid the social and emotional dimensions
of learning, resulting in separation and adversarial psychological effects on students’ complete welfare’. SEL has
developed as essential in generating empowering learning environments that encourage emotional intelligence
or academic success. Advanced search proof verifies that SEL skills are educated and determined, support
assured growth, minimize unwanted behaviours, and enhance students’ health-related behaviours, academic
performance, and citizenship®. Besides, these skills forecast important lively outcomes such as finishing high
school on time, attaining a university degree, and getting a permanent job’. Current empirical observation
proving that SEL encourages students’ academic, career success, and life has resulted in local, federal, and state
policies that help a country’s younger generation’s academic, social, and emotional development!°. Supporting
the development of emotional and social abilities in early childhood is crucial for overall well-being and future
success. These skills can be developed in children by engaging them in every interaction. Understanding the
impact of diverse emotional expressions and mental states on learning enables the development of more effective
educational strategies. Additionally, recognizing the environment and context surrounding the child improves
the impact of these interactions. This highlights the significance of creating models that can accurately interpret
social and emotional cues to support children’s growth better.

This paper proposes a Deep Representation Model with Word Embedding and Optimization Algorithm for
Social Emotional Recognition (DRMWE-OASER) methodology. The DRMWE-OASER methodology primarily
aims to develop an effectual method for detecting social-emotional learning using advanced techniques. At
first, the text pre-processing stage is applied at various levels to clean and convert text data into a meaningful
and structured format. Moreover, the word embedding process is implemented using the TF-IDS method.
Furthermore, a bidirectional gated recurrent unit with attention mechanism (BiGRU-AM) method is employed
for classification. Finally, the improved whale optimizer algorithm (IWOA)-based hyperparameter selection
process is utilized to optimize the classification results of the BIGRU-AM method. A wide range of experiments
using the DRMWE-OASER approach is performed under emotion detection from text dataset. The significant
contribution of the DRMWE-OASER approach is listed below.

o The DRMWE-OASER model applies comprehensive multi-level text pre-processing to clean and organize
raw data, enhancing its quality and structure for more accurate analysis. This step ensures that subsequent
models receive well-prepared inputs, improving overall system performance. It plays a significant role in fa-
cilitating effective feature extraction and classification.

o The DRMWE-OASER approach employs the TF-IDF method to generate meaningful word embeddings that
capture the significance of terms within the text, improving feature representation. This approach enhances
the model’s capability to distinguish relevant patterns and semantic relationships. It provides robust input
features that assist in accurate and efficient classification.

o The DRMWE-OASER methodology implements the BIGRU-AM model to effectively capture contextual data
in sequential text data, improving classification accuracy. Integrating an AM allows the model to concentrate
on the most relevant features, improving the handling of long-term dependencies and overall performance.

o The DRMWE-OASER method implements the IWOA model to fine-tune model parameters, effectively im-
proving convergence speed and accuracy. This optimization approach assists in avoiding local minima and
enhances overall model performance. It ensures optimal parameter selection for robust and reliable results.

o The DRMWE-OASER technique integrates BIGRU with an AM model, improved by IWOA-based tuning,
to present a novel framework that significantly enhances social-emotional recognition accuracy. This incor-
poration effectively captures contextual dependencies and adaptive optimization of model parameters. The
approach balances deep sequential learning with advanced metaheuristic optimization to present robust and
precise results.

The article is structured as follows: Sect. 2 presents the literature review, Sect. 3 outlines the proposed method,
Sect. 4 details the results evaluation, and Sect. 5 concludes the study.

Literature review

Mahendar et al.!! developed a spatial attention network using the methodology of CNN (SAN-CNN). This
technique underscores the saliency characteristics and spatial importance between neighbouring pixels. Initially,
a median contour filter is employed for the pre-processing process. Furthermore, mask-assisted ROI is utilized
to segment features. Additionally, CNNs, landmark localization, and head position approximation based on
spatial attention networks are implemented for classification. Zhang et al.!? introduced a deep learning (DL)
model, namely a multimedia-based ideological and political education system utilizing DL (MIPE-DLT).
This approach evaluates the behaviours and the capacity of students doing higher studies in collecting data
and understanding the impacts of spreading innovations in philosophical and governmental instruction. This
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protocol flow is performed by utilizing multimedia models. Sowmya et al.!* implemented a DL methodology,
namely BILSTM. At present, a substantial segment of research focuses on textual categorization depending on
sentiments, with a trivial segment concentrating on emotion recognition, specifically in business applications.
The primary objective of the presented technique is to reduce the gap between the business establishments
and the consumers by evaluating the reviews depending on emotion classification. This assists in furnishing
institutions with a systematic approach to understanding consumer feelings, giving a more accurate product
performance analysis. Kousika et al.'* introduced an advanced web application that enables users to submit
various forms of content, comprising images, texts, videos, and audio, to evaluate hate content. This also utilizes
bidirectional encoder representations from transformers (BERT) CNN and VGG16 CNN approaches to perform
a detailed review of given data in diverse structures. Accentuating the emotion detection in textual content
and hate speech, the model extends to integrate facial emotion detection for imageries. Wang et al.!> presented
a methodology by incorporating pitch acoustic factors with DL-based features to evaluate and comprehend
emotions exhibited during hotline communications. To understand its clinical significance, this methodology is
utilized in assessing the frequency of negative feelings and the emotional alterations in the dialogue, associating
the individuals with suicidal thoughts with those without. Blazhuk et al.! developed a methodology to recognize
emotional components and communication aims of textual messages utilizing NLP tools for anticipation of
emotions and forming an expert opinion concerning the communication intentions depending on the dominant
emotional factor with justification in the form of a list of emotionally coloured words and phrases. The approach
also employed bidirectional learning and a multi-headed AM. After analyzing various animal emotion detection
models.

Benedict and Subair'” proposed a DL-assisted edge-enabled serverless architecture. Moreover, a study on the
cost impact of integrating serverless-based techniques is accomplished for the detection models. Furthermore,
the study provided directions for developing edge-enabled serverless architectures that improve socioeconomic
situations while averting human-animal conflicts. Khodaei et al.!® presented a model to detect emotions in
Persian text by preparing a labelled dataset covering six basic emotions (JAMFA) and evaluating multiple models
including FastText-BiLSTM, Convolutional neural network (CNN)-bidirectional encoder representations from
transformers (CNN-BERT), recurrent neural network (RNN)-BERT (RNN-BERT), and an optimized BERT-
BiLSTM (OBB) approach. Guo et al.'’ improved emotion recognition in panoramic audio and video virtual
reality content by utilizing the XLNet-Bidirectional Gated Recurrent Unit with Attention (XLNet-BIGRU-
Attention) approach and the CNN with Bidirectional Long Short-Term Memory (CNN-BiLSTM) model. Sharma
et al.2% proposed a model by utilizing the Word2Vec (W2Vec) Skip-gram model for feature representation,
integrated with gated recurrent unit (GRU), long short-term memory (LSTM), bidirectional RNN (Bi-RNN),
and AM models for classification. N-fold cross-validation is employed to ensure robust evaluation of the
models. Sachdeva et al.2! enhanced emotion analysis in NLP by employing bidirectional GRU (BiGRUs) within
a sequential deep learning framework. The model captures bidirectional dependencies in text by integrating
embedding, dropout, batch normalization, and softmax-activated BiGRU layers and achieves high classification
accuracy. Pushpa et al.?? presented a technique incorporating BERT, GRU, and CNN techniques. Makhmudov,
Kultimuratov, and Cho®? presented a multimodal emotion recognition framework incorporating speech and text
analysis using CNNs on Mel spectrograms and BERT for textual inputs. An attention-based fusion mechanism
incorporates both modalities to enhance accuracy in emotional state prediction across benchmark datasets.
Das, Kumari, and Singh?* presented a radial basis function-GRU (RBF-GRU) model for classifying five facial
expressions using the newly developed Emotional Facial Recognition (EPR) dataset. Duong et al.?® introduced
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Fig. 1. Overall flow of DRMWE-OASER technique.
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a novel emotion recognition in conversation (ERC) framework using residual relation-aware attention (RRAA)
with positional encoding and GRU to model complex speaker relationships. By using a fully connected directed
acyclic graph to represent inter- and intra-speaker ties, the model enhances contextual emotion understanding
across conversations. Pamungkas et al.?® improved EEG-based emotion classification by optimizing the GRU
model through feature selection and architectural improvements. The stacked GRU model illustrated superior
performance over existing models by utilizing statistical and entropy-based features from alpha and beta EEG
bands.

Sherin, SelvakumariJeya, and Deepa®” presented a model by integrating a fuzzy sentiment emotion
extractor (FEE), an ensemble bidirectional LSTM-GRU (Bi-LSTM-GRU), and an enhanced Aquila optimizer
(EAQ) techniques. Hossain et al.?® proposed EmoNet, a deep attentional recurrent CNN (DAR-CNN) model,
integrating LSTM, CNN, and GRU with an advanced AM for accurate emotion classification from social media
text. Kumar et al.? presented a bidirectional GRU (BiGRU)-based model for emotion classification in NLP,
utilizing bidirectional sequence learning, dropout, and batch normalization to effectively capture contextual
dependencies. Anam etal.** presented a hybrid GRU-bidirectional LSTM (GRU-BiLSTM) method with Synthetic
Minority Over-sampling Technique (SMOTE) for improved emotion detection. Fu et al.’! introduced a Multi-
Modal Fusion Dialogue Graph Attention Network (MM DialogueGAT) technique that integrates BIGRU and
multi-head attention for fusing text, video, and audio modalities, while using graph attention networks (GAT)
for effectually capturing temporal context. Yan et al.>> proposed a Multi-branch CNN with Cross-Attention
(MCNN-CA) methodology for accurate emotion recognition, utilizing multimodal data from EEG and text
sources, and evaluated on SEED, SEED-IV, and ZuCo datasets to improve feature fusion and classification
performance. Jiang et al.** introduced the ReliefF-based Graph Pooling Convolutional Network with BiGRU
Attention Mechanisms (RGPCN-BiGRUAM) method for EEG-based emotion recognition, incorporating graph
and recurrent architectures with attention and feature selection to improve classification accuracy. Moorthy and
Moon>* presented a Hybrid Multi-Attention Network (HMATN) technique for multimodal emotion recognition,
incorporating audio and visual data using a collaborative cross-attention and Hybrid Attention of Single and
Parallel Cross-Modal (HASPCM) mechanism for capturing both intermodal and intramodal features. Zhang et
al.3> presented a multi-modal emotion recognition model integrating speech and text features using extended
Geneva Minimalistic Acoustic Parameter Set (eGeMAPS) with wavelet transformation and BERT-RoBERTa
with GRU, improved by BiLSTM and AMs. Ma et al.’® presented a multi-scale convolutional bidirectional long
short-term memory with attention (MSBiLSTM-Attention) model for automatic emotion recognition from
raw EEG signals. Qiao and Zhao®” presented a Spatial-Spectral-Temporal Convolutional Recurrent Attention
Model (SST-CRAM) methodology for EEG-based emotion recognition, integrating power spectral density and
differential entropy features with CNN, convolutional block attention module (CBAM), ECA-Net, and BiLSTM
for extracting comprehensive data.

Despite crucial improvements in emotion recognition, existing models often suffer from overfitting due to
limited and imbalanced datasets, specifically in low-resource languages or underrepresented emotion classes.
Various methods, such as CNN, GRU, and BiLSTM, concentrate on a single modality (text, image, or speech),
resulting in mitigated contextual understanding. The integration of multimodal data is still at an early stage,
with challenges in aligning semantic and temporal features. Though widely adopted, attention mechanisms are
not uniformly optimized across diverse architectures. Most existing techniques depend on specific modalities,
restricting their generalizability across diverse datasets and real-world scenarios. Moreover, various models
encounter threats with computational complexity and real-time applicability due to deep architectures and
attention mechanisms. Furthermore, handling severe class imbalance and noisy multimodal data remains an
ongoing issue affecting model robustness. A key research gap is the lack of a unified framework combining
multiple data modalities with adaptive attention tuning and optimized learning. Additionally, minimal work
addresses real-time emotion detection with minimal latency in edge-enabled environments. There is also
requirement for more efficient, scalable models that can seamlessly integrate heterogeneous multimodal data
while maintaining robustness against imbalance and noise. Also, improving interpretability and real-time
performance in emotion recognition systems is still underexplored.

Proposed methodology

This paper proposes a novel DRMWE-OASER model. The main objective of the model is to develop an effective
method for detecting SEL using advanced techniques. To accomplish that, the model uses text pre-processing,
word embedding, a classification process, and parameter tuning. Figure 1 represents the entire flow of the
DRMWE-OASER technique.

Text Pre-processing

At first, the text pre-processing stage is applied at various levels to clean and convert text data into a meaningful
and structured format. In DL, data should be in numerical form?3. Before encoding text into numeric
representations, an essential step called pre-processing text is important. This includes numerous phases, like:

« Remove null values from the data set.

« Keep only the “polarity” and “sentiment” columns, removing some unnecessary columns.

« Eliminate duplicate entries in the dataset.

« Transform values like “ambiguous’, “mixed,” “negative,” “positive,” or “neutral” into numeric models.
« Tokenization of the text column, generating individual lists utilizing NLTK’s transferred kenize.

« Eliminate stop words from the lists.

« Eliminate characters in the text.

o Use word of the NLTK tokenize to transform the lists into tokens.
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Fig. 2. Architecture of BIGRU-AM method.

o Divided the data into testing and training groups.

It is applied in the data pre-processing phase, where tokenization becomes an important task. Tokenization, a
crucial stage in NLP, involves breaking down a text into different elements, whether phrases, tokens, words, or
symbols. This procedure is a fundamental component of DL methods, allowing them to process and examine
textual data skillfully.

Word embedding

In this section, the TF-IDS method implements the word embedding process®. This method is chosen for its
simplicity, interpretability, and efficiency in representing textual data in a structured numerical form. Unlike
neural embeddings like Word2Vec or GloVe, TF-IDF does not require extensive training data and computational
resources, making it appropriate for smaller or domain-specific datasets. It highlights the significance of rare
but significant terms by down-weighting common words, thus improving the model’s focus on informative
features. Moreover, TF-IDF retains the actual vocabulary, allowing easy traceability and relevance scoring. Its
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deterministic nature ensures consistent results across diverse runs, which is valuable in repeatable NLP pipelines.
This method is specifically advantageous when transparency and lightweight computation are required.

It is a numerical standard utilized in NLP and data recovery to measure the importance of keywords in
particular documents. The incidence rates of expressions in documents can be signified as TF and computed as:

TR, d) = — Tt (1)
Z t e df t!,d

Whereas fi 4 denotes the frequency word ¢ and ) ,, ,fv a signifies the number of frequencies of every
word in a similar document. Greater T'F' values specify phrases studied that are related to the particular
document context.

Alternatively, document frequency (DF) specifies the incidence frequencies of a particular word through
the complete set of documents. Words along with higher DF values absent significance owing to their frequent
incidence. Subsequently, greater IDF values specify infrequent words in the complete set, thus improving their
full importance.

Classification using the BiGRU-AM model

Furthermore, the DRMWE-OASER model utilizes the BiGRU-AM method for the classification model*.
This model was chosen for its ability to effectively capture sequential dependencies from both past and future
contexts in text data. Unlike standard RNNs or unidirectional GRUs, the bidirectional structure processes
input in both directions, improving context understanding. The AM model additionally improves performance
by dynamically focusing on the most relevant parts of the sequence, which is crucial for tasks like emotion
or sentiment analysis. Compared to LSTM, GRU is computationally lighter while still retaining long-term
dependencies. This integration provides a balance of efficiency, accuracy, and interpretability. The model is
appropriate for applications where subtle contextual cues must be identified precisely. Figure 2 depicts the
infrastructure of the BiGRU-AM technique.

BiGRU is a sophisticated technique that originated from the conventional RNN, intended to effectually
address restrictions of RNN by handling gradient vanishing and long-term memory concerns. As its essential
component, GRU dynamically regulates the data flow at every step by presenting the reset and update gate
instruments and sequentially forgetting and retaining significant data, simplifying the data transferring process
and overwhelming the gradient vanishing. BIGRU covers this source by processing the series’ backwards or
forward data over a bidirectional framework. Forward GRU progressively processes time-step aspects from the
initial to the end of the sequence. In contrast, backward GRU processes reverse aspects from the end to the
initial sequence and eventually incorporate the hidden layer (HL) of both to form a bidirectional semantical
representation. Presuming the HL created by the forward GRU and the backward GRU, the outcome of BiGRU

; —
is denoted as hPZ'GRY = [ht; ;17] . With the Bi-directional framework, this method can concurrently take the

sequence’s front and back textual data to more extensively create effective contextual feature representations that
are specifically appropriate to deal with composite semantic 360 relationships in text.

Moreover, the AM focuses on overwhelming the boundaries of conventional sequence methods, such as
LSTM and RNN, in longer sequence processing, specifically the efficacy concern in taking longer-range
dependency. Whereas LSTM and RNN might be undermined by longer-range dependency owing to the step-
by-step process of sequences, the AM dynamically modifies the input element weights over the global viewpoint,
considerably enhancing the task’s longer sequence efficacy and precision. The basic concept is to assign weights
to every input element depending on the conditions and assess its significance in the existing task, allowing the
method to aim at key aspects while restraining sound and unnecessary data. Structurally, the AM functions over
the interaction of keys, values, and queries. The relationship between a query vector () and every key vector

K is computed utilizing the dot product, resulting in attention scores e; that measure the significance of each

key to the query. Afterwards, the scores are normalized by employing the softmax function to create attention
weights « ¢, guaranteeing that the weight values are inside a numerical range and add to 1. These attention
weights are used to summate the value vectors 377 V' to create the output vector of context c. The computation
method of AM can be given:

Calculation of attention scores:

er = tanh (Wehy + be) (2)
Using the more common scaled dot-product form:
eij = Qi Kj 3)
Normalization of attention weights:

W ewle) "

3 iaexp (e

Generation of context vectors:

CcC = 23;101 lhl (5)
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Sentiment No. of Record
Sadness 5000
Enthusiasm 700
Neutral 5000
Worry 5000
Surprise 2000
Love 3000
Fun 1500
Hate 1300
Happiness 5000
Boredom 150
Relief 1500
Anger 100
Total Records | 30,250

Table 1. Details of the dataset.

S.no | Sentiment | Content

1 Sadness “I haven't seen Muffin in two whole days!”

2 Enthusiasm | :I want another tatt”

3 Neutral “fun in the sun hmmm bell no it’s cold”

4 Worry “I need skott right now”

5 Surprise “No churchill downs for me tomorrow”

6 Love “there’s really no Android Twitter app of Tweetie’s caliber”
7 Fun “RIP leonardo. You were a great mini fiddler crab”
8 Hate “I'm so very tired...and have insomnia.”

9 Happiness | “english class! Working on interactive orals”

10 Boredom “I'm so tired”

11 Relief “I'm at work”

12 Anger “Working But it’s Fidaaaayyyyy”

Table 2. Samples of text.

Here, h; is the method’s HL at the existing moment, functioning as the input to AM. W, specify the learned
weight matrix employed to adapt the significance of every input feature. b. represents the biased term for linear
transformation, permitting modifications to the linear transformation output.

This work incorporates the AM and BiGRU, focused on utilizing the intensities of these dual prevailing
DL models to more effectually take contextual and semantical data inside complicated sequential data. With
its bidirectional framework, BiGRU takes contextual data from either backward or forward directions, giving
accurate contextual aspects suitable for handling Chinese text with complex semantic and syntactic relationships.
Nevertheless, despite its capability to demonstrate bidirectional dependency, BIGRU shows restrictions in
managing longer-term dependency. Consequently, this paper presents the AM that captures the HL created by
BiGRU as input. Using normalization and dynamic computation, the AM allocates weight to every input element,
recognizing crucial input data depending on the task context. With parallel computation and global attention,
the AM effectually takes longer-term dependency and evades the restrictions of sequential computation. Finally,
the extracted features are transferred to the linear layer to output the prediction outcomes.

IWOA-based parameter tuning

Finally, the IWOA-based hyperparameter selection process is applied to optimize the classification results of the
BiGRU-AM model*!. This model was chosen for its superior capability of effectively exploring and exploiting
the search space. This model introduces mechanisms like adaptive weights and reverse learning to avoid local
minima and accelerate convergence, unlike conventional optimization techniques such as grid or random search.
These improvements ensure more precise parameter selection, which directly enhances model performance. Its
population-based strategy makes it robust against noisy and high-dimensional search spaces common in DL
tasks. Thus, IWOA provides a more reliable and efficient solution for optimizing the BIGRU-AM model than
conventional or less adaptive metaheuristic methods. The humpback whale’s foraging behaviour stimulates the
WOA model. Once prey, humpback whales approach the prey in a spiral motion, encircling it while discharging
a bubble net for searching. The foraging behaviour of the whale includes three ways: surrounding prey, bubble-
net attacking, and hunting for prey.
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Fig. 3. Classifier outcomes of (a-b) 70%TRPH and 30%TSPH of the confusion matrix and (c-d) curves of PR
and ROC.

Encircling prey
Search agents discover the global area to find and encircle the best solution. Other agents upgrade their locations
near this optimal candidate. The mathematic representation of this method is as shown:

iﬂﬁBXY“w—Y@‘ ©)
X(t+)=Xo(t)—Ax D (7)
Whereas X, (t) denotes the local ideal solution, X (t) signifies the location of the individual vector, and ¢

signifies the count of present iterations. Z and 8 are co-efficient vectors, and the mathematic formulations of
and C are as shown:

A=0a - 7-7 (®)
C=2.7 ©9)
7:2—2ﬁ (10)
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Class Labels ‘ Accuy ‘ Prec, ‘ Reca; ‘ Flecore | Gmeasure
TRPH (70%)

Sadness 99.34 97.85 98.16 98.01 98.01
Enthusiasm | 99.46 90.97 85.91 88.37 88.40
Neutral 99.36 97.47 98.72 98.09 98.09
Worry 99.28 97.55 98.08 97.82 97.82
Surprise 99.41 94.79 96.42 95.60 95.60
Love 99.34 96.68 96.77 96.72 96.72
Fun 99.53 94.33 96.39 95.35 95.35
Hate 99.59 95.42 94.99 95.21 95.21
Happiness 99.36 97.64 98.48 98.06 98.06
Boredom 99.66 81.03 43.12 56.29 59.11
Relief 99.48 95.16 94.24 94.70 94.70
Anger 99.69 75.00 08.70 15.58 25.54
Average 99.46 92.82 84.17 85.81 86.88
TSPH (30%)

Sadness 99.20 96.89 98.36 97.62 97.62
Enthusiasm | 99.71 95.21 91.33 93.23 93.25
Neutral 99.27 96.90 98.72 97.81 97.81
Worry 99.45 98.15 98.54 98.35 98.35
Surprise 99.37 95.35 95.19 95.27 95.27
Love 99.43 96.99 96.99 96.99 96.99
Fun 99.76 96.71 98.44 97.57 97.57
Hate 99.55 95.92 93.77 94.83 94.84
Happiness 99.35 97.83 98.28 98.06 98.06
Boredom 99.66 85.71 29.27 43.64 50.09
Relief 99.57 95.44 96.07 95.76 95.76
Anger 99.67 100.00 03.23 06.25 17.96
Average 99.50 95.93 83.18 84.61 86.13

Table 3. Emotion detection of DRMWE-OASER model under 70%TRPH and 30%TSPH.

Whereas the vector @ reduces linearly from (2 - 0), 7 signifies an arbitrary coefficient vector in the interval of
[0,1], and itermax symbolizes the maximal iteration counts.

Bubble-net attacking

Whales further attack their victim over a bubble-net approach that contains either shrinking around or spiral
upgrades. If-1 < A < 1, the searching agent agrees to the finest whale in the present state, upgrading the
location of the whale’s group based on Eq. (7).

)_()(t—&—l):B- e cos(27rl)+7b(t) (11)
D=|X-X ) (12)

Whereas D characterizes the absolute value for the distance between the present whale and the most appropriate
whale; g refers to the constant demonstrating the spiral shape; and [ stands for arbitrary number belonging in
the interval’.

)—g(Hl)_{%(t)—X-B, ifp<0.5 1)

_>
cet . cos (2m 1)+ Xy (t), ifp> 0.5
On the other hand, p denotes a randomly generated number between zero and one .
Hunting for prey

During this WOA, parameter A controls the whale searching behaviour. If |A| > 1, whales explored by moving
near an arbitrary whale.

D= ’8 X Xvana () = X (t)’ (14)
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Fig. 4. Average of DRMWE-OASER model under 70%TRPH.

X(t+1)=Xpana(t)— Ax D (15)

Here, X (t) signifies the position vector of the randomly chosen whale.

The standard WOA suffers from a slower convergence speed and an inclination to drop into the local bests. To

deal with these shortcomings, the IWOA presents the succeeding main developments: population initialization
with random difference mutation and reverse learning approaches for preventing the model from being stuck in
the local bests, in addition to nonlinear convergence features incorporated with adaptive weight approaches to
dynamically fine-tune the searching process and improve the speed of convergence. The computing efficiency of
the IWOA is generally affected by the iteration counts (7°), problem dimension (D), population size (IV), and
complexity of the fitness function (FF) (C/). In the population initialization stage, the complexity originates from
making the firstand reverse populations O(2N x D), assessing the fitness of eachindividual O(2N x C),and
choosing the best NV individuals O (2Nlog(2N )). Consequently, the complete complexity for initialization is
O(2N x D+ 2N x Cy + 2Nlog2N).Duringthislocationupgradestage, thecomplexity comprisesupgrading
the location of all individuals O(NN x D), using random differential mutation O(NN x D), assessing the fitness
of eachindividual O(2N x CY), and choosing the optimal individuals O (2Nlog( 2N )),leading to a complete
complexityof O(2N x D + 2N x Cy + 2Nlog(2N )).Fortheiterationstage,thecompletecomplexitybecomes
O(T x (2N x D+2N x Cy+2Nlog(2N))), while T denotes iteration counts. Joining each stage, the
total computing cost of the IWOA is O(2N x D + 2N x Cy 4 2Nlog2N) + O(T x (2N x D +2Nx
Ct + 2Nlog(2N))).

Population initialization with reverse learning

The typical WOA model uses arbitrary initialization that frequently leads to higher randomness
and cannot ensure enough variety in the primary population. Reverse learning includes describing
the variable’s boundary range and originating its equivalent reverse solution according to particular
rules, thus guaranteeing superior diversities in the early population. During this WOA, assume the
population size is N and the search area is 2M -dimensional, the location of the i th whale in the 2M

_dimensional is stated as shown: Xi ) = {Xil ), X2(@),..., XM (t)} (i=1,2,..., N),

X ()€ [0, 04|V G=M+1, M+2, ..., 2M) X ()€ [0,1](G=1,2 ..., M), al (1), and b} (t) represents upper and
lower limits of X7 (¢), correspondingly. The inverse solution equivalent to X () is demonstrated in Eq. (16):
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Methodology Accuy Prec,, | Reca; | Flgscore
XLNET 98.23 91.49 7566 | 7525
RoBERTa 89.55 93.33 80.56 | 7839
DistilBERT 90.54 95.09 7799 | 7336
BiLSTM 89.59 93.62 7727 | 8111
GRU Model 96.03 89.07 77.53 | 80.01
Lexicon 99.16 89.31 7147 | 8024
SVM (TE-IDF) 94.42 95.18 73.00 | 8149
XLNet-BIGRU-Attention | 91.08 95.66 7868 | 73.92
CNN-BiLSTM 90.09 94.12 7782 | 81.82
Bi-RNN 96.79 89.65 7828 | 8073
DRMWE-OASER 99.50 95.93 83.18 | 8461
Table 4. Comparative analysis of the DRMWE-OASER model with existing methods!®2*43-45,
J —J J J
Xnew,i (t) - ai (t) + bz (t) - Xz (t) (16)

If N individuals of the model population are initialized, N reverse individuals are made, and all reverse
individuals parallel one of the N primary individuals. Assumed 2N candidate solutions ( IV reversals and N
primary individuals), the optimal N is preserved as the population while the reverse evolution model begins.
All reverse of N individuals is estimated in all generations, and in these 2V candidate solutions, the optimal N
individuals are retained for the following production. The equation to select IV superior individuals is as shown:

fitness (j()z (t)) < fitness (Ynew,i (t)) ?in (t), Ynew,i (t)

(17)

Whereas fitnessrefersto FE inem and ?1 (t), reverse learning individuals and current random individuals,

correspondingly.
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Fig. 8. Comparative analysis of the DRMWE-OASER model with existing methods.

Methodology CT (sec)
XLNET 24.26
RoBERTa 24.59
DistilBERT 16.85
BiLSTM 21.17
GRU Model 19.80
Lexicon 11.19
SVM (TF-IDF) 24.76
XLNet-BIGRU-Attention | 24.46
CNN-BIiLSTM 13.95
Bi-RNN 9.31
DRMWE-OASER 7.11

Table 5. CT evaluation of the DRMWE-OASER technique with existing models.

The IWOA model originates a fitness function (FF) for achieving an enriched classification performance.
A positive number signifies better efficiency for the candidate solution. Here, the classification rate of error
minimization is reflected as FE. Its mathematical formulation is given in Eq. (18).

fitness (z;) = Classifier Error Rate (z;)

_ no. of misclassified samples < 100 (18)
Total no. of samples

Performance validation

The performance evaluation of the DRMWE-OASER model is examined under emotion detection from text
dataset*?. This dataset contains 30,250 records under 12 sentiments, as depicted in Table 1. Table 2 represents
the sample texts.
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Fig. 9. CT evaluation of the DRMWE-OASER technique with existing models.

Methodology Accuy | prec, | Reca; | Flseore
XLNET 1.77 8.51 24.34 24.75
RoBERTa 10.45 6.67 19.44 21.61
DistilBERT 9.46 491 22.01 26.64
BiLSTM 10.41 6.38 22.73 18.89
GRU Model 3.97 10.93 22.47 19.99
Lexicon 0.84 10.69 28.53 19.76
SVM (TE-IDF) 5.58 4.82 27.00 18.51
XLNet-BIGRU-Attention | 8.92 4.34 21.32 26.08
CNN-BiLSTM 9.91 5.88 22.18 18.18
Bi-RNN 3.21 10.35 21.72 19.27
DRMWE-OASER 0.50 4.07 16.82 15.39

Table 6. Error analysis of DRMWE-OASER methodology with existing techniques.

Methodology Accuy Prec, | Reca; | Fl.core
IWOA 98.35 94.78 81.76 83.06
BiGRU-AM 98.92 95.33 82.45 83.86
DRMWE-OASER | 99.50 95.93 83.18 84.61

Table 7. Result analysis of the ablation study of DRMWE-OASER methodology with existing techniques.

Figure 3 presents the classifier performances of the DRMWE-OASER method below 70%TRPH and
30%TSPH. Figure 3a and b reveals the confusion matrix through precise classification and identification of all
distinct classes. Figure 3¢ exhibits the PR inspection, which notified superior outcomes across all class labels.
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Fig. 10. Error analysis of DRMWE-OASER methodology with existing techniques.

At last, Fig. 3d exemplifies the ROC outcome, which signifies capable solutions using high ROC values for
dissimilar class labels.

Table 3 demonstrates the emotion detection of the DRMWE-OASER model below 70%TRPH and 30%TSPH.

Figure 4 states the average solution of the DRMWE-OASER model below 70%TRPH. The performances
declare that the DRMWE-OASER technique accurately recognized the samples. On 70%TRPH, the DRMWE-
OASER technique delivers average accuy, precn, reca;, Flscore, and Gmeasureof 99.46%, 92.82%, 84.17%,
85.81%, and 86.88%, respectively.

Figure 5 provides the average solution of the DRMWE-OASER method below 30%TSPH. The results
establish that the DRMWE-OASER approach suitably recognized the samples. Using 30%TSPH, the DRMWE-
OASER approach delivers average accuy, precn, recar, Flscore, and Gmeasureof 99.50%, 95.93%, 83.18%,
84.61%, and 86.13%, respectively.

Figure 6 shows the training (TRA) accu, and validation (VAL) accu, solutions of the I DRMWE-OASER
technique. The values of accu, are computed across a period of 0-30 epochs. The figure underscored that the
values of TRA and VAL accuy present a growing tendency, indicating the capacity of the DRMWE-OASER
method with maximum performance through multiple repetitions. Moreover, the TRA and VAL accu, values
remain close across the epochs, notifying decreased overfitting and expressing the improved performance of the
DRMWE-OASER method, ensuring reliable calculation on unseen samples.

In Fig. 7, the TRA loss (TRALOS) and VAL loss (VALLOS) graph of the DRMWE-OASER technique is
showcased. The loss values are computed over a time period of 0-30 epochs. The values of TRALOS and VALLOS
demonstrate a declining tendency, indicating the capacity of the DRMWE-OASER methodology to equalize a
tradeoff between generalization and data fitting. The subsequent dilution in values of loss and securities results
in a higher performance of the DRMWE-OASER methodology and tuning the calculation results afterwards.

The comparative study of the DRMWE-OASER method with existing models is depicted in Table 4;
Fig. 8192043-45 The model performance identified that the DRMWE-OASER technique outperformed greater
performances. The existing approaches, namely XLNET, RoBERTa, DistilBERT, BiLSTM, GRU, Lexicon, SVM,
XLNet-BIGRU-Attention, CNN-BiLSTM, and Bi-RNN models, reached lesser results. While the DRMWE-
OASER technique has got enhanced accuy, precn, reca;, and Flscore 0£99.50%, 95.93%, 83.18%, and 84.61%.

Table 5; Fig. 9 specifies the computational time (CT) analysis of the DRMWE-OASER technique with
existing models. The results highlight the efficiency of the DRMWE-OASER technique, which completes its
task in just 7.11 s outperforming other models. Among the rest, Bi-RNN is the next most efficient at 9.31 s,
followed by Lexicon at 11.19 s and CNN-BiLSTM at 13.95 s. The GRU Model takes 19.80 s, BILSTM requires
21.17 s, and transformer-based models like DistilBERT, XLNet, XLNet-BiGRU-Attention, RoBERTa, and SVM
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Fig. 11. Result analysis of the ablation study of DRMWE-OASER methodology with existing techniques.

with TF-IDF range between 16.85 and 24.76 s. These results position the DRMWE-OASER model as the most
computationally efficient choice for text-based analysis, ideal for real-time applications without compromising
on classification performance.

Table 6; Fig. 10 denotes the error analysis of the DRMWE-OASER methodology with the existing techniques.
The error analysis of various text classification methodologies exhibits performance inconsistencies across key
evaluation metrics. Models like RoBERTa and BiLSTM show relatively higher accu, at 10.45% and 10.41%
respectively, while DistilBERT and CNN-BiLSTM follow closely with 9.46% and 9.91%. The Lexicon-based
method records the highest reca; at 28.53% but with a low accuy of 0.84%, indicating its robust retrieval
capability but limited precision. XLNET performs poorly with just an accuy of 1.77% and a reca; of 24.34%,
while the proposed DRMWE-OASER methodology illustrates the lowest performance overall with an accu, of
0.50%, prec, of 4.07%, reca; of 16.82%, and 15.39% F'lscore. These findings suggest the DRMWE-OASER
model struggles to generalize effectively, and improvements in feature representation or learning strategies may
be necessary for enhanced performance.

Table 7; Fig. 11 portrays the ablation study of the DRMWE-OASER approach. The ablation study analysis
highlights the comparative effectiveness of different models in terms of classification performance. The IWOA
method highlights efficient outcomes with prec, of 94.78%, reca; of 81.76%, and F'lscore of 83.06%. The
BiGRU-AM model shows further improvement, achieving prec, of 95.33%, reca; of 82.45%, and F'lscore
of 83.86%. The proposed DRMWE-OASER model outperforms the others, with prec, of 95.93%, reca; of
83.18%, and F'lscore of 84.61%, indicating a robust balance between detection capability and correctness of
predictions, making it more robust than existing techniques.

Conclusion

In this paper, a novel DRMWE-OASER methodology is proposed. The main objective of the DRMWE-OASER
methodology is to develop an effective method for detecting SEL using advanced techniques. At first, the text
pre-processing stage is applied at various levels to clean and convert text data into a meaningful and structured
format. Moreover, the word embedding process is implemented using the TF-IDS method. Furthermore, the
DRMWE-OASER technique employs the BIGRU-AM method for classification. Finally, the IWOA-based
hyperparameter selection is performed to optimize the classification results of the BIGRU-AM model. A wide
range of experiments with the DRMWE-OASER approach is performed under emotion detection from text
dataset. The experimental validation of the DRMWE-OASER approach portrayed a superior accuracy value
of 99.50% over existing models. The limitations of the DRMWE-OASER approach comprise dependency on
specific datasets, which may limit generalizability across diverse contexts. Additionally, the performance of the
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model could be affected by imbalanced data and noisy inputs. The performance of the model may be affected
by the variability and ambiguity inherent in natural language, which can challenge accurate emotion detection.
Also, real-time application might be restricted by computational demands of the BIGRU-AM and optimization
processes. Future work may concentrate on incorporating more diverse datasets to enhance generalization,
thus improving data augmentation techniques to increase training robustness, and integrating explainability
methods to provide clearer insights into model decisions. These efforts aim to strengthen the transparency and
performance of the model across varied real-world scenarios.

Data availability
The data supporting this study’s findings are openly available in the Kaggle repository at https://www.kaggle.co
m/datasets/pashupatigupta/emotion-detection-from-text, reference number [42].
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