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Accurate modeling and simulation
of the effect of bacterial growth
on the pH of culture media using
artificial intelligence approaches
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This research investigates the impact of bacterial growth on the pH of culture media, emphasizing its
significance in microbiological and biotechnological applications. A range of sophisticated artificial
intelligence methods, including One-Dimensional Convolutional Neural Network (1D-CNN), Artificial
Neural Networks (ANN), Decision Tree (DT), Ensemble Learning (EL), Adaptive Boosting (AdaBoost),
Random Forest (RF), and Least Squares Support Vector Machine (LSSVM), were utilized to model

and predict pH variations with high accuracy. The Coupled Simulated Annealing (CSA) algorithm was
employed to optimize the hyperparameters of these models, enhancing their predictive performance.
A robust dataset comprising 379 experimental data points was compiled, of which 80% (303 points)
were used for training and 20% (76 points) for testing. The study focuses on three bacterial strains
including Pseudomonas pseudoalcaligenes CECT 5344, Pseudomonas putida KT2440, and Escherichia
coli ATCC 25,922 cultured in Luria Bertani (LB) and M63 media, across varying initial pH levels, time
intervals, and bacterial cell concentrations (OD600). Key input variables for the models included
bacterial type, culture medium type, initial pH, time (hours), and bacterial cell concentration, all
critical to pH dynamics. Sensitivity analysis using Monte Carlo simulations revealed bacterial cell
concentration as the most influential factor, followed by time, culture medium type, initial pH,

and bacterial type. The dataset was rigorously validated before training to ensure its suitability

for predictive modeling. Evaluation of model performance demonstrated that the 1D-CNN model
exhibited enhanced predictive precision, attaining the minimal RMSE and the maximum R2 values
and MAPE percentages in both training and testing phases. These findings underscore the efficacy of
artificial intelligence techniques, particularly 1D-CNN, in precisely predicting pH changes in culture
media due to bacterial growth. This methodology provides a reliable, cost-effective, and efficient
alternative to traditional experimental approaches, enabling researchers to forecast pH behavior with
greater confidence and reduced experimental effort.
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Maintaining pH homeostasis plays a crucial role in cellular metabolism, and its significance becomes evident
through multiple biochemical and physiological lenses"2. One key aspect is that the structure and function of
biomacromolecules particularly proteins and enzymes are highly sensitive to pH, as even minor deviations can
lead to conformational changes that impair biological activity®. Furthermore, pH directly influences the kinetics
and thermodynamics of many metabolic reactions, especially those involving proton transfer, thus governing
the directionality and efficiency of crucial biochemical pathways*. Notably, pH fluctuations can substantially
affect energy metabolism, as the proton motive force is central to ATP synthesis via oxidative phosphorylation®.
In the context of bacterial growth, understanding how microbial metabolism alters the pH of culture media is
vital not only for optimizing growth conditions in industrial and clinical microbiology but also for elucidating
microbial interactions, biofilm formation, and pathogenesis. Modeling these dynamics provides critical insights
into microbial ecology and supports the development of pH-controlled bioprocesses and therapeutic strategies®.

In eukaryotic cells, molecular mechanisms are in place to regulate intracellular pH within a specific range
across different subcellular compartments. For instance, mitochondria and chloroplasts are surrounded by
cytoplasm, which tightly controls pH homeostasis. In contrast, bacteria thrive in a wide variety of environments,
and the pH of their surroundings shapes their lifestyle, forming the basis for categorizing them as acidophiles
(pH 1-3), alkaliphiles (pH 10-13), or neutrophiles (pH 5.5-9). Nevertheless, like eukaryotes, bacteria generally
maintain a near-neutral intracellular pH to support metabolic activity and preserve cellular integrity. Their
ability to regulate pH involves a range of mechanisms to sense and adapt to extracellular pH fluctuations’.
Several factors can influence environmental pH changes. The initial pH and composition of the growth medium
play a fundamental role, followed by the bacterial growth phase and the organism’s physiology and optimal pH
range. In addition, microbial metabolism itself can alter extracellular pH. As a result, the growth of one bacterial
strain may impact the proliferation of neighboring strains in a shared ecosystem, potentially shaping the fate of
entire microbial populations®.

Understanding pH homeostasis in this context can offer practical applications in fields such as bioremediation
or the study of pathogenic bacterial behavior. While many studies have explored the effects of initial pH on
bacterial growth or specific metabolite production, fewer have focused on how pH evolves during microbial
growth. The aim of the present study was to describe and elucidate pH changes throughout bacterial growth and
to identify the factors driving these changes. As a proof of concept, we demonstrated that in silico predictions
of pH shifts using a well-curated genome-scale metabolic model of Pseudomonas putida KT2440 are consistent
with experimentally observed pH dynamics, at least in media containing glucose, glycerol, or citrate as carbon
sources’. Sanchez-Clemente and team studied pH effects on growth and extracellular pH changes in Escherichia
coli ATCC 25,922, Pseudomonas putida KT2440, and Pseudomonas pseudoalcaligenes CECT 5344, selected for
cyanide assimilation under alkaline conditions. They tested initial pH (6, 7, 8 for E. coli and P. putida; 7.5, 8.25, 9
for P. pseudoalcaligenes) in LB-medium, noting pH convergence to strain-specific values by stationary phase!.
In glucose minimal medium, Pseudomonadaceae pH remained stable, but E. coli’s pH dropped to 4.5 at initial
pH 6, stopping growth, though higher pH allowed recovery. Carbon sources affected pH: glucose and glycerol
stabilized it, while citrate caused alkalinization, matching P. putida KT2440 model predictions.

The observed pH fluctuations during bacterial growth can be attributed to the metabolic activities of the
microorganisms, which modulate their surrounding environment through the consumption of nutrients and
the excretion of metabolites. For instance, species like Lactobacillus plantarum produce lactic acid as a metabolic
by-product, thereby reducing the medium pH, while others such as Corynebacterium ammoniagenes produce
ammonia via urease activity, which increases the pH of the medium!!. These opposing mechanisms contribute to
a diverse range of pH shifts depending on the bacterial strain and the availability of carbon and nitrogen sources
such as glucose and urea.

Furthermore, the impact of these metabolic products on bacterial viability can manifest as beneficial (positive
feedback) or detrimental (negative feedback) effects. For example, the accumulation of alkaline metabolites
by Pseudomonas veronii despite its preference for acidic environments can lead to a phenomenon known as
ecological suicide, where the population inadvertently alters the pH beyond its tolerance range, resulting in
its own extinction!!. These feedback mechanisms illustrate how metabolic pathways intricately influence pH
dynamics, supporting the predictive capacity of data-driven models like CNN in capturing the nonlinear
relationship between bacterial growth and environmental pH. Incorporating such metabolic insights aligns the
modeling outcomes with known biochemical behaviors and strengthens the interpretability of the predictions.

Collectively, experimental research has generated a robust dataset elucidating the pH dynamics of culture
media influenced by bacterial growth under diverse conditions. These data serve as vital inputs for microbiological
modeling and process optimization, while also facilitating data-driven predictive approaches, such as artificial
intelligence, to enhance the efficiency of pH prediction with reduced experimental demands.

While prior studies have examined the pH changes in culture media due to bacterial activity, comprehensive
datasets encompassing various bacterial strains and media types remain limited. Consequently, there is a
pressing need to systematically gather extensive pH data across different bacterial types, culture media, initial
pH levels, time intervals, and bacterial cell concentrations. Given the critical role of pH in microbiological
processes and biotechnological applications, accurately predicting pH variations in culture media presents a
complex challenge due to the interplay of factors such as bacterial type, culture medium, initial pH, time, and
cell concentration. The pH of culture media is a key parameter in optimizing microbial growth conditions,
bioreactor design, and bioprocess development, highlighting the necessity for precise pH predictions in practical
applications. Traditional experimental methods for measuring pH, although dependable, are often resource-
intensive and time-consuming, necessitating advanced computational techniques capable of providing rapid
and reliable predictions.

This study bridges this gap by employing a suite of artificial intelligence models, including One-Dimensional
Convolutional Neural Network (1D-CNN), Artificial Neural Networks (ANN), Decision Tree (DT), Adaptive
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Boosting (AdaBoost), Random Forest (RF), Ensemble Learning (EL), and Least Squares Support Vector
Machine (LSSVM), to simulate and predict pH variations in Luria Bertani (LB) and M63 media influenced
by three bacterial strains: Escherichia coli ATCC 25,922, Pseudomonas putida KT2440, and Pseudomonas
pseudoalcaligenes CECT 5344. To optimize the performance of these models, their hyperparameters were fine-
tuned using the Coupled Simulated Annealing (CSA) algorithm. The models were developed and validated using
a comprehensive dataset comprising 379 experimental data points, with 303 allocated for training (80%) and 76
for testing (20%). Thorough dataset validation ensured its suitability for predictive modeling, while sensitivity
analysis via Monte Carlo simulations assessed the impact of each input parameter on pH outcomes. Model
performance was meticulously evaluated using statistical metrics and visual representations, identifying the
1D-CNN model as the most accurate in predicting pH changes. The overall research methodology is depicted
in Fig. 1.

Although various artificial intelligence (AI) algorithms have been successfully applied in microbial
systems, the modeling of pH dynamics in bacterial culture media remains largely unexplored. To the best of
our knowledge, no comprehensive or generalizable predictive model exists for forecasting pH variations across
diverse bacterial strains and culture conditions. A rare exception is the phenomenological model introduced by
Ratzke and Gore, which utilized two differential equations to simulate microbial growth and environmental pH
modification!!. Their model captures basic pH-induced feedback loops within mono- and co-culture systems
and demonstrated emergent behaviors such as ecological suicide, Allee effects, and bistability. However, the
model remains qualitative and limited to synthetic examples with fixed parameters, without being trained or
validated against experimental data at a large scale. In contrast, the present study offers a data-driven framework
based on advanced machine learning models to quantitatively predict pH trajectories based on real experimental
datasets. Therefore, our approach represents a novel and scalable contribution to microbial pH modeling.

Overview of machine learning and thermodynamic techniques

Machine learning methods

Artificial intelligence techniques have emerged as vital tools in biotechnological research for predictive modeling,
particularly in scenarios involving complex variable interactions such as pH variation forecasting. In this study,
seven advanced artificial intelligence algorithms including 1D-CNN, ANN, DT, RE, AdaBoost, EL, and LSSVM
are utilized to model the pH dynamics of culture media influenced by bacterial growth. These methods excel at
detecting intricate, non-linear patterns within experimental datasets, offering a robust and efficient alternative
to conventional experimental approaches due to their computational efficiency, adaptability, and high predictive
precision.

Artificial neural Network-based models

Convolutional neural networks (1D-CNNs)  1D-CNNs are specialized deep learning architectures designed to
handle structured data, such as images. They employ convolutional layers to detect localized features like edges,
patterns, and forms within the input, enabling robust identification of intricate structures and relationships!?.
Mathematically, the convolution operation in a 1D-CNN is expressed as Eq. (1):

i=00 1=00

Fxo@y)= > > f5).g9@—iy—7j) (1)

1=—00 1=—00

Here, f denotes the input image or feature map, g represents the convolutional kernel, and (x, y) indicate the
spatial coordinates of the output feature map.

1D-CNNs are composed of multiple convolutional layers, which progressively extract more complex
and abstract features!®. A key advantage of 1D-CNNs is their ability to process high-dimensional datasets,
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Fig. 1. Procedure for determining the top-performing data-driven model.
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making them well-suited for tasks such as image classification and object recognition. Pooling layers are often
incorporated to reduce data dimensionality and prevent overfitting. Due to their powerful capabilities, 1D-CNNs
have revolutionized computer vision. By stacking several convolutional layers, 1D-CNNs can learn hierarchical
feature representations, capturing critical details at varying levels of abstraction. This multi-layered approach
enables 1D-CNNis to effectively interpret complex visual data, driving significant advancements in numerous
computer vision applications!. 1D-CNN was used because of its strong ability to model spatial patterns and
hierarchical representations, which are useful when capturing complex, nonlinear interactions among input
features. Its use in a regression context for biological datasets is relatively novel.

Artificial neural network (ANN) In this research, ANN used is a Multi-Layer Perceptron (MLP) architecture,
which consists of an input layer, one or more hidden layers, and an output layer. Typically, an ANN comprises
an input layer, one or more hidden layers, and an output layer, each composed of interconnected artificial neu-
rons'>!¢. Within the ANN algorithm, input data is first introduced to the input layer, where neurons in each
subsequent hidden layer process the outputs from the preceding layer, generating new outputs. This layer-by-lay-
er data transformation persists until the information reaches the output layer, yielding the final prediction or
outcome!”. The result of a neuron in the ANN is mathematically represented as Eq. (2):

n

y=) (wix z)+b 2)

i=1

where n is the number of input features, w, and x, are the i-th weight and input value respectively, and b is the
bias term.

The training process of an ANN involves optimizing the weights and biases to minimize the error between
predicted and actual outputs, typically using a backpropagation algorithm combined with gradient descent!s.
During backpropagation, the error is propagated backward from the output layer to the input layer, adjusting the
weights and biases based on the calculated gradients. This iterative process continues until the model converges
to an acceptable error level or a predefined number of epochs is reached. Activation functions, such as sigmoid,
Rectified Linear Unit (ReLU) are applied to the neurons’ outputs to introduce non-linearity, enabling the ANN
to solve complex, non-linear problems effectively!®. The flexibility and robustness of ANNs make them suitable
for applications ranging from image recognition to natural language processing, although they may require
careful tuning and sufficient computational resources to achieve optimal performance. ANN was chosen due
to its flexibility in capturing nonlinear relationships in multivariate biological data, especially when the input
variables interact in complex ways. It serves as a baseline deep learning model for comparison.

Tree-based models

Decision tree (DT) DT are a flexible supervised learning approach suitable for both classification and regres-
sion tasks, producing interpretable models through iterative binary partitioning. This method relies on impurity
measures, such as the Gini index, information gain, or variance reduction, to determine optimal splits at each
node. Internal nodes define decision rules based on features, while leaf nodes provide the final predictions. This
process is illustrated in Egs. (3) and (4) below:

Gini (D) =1-Y  1p} 3)

_ Dy

|D| veE Values(A)

Gain (D, A) = Entropy (D) Entropy (D) (4)

The splitting criteria assess feature significance by analyzing probabilistic class distributions. This structured
breakdown facilitates clear visualization of decision pathways and supports both numerical and categorical data
with minimal preprocessing?®2!.

Valued for their transparency and ability to capture nonlinear patterns, DT require careful regularization to
avoid overfitting, employing techniques such as pruning, restricting tree depth, or integration with ensemble
methods. Their key strengths built-in feature selection, resilience to outliers, and minimal data assumptions
make them especially useful in regulated domains like medical diagnostics and financial risk assessment®>?3.
DT was applied for its interpretability and fast training. It provides insights into decision rules and feature
importance, offering a transparent model that serves as a reference for more complex tree-based methods.

Random forest (RF) RF method is a powerful supervised learning method widely applied in regression and
classification tasks. It operates by constructing a multitude of decision trees, each trained on randomly sampled
subsets of the data and features through techniques like bagging (bootstrap aggregation) and random feature
selection. This approach fosters diversity by training each tree on a unique random subset, thereby improving
predictive accuracy and generalization. For regression jobs, the algorithm computes the average of all tree esti-
mations, while for classification, it selects the predominant class through majority voting. The ensemble of trees
mitigates the overfitting often associated with single DT and maintains strong performance even with noisy data
or imbalanced classes. Owing to its reliability, versatility, and consistently high performance, RF is extensively
used in fields such as medical diagnostics, financial modeling, and bioinformatics®*?>. The regression output is
typically derived as the average of individual tree predictions, formulated as Eq. (5):
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A significant strength of RF lies in its capacity to assess the relative importance of features, providing critical
insights into the effect of every variable on the model’s forecasts. Compared to more intricate models like deep
neural networks, RF requires less extensive hyperparameter optimization while delivering robust performance
on large, high-dimensional datasets. However, its predictive accuracy may occasionally fall short of advanced
methods like gradient boosting, and it can demand substantial computational resources for very large datasets.
Nevertheless, RF remains a cornerstone of machine learning due to its combination of interpretability, resilience,
and dependable performance, making it a preferred choice for a wide range of analytical applications?®?’. RF was
used to reduce overfitting compared to a single decision tree. By aggregating multiple trees, it enhances stability
and is effective for datasets with noise or variable interactions.

Adaptive boosting (AdaBoost) AdaBoost is a prominent ensemble learning technique that improves predictive
accuracy by iteratively training a sequence of weak classifiers, typically basic decision stumps. At each step, the
algorithm prioritizes data points misclassified in previous iterations, guiding subsequent learners to focus on
these challenging cases. Each weak learner is assigned a weight reflecting its predictive performance, and the
final prediction is derived as a weighted combination of all learners’ outputs. This iterative approach enables
AdaBoost to perform exceptionally well in binary classification and regression tasks with complex or noisy data-
sets?®2°. The process for updating the weight of each training sample is expressed as Eq. (6):

wEH'l) — wgt).e_a tyihe(x;) (6)

Here, w,(t) represents the weight of the i-th sample in the t-th iteration, a, denotes the weight or influence of the
weak classifier h, at that stage, y, is the true label of the i-th data point, and h,(x,) indicates the prediction made
by the weak learner h, for that instance. The parameter a,, which quantifies the contribution of the weak learner
to the final model, is computed as Eq. (7):

1. 1— Errort
= — —_— 7
at ZZn Errort @

In this formula, Error, signifies the weighted classification error of the weak learner h, during the t-th iteration. In
this study, AdaBoost was employed to boost prediction precision by sequentially training multiple weak models,
with increased focus on difficult-to-predict instances. Cross-validation was used to optimize the learning rate
and the number of boosting iterations, ensuring a balance between reducing bias and preventing overfitting
for robust generalization. This method was selected for its effectiveness in handling diverse datasets and
enhancing the performance of simple classifiers. However, its sensitivity to noisy data and outliers necessitated
thorough preprocessing to mitigate these challenges®®*!. AdaBoost focuses on correcting errors by emphasizing
misclassified points, making it valuable for capturing difficult patterns in pH behavior. Its iterative learning
strategy improves accuracy over weak base learners.

Ensemble/Hybrid models

Ensemble Learning (EL) is not a single model but a general strategy that combines multiple base learners to
improve predictive performance. In this study, a heterogeneous ensemble model was developed by integrating
three distinct algorithms: Support Vector Machine (SVM) with an RBF kernel, Decision Tree (DT), and
K-Nearest Neighbors (KNN) with Euclidean distance. The final prediction was made using a weighted voting
mechanism based on the individual performance of each base learner. This EL model differs from Random Forest
(RF), which is a homogeneous ensemble method composed exclusively of decision trees trained on random
subsets of data and features. The inclusion of diverse model types in EL allows leveraging their complementary
strengths, offering improved generalization compared to single-model or single-family ensembles like RE. These
approaches are highly effective in reducing overfitting and enhancing generalization, making them well-suited
for complex, diverse datasets, such as those employed in modeling pH variations in culture media*»*. For
instance, in a weighted voting framework, the final prediction ¥ is determined as Eq. (8):

Yy = argmaz, Z twe I(he (z) = ¢ (8)

Here, T represents the total number of models in the ensemble, w, denotes the weight assigned to the t-th model,
h,(x) signifies the prediction of the t-th model for input x, I(+) is an indicator function returning 1 if the condition
holds and 0 otherwise, and c indicates the possible class labels. A custom ensemble was created by combining
heterogeneous models (SVM, DT, KNN) to leverage complementary strengths and improve generalization. This
hybrid ensemble provides robustness in prediction across varied bacterial and media conditions.

Kernel-based model

Support Vector Machine (SVM) is a supervised learning method commonly applied to both classification and
regression problems. Its fundamental principle is to determine the hyperplane that best separates data points
from different classes while maximizing the margin between them. For nonlinear problems, SVM employs kernel
functions to transform data into higher-dimensional space, allowing linear separation. Despite its robustness
and accuracy, standard SVM involves solving a quadratic programming problem, which can be computationally
intensive for large datasets. Least Squares Support Vector Machine (LSSVM) modifies the standard SVM by
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replacing the quadratic optimization with a least squares cost function, transforming the problem into a system
of linear equations.

Unlike traditional SVM, which relies on quadratic programming, LSSVM utilizes a least squares loss function,
simplifying the optimization process into solving a system of linear equations. This reformulation substantially
lowers computational demands, making LSSVM highly effective for handling large datasets®*.

The goal of LSSVM is to identify a decision function that reduces prediction errors while preserving the
model’s ability to generalize. The prediction function in LSSVM is typically formulated as Eq. (9):

f(@)=2 (@)w" +b 9

where w represents the weight vector, ¢(x) denotes the transformation of input data x into a higher-dimensional
space via a kernel function, and b is the bias term. Frequently employed kernel functions, such as radial basis
function (RBF), polynomial, and linear kernels, enable LSSVM to model non-linear patterns in the input data®.

In this research, LSSVM was selected for its robust performance in managing complex, high-dimensional
datasets with minimal computational overhead. Hyperparameters, including the regularization parameter and
kernel-specific settings, were fine-tuned through cross-validation to optimize predictive accuracy. Additionally,
feature scaling was implemented before training to ensure equitable contributions of all features to the kernel-
based similarity computations. LSSVM was selected for its efficiency and effectiveness in modeling nonlinear
relations with limited data. Its use of least squares formulation simplifies optimization and is computationally
efficient.

Coupled simulated annealing (CSA) optimization algorithm

Simulated Annealing (SA) is a probabilistic optimization algorithm inspired by the annealing process in
metallurgy, where a material is heated and then slowly cooled to remove defects and reach a stable state. In
the context of optimization, Simulated Annealing (SA) replicates this behavior by randomly searching the
solution space and occasionally accepting inferior solutions with a defined probability, allowing the algorithm
to avoid becoming trapped in local minima. Over time, the algorithm reduces its “temperature” parameter,
gradually focusing on more promising areas of the solution space. This makes SA particularly useful for solving
complex, multimodal, and non-convex optimization problems. CSA algorithm represents an evolved version
of the conventional Simulated Annealing (SA) technique. Unlike standard SA, which navigates the solution
space through a single trajectory and employs probabilistic acceptance of suboptimal solutions to escape local
minima, CSA advances this method by executing multiple concurrent search processes*®¥’. These processes
are interconnected via a shared acceptance criterion, fostering solution diversity and markedly enhancing
convergence speed and reliability. By incorporating this coupling mechanism, CSA reduces the chances of early
convergence and boosts the probability of identifying the global optimum?”-%%.

The primary advantage of CSA lies in its effective balance of exploration and exploitation. Each independent
search generates new potential solutions, but their acceptance is orchestrated globally through an entropy-driven
control mechanism. This coordination maintains an optimal level of randomness or “temperature” throughout
the optimization process. Consequently, CSA excels in tackling high-dimensional, intricate, and multimodal
optimization challenges where conventional approaches may falter. Its applications extend to fields such as
engineering design, machine learning hyperparameter optimization, and modeling complex systems™.

Data gathering and evaluation indices

Data collection description

The dataset utilized for constructing the artificial intelligence models in this study was compiled from
experimental investigations focused on assessing the pH variations in culture media influenced by bacterial
growth across diverse conditions. A total of 379 experimental data points were gathered, incorporating
critical input variables such as bacterial type, culture medium type, initial pH, time (hours), and bacterial cell
concentration (OD600). The bacterial strains examined include Pseudomonas putida KT2440, Escherichia coli
ATCC 25,922, and Pseudomonas pseudoalcaligenes CECT 5344, cultured in LB and M63 media. The bacterial
strains examined include Pseudomonas putida KT2440, Escherichia coli ATCC 25,922, and Pseudomonas
pseudoalcaligenes CECT 5344, cultured in Luria Bertani (LB) and M63 media. The bacterial strains selected
for this study including Escherichia coli ATCC 25,922, Pseudomonas putida KT2440, and Pseudomonas
pseudoalcaligenes CECT 5344 were chosen based on their relevance to microbiological and biotechnological
research. E. coli ATCC 25,922 serves as a standard model organism frequently used in laboratory studies due to
its well-characterized physiology. P. putida KT2440 is widely recognized for its metabolic versatility and its role
in bioremediation and synthetic biology. P. pseudoalcaligenes CECT 5344, on the other hand, is an alkaliphilic
bacterium known for its ability to degrade cyanide under basic conditions. Together, these strains represent a
broad spectrum of physiological traits and environmental adaptability, making them suitable candidates for
evaluating pH variation under diverse growth conditions. This comprehensive dataset establishes a strong
foundation for developing and evaluating predictive models capable of simulating pH dynamics under a variety
of microbial and environmental conditions'?. In order to introduce the bacterial strains in the developed models,
one-hot encoding that can transform each category into a vector was used. It is essential since many algorithms
cannot directly process categorical data. For this purpose, a vector in which all elements are 0 except for one
position was used. This position was set to 1 showing the presence of that type of bacterial strain.

Table 1 provides a detailed overview of the experimental systems analyzed in this study, summarizing their
key characteristics and experimental parameters for modeling pH behavior. The dataset, encompassing 379
observations, covers initial pH values ranging from 6 to 9, time intervals from 0 to 68.27 h, OD600 between
0 and 1.7184, and system pH values spanning 4.59 to 9.03. This extensive dataset, capturing diverse bacterial
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strains, media types, and experimental conditions, provides a solid platform for building highly precise artificial
intelligence models capable of accurately predicting pH variations across different microbial growth scenarios
and environmental settings.

Model evaluation indices

To assess and compare the predictive capabilities of the developed models, a range of essential performance
metrics were calculated for each modeling technique. The models evaluated in this study encompass artificial
intelligence methods, including 1D-CNN, ANN, RF, DT, EL, AdaBoost, LSSVM. These algorithms were applied
to predict the pH variations in culture media influenced by bacterial growth, using input variables such as
bacterial type, culture medium type, initial pH, time, and bacterial cell concentration (OD600). To measure the
precision and reliability of each model across both training and testing phases, key evaluation metrics, including
the coefficient of determination (R?), mean absolute percentage error (MAPE%) and root mean square error
(RMSE), were determined*%-42. These are defined in Eqgs. (10)-(13):

Relative error percent:

Opred _ 0P
RE% = | ———— ] x 100 (10)
Oexp
Mean absolute percentage error:
N
100 O_pred — 0, %P
MAPE% = == - - (11)
N ;5P
=1
Mean square error:
N
pred exp 2
> (07 = 0iP) (12)
MSE ==
N
Determination coefficient:
N 2
Z (in'red Oiexp)
2 i=1
R =1 ~ ) (13)
5 (00 — )
i=1
Bacterial Cell System
Number of Data Concentration Range | pH
Type of Bacteria Culture Medium | Initial pH | Points Time Range (hr) | (OD600) Range
Escherichia coli ATCC 25,922 LB 6 20 0-39.11 0.0028-1.5078 6.02-8.69
Escherichia coli ATCC 25,922 LB 7 20 0-39.11 0.0028-1.5104 6.48-8.86
Escherichia coli ATCC 25,922 LB 8 20 0-39.11 0.0028-1.5194 6.98-9.03
Escherichia coli ATCC 25,922 M63 6 20 0-46.13 0-1.1589 4.59-6.27
Escherichia coli ATCC 25,922 M63 7 20 0.05-46.14 0-1.3569 6.02-7.08
Escherichia coli ATCC 25,922 Mé63 8 20 0.05-46.20 0-1.4893 6.58-7.76
Pseudomonas putida KT2440 LB 6 18 0-42.12 0.0028-1.7128 6.25-8.75
Pseudomonas putida KT2440 LB 7 18 0-42.12 0.0028-1.7156 6.99-8.77
Pseudomonas putida KT2440 LB 8 18 0-42.12 0.0028-1.7184 7.76-8.77
Pseudomonas putida KT2440 M63 6 19 0-48.13 0-1.4569 5.92-6.32
Pseudomonas putida KT2440 Me63 7 19 0-48.13 0-1.4919 6.80-7.12
Pseudomonas putida KT2440 M63 8 20 0-48.13 0-1.5141 7.26-7.87
Pseudomonas pseudoalcaligenes CECT 5344 | LB 7.5 25 0.05-57.19 0-1.2817 7.33-8.55
Pseudomonas pseudoalcaligenes CECT 5344 | LB 8.25 25 0-57.08 0-1.2898 7.66-8.64
Pseudomonas pseudoalcaligenes CECT 5344 | LB 9 25 0-57.40 0-1.4235 7.84-8.69
Pseudomonas pseudoalcaligenes CECT 5344 | M63 7.5 24 0.07-68.20 0-1.5816 7.10-7.45
Pseudomonas pseudoalcaligenes CECT 5344 | M63 8.25 24 0.07-68.27 0-1.4925 7.24-7.87
Pseudomonas pseudoalcaligenes CECT 5344 | M63 9 24 0.07-68.26 0-1.4925 7.39-8.11

Table 1. Summary of experimental data for bacterial growth in LB and M63 media, detailing the number of
data points, time range, bacterial cell concentration (OD600), and system pH range across different bacterial
strains and initial pH conditions.

Scientific Reports |

(2025) 15:30569 | https://doi.org/10.1038/s41598-025-16150-x

nature portfolio


http://www.nature.com/scientificreports

www.nature.com/scientificreports/

In the given equations, the subscript ‘i’ represents the identifier for each specific points. The terms ‘pred’ and ‘exp’
represent estimated and experimentally observed pH values of the culture media, respectively*>**. The variable
‘N’ indicates the total number of data points used in this study, comprising 379 experimental measurements of
pH variations influenced by bacterial growth in culture media®’.

The models were developed using input variables including bacterial type, culture medium type, initial pH,
time, and bacterial cell concentration (OD600), with the pH of the culture media as the output variable. To
ensure effective model training and reliable performance evaluation, the dataset was randomly split into training
and testing subsets, with 80% of the data (303 points) allocated for training and the remaining 20% (76 points)
reserved for testing.

To address the varying numerical scales of the input and output variables, a modified min-max normalization
technique was implemented before model construction, scaling all features to a uniform range of [-1, 1].
This preprocessing step improves model stability and convergence by reducing the influence of features with
larger numerical values, thereby enhancing the predictive consistency of the artificial intelligence models. The
normalization approach applied is outlined in Eq. (14):

X .
TN I mm__ 21 (14)

Xmax — Xpjin

In the given equation, x signifies the normalized value, x denotes the original, unscaled data point,and X and
X ., represent the maximum and minimum values within the dataset, respectively. By transforming the feature
values to a standardized range of - 1, 1], this preprocessing step ensures data consistency, thereby enhancing the
accuracy and stability of the artificial intelligence models developed in this study.

In the normalization formula provided, Xy indicates the normalized value, x corresponds to the raw,
unnormalized data, and X and X . refer to the highest and lowest values in the dataset, respectively. This
customized normalization technique was applied to the 379 experimental measurements of pH variations in
culture media influenced by bacterial growth. By scaling the feature values to the [ 1, 1] range, this preprocessing
method fosters uniformity across the dataset, significantly improving the precision and reliability of the artificial
intelligence models constructed in this research.

Results and analysis

Outlier detection

The leverage method is a diagnostic tool used to identify influential data points in regression analysis. It evaluates
how far the values of a data point’s input variables deviate from the mean of all input values. High leverage points
can exert strong influence on the model’s predictions. In combination with standardized residuals, leverage
values are often used in Williams plots to detect outliers or influential observations. A data point is typically
considered influential if its leverage value exceeds a specific threshold, and its standardized residual is large. The
initial equation expresses the difference Di as follows (Eq. 15)3440:46-48;

D;i = Xpred,i — XEap,i (15)
In this context, Di represents the residual for i-th point, calculated as the difference between the predicted pH
value (X, " ) and the experimentally observed pH (XEXp ) in the culture media affected by bacterial growth.

This residual quantifies the prediction error for each data point within the dataset. The standardized residual
(SD,) is defined by the subsequent Eq. (16):

D;

SD; =

%%Df X (1 —hi) (1o
i=1

The standardized residual (SD,) is obtained by dividing the raw residual (the difference between predicted
and experimental values) by the standard deviation of all residuals. This normalization allows for consistent
detection of outliers by comparing how far each point deviates from the model’s general trend. Figure 2 illustrates
the identification of outliers in the pH dataset for bacterial growth using the leverage method, presented via a
Williams plot. The denominator normalizes the residual by the standard deviation of residuals, adjusted by the
leverage hi, which measures the impact of every data point on the model’s alignment. The leverage threshold
h* is calculated as h*=3(m+1)/N, where m is the number of input features (5 in this study: bacterial type,
culture medium type, initial pH, time, and bacterial cell concentration) and N is the dataset size. For this
dataset, h*=3(5+1)/379=0.0475. Data points with h.> h* are deemed high-leverage points, suggesting potential
influence, while standardized residuals exceeding typical thresholds (commonly |SD;|>3) are flagged as outliers.
This analysis confirms the dataset’s suitability for pH prediction modeling and provides valuable insights into the
dynamics of bacterial growth and pH interactions in culture media.

Hyperparameters optimization and models evaluation

To optimize the performance of each machine learning model, key hyperparameters were tuned using trial-and-
error methods guided by performance metrics such as R*> and MSE. While detailed optimization procedures
were initially illustrated through individual figures for each model, these plots and their corresponding analyses
have been moved to the Supporting Material (Figures S1-S4) to enhance clarity and reduce visual overload in
the main text. Hyperparameters for all models were meticulously optimized using CSA algorithm to ensure peak
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Fig. 2. Identification of outliers using the Leverage approach.

performance and avoid overfitting. A summary of the optimal hyperparameter configurations for each model
is presented in Table 2, which was found to be sufficient for conveying the necessary results without excessive
redundancy. This adjustment was made in accordance with reviewer recommendations, ensuring that the main
body of the manuscript remains concise and reader-friendly.

Table 3 offers a detailed overview of the performance metrics for seven artificial intelligence models,
including DT, RF, EL, AdaBoost, ANN, 1D-CNN, and LSSVM, developed to predict pH variations in culture
media influenced by bacterial growth. The assessment utilized three primary metrics: R?>, RMSE, and MAPE%,
computed for the training (303 points), testing (76 points), and total datasets.

The results in Table 3 establish a distinct performance hierarchy among the models. The 1D-CNN
demonstrated the highest predictive accuracy, achieving an R* of 0.998301691 for the total dataset, with the
lowest RMSE (0.051935903) and MAPE% (0.370554549), showcasing its exceptional ability to model the
complex relationships among input features, including bacterial type, culture medium type, initial pH (6-9),
time (0-68.27 h), and bacterial cell concentration (0-1.7184 OD600). The EL model followed closely, exhibiting
strong performance with an R? of 0.998222719 and low error rates, while the ANN and LSSVM models also
showed robust predictive capabilities, maintaining R* values above 0.997 and MAPE% below 0.6. Conversely, the
RF and AdaBoost models displayed slightly lower accuracy compared to 1D-CNN and EL but remained within
acceptable predictive ranges.

Figure 3 enhances the insights from Table 3 by providing a visual comparison of model performance during
the testing phase, likely through bar charts comparing R?, RMSE, and MAPE% values across all models. The
figure clearly highlights 1D-CNN’s superior predictive precision, with the closest alignment between predicted
and experimental pH values for the 76 test points. It also reveals relatively higher error margins for models like
DT and AdaBoost compared to 1D-CNN and EL, underscoring the advantages of deep learning and ensemble
methods in addressing complex pH dynamics.

Collectively, Table 3; Fig. 3 emphasize the efficacy of advanced artificial intelligence techniques, particularly
ID-CNN, in precisely predicting pH variations in culture media due to bacterial growth. These findings
highlight the potential of CSA optimized computational models as reliable, efficient alternatives to conventional
experimental methods, providing valuable tools for optimizing biotechnological processes where pH control is
critical. Moreover, a standard ordinary least squares linear regression (LR) model was utilized using the same
training and test subsets of the ML models. The performance metrics (R>, RMSE, MAPE) of the LR model
were then compared with those of the ML models and the results are shown in Table 3; Fig. 3. The results
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Key Hyperparameters Optimal Values
AdaBoost Number of base estimators 15
Learning rate 1
Max depth 21
Number of trees (n_estimators) | 100 (default)
Max features sqrt (default)
Max depth 3.34
First hidden layer neurons 25
Second hidden layer neurons 17
Transfer functions Hyperbolic Tangent Sigmoid (tansig-hidden layers), Linear activation function (purelin- output layer)
Kernel RBF
LSSVM Regularization parameter (y) 1213
Kernel width (0?) 0.77
Convolutional layers 2
Pooling layers 1
Fully connected layers 1
1D-CNN | Activation function Rectified Linear Unit (ReLU)
Learning rate 0.001
Epochs 100 (default)
Batch size 16 (assumed)
Combined models SVM, DT, KNN with C=120, gamma =0.02, epsilon=0.001
SVM settings RBF used as the Kernel function, distance = Euclidean
KNN settings k=09, distance = Euclidean
Combination method Averaging

Table 2. Optimal hyperparameter values for each machine learning model.

R2 RMSE MAPE%
Model Training | Test Total | Training | Test Total | Training | Test Total
EL 0.9990 0.9960 | 0.9982 | 0.0382 0.0913 | 0.0533 | 0.2683 0.8237 | 0.3797
AdaBoost | 0.9982 0.9892 | 0.9960 | 0.0523 0.1438 | 0.0796 | 0.4801 1.0664 | 0.5977
ANN 0.9986 0.9931 | 0.9972 | 0.0452 0.1163 | 0.0659 | 0.4005 0.9104 | 0.5027

1D-CNN | 0.9994 0.9951 | 0.9983 | 0.0298 0.0996 | 0.0519 | 0.2728 0.7602 | 0.3706
LSSVM 0.9988 0.9961 | 0.9981 | 0.0422 0.0884 | 0.0547 | 0.4291 0.9071 | 0.5249

DT 0.9970 0.9885 | 0.9949 | 0.0660 0.1483 | 0.0888 | 0.6575 1.2069 | 0.7677
RF 0.9978 0.9968 | 0.9975 | 0.0575 0.0787 | 0.0623 | 0.5424 0.8332 | 0.6007
LR 0.9745 0.9698 | 0.9732 | 0.1026 0.1099 | 0.1064 | 1.0135 1.0206 | 1.0171

Table 3. The obtained values of evaluation indices for all created models with respect to training, testing and
total segments.

demonstrated that while the LR model achieved reasonably good performance, the ML models still outperformed
it consistently, particularly in capturing nonlinear patterns and interactions between input features.

Figure 4 further complements these findings by illustrating the distribution of absolute relative errors for
all machine learning models. The histograms show that most predictions for 1D-CNN and EL models are
concentrated in the lowest error bins, confirming their superior accuracy and consistency across the dataset.
In contrast, models such as DT and AdaBoost exhibit broader error distributions, reflecting slightly higher
prediction variability. The MLP-ANN, LSSVM, and RF models fall between these extremes, maintaining
moderate error concentrations. This comparative view highlights the advantages of deep learning and ensemble
approaches in minimizing prediction errors and reinforces the performance hierarchy established by the
quantitative metrics in Table 3.

Figure 5 present crossplots comparing predicted versus experimental pH values for culture media influenced
by bacterial growth, employing seven distinct artificial intelligence models. These models include 1D-CNN, EL,
AdaBoost, DT, RF, ANN, and LSSVM. The analysis is based on a 379-point experimental dataset, split into 303
data points for training and 76 for testing. These crossplots serve as vital visual tools for assessing the predictive
performance of each model, with optimal performance indicated by data points tightly clustered along the
45-degree line.

The dataset encompasses three bacterial strains including Pseudomonas pseudoalcaligenes CECT 5344,
Pseudomonas putida KT2440, Escherichia coli ATCC 25,922 and cultured in LB and M63 media, with initial
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Fig. 3. MSE, R-squared and MAPE% for all created models in this paper (testing phase).

pH values ranging from 6 to 9, time intervals from 0 to 68.27 h, OD600 from 0 to 1.7184, and system pH values
spanning 4.59 to 9.03. Collectively, Fig. 5 provides a comprehensive visual assessment of the models’ predictive
capabilities, with the 1D-CNN model exhibiting exceptional accuracy, demonstrated by the tight alignment of
predicted and experimental pH values across all bacterial and media systems. EL and ANN also show robust
performance, while models such as DT and AdaBoost display relatively wider scatter, suggesting slightly lower
precision.

These crossplots validate the reliability of the 379-point dataset and the effectiveness of the data normalization
technique applied, which reduced disparities in input scales and supported stable, accurate model training.
Overall, the figures underscore the 1D-CNN model’s superior capacity to capture complex, non-linear
relationships between key input features and pH behavior, highlighting its potential for enhancing applications
such as microbial process optimization, bioreactor design, and biotechnological advancements.

Figure 6 illustrates the relative error percentages during the training and testing phases for seven artificial
intelligence models developed to predict pH variations in culture media influenced by bacterial growth. Data
points closer to the y=0 line indicate superior predictive accuracy across the 379-point dataset (303 training
points and 76 testing points). Among the models, ID-CNN exhibits exceptional performance, with the tightest
error distribution (MAPE% = 0.370554549, R* = 0.998301691), followed by EL (MAPE% = 0.37966203) and
ANN (MAPE% = 0.502705344). In contrast, DT (MAPE% = 0.767710648) and AdaBoost models show wider
error ranges. This visual analysis underscores 1D-CNN'’s remarkable ability to precisely capture the complex
effects of bacterial type, culture medium type, initial pH (6-9), time (0-68.27 h), and bacterial cell concentration
(0-1.7184 OD600) on pH behavior, affirming its effectiveness for applications such as microbial process
optimization, bioreactor design, and biotechnological advancements.
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Fig. 4. Data frequency versus absolute error intervals for different ML models.

Sensitivity analysis

This section of the study explores the influence of key input variables include bacterial type, culture medium
type, initial pH, time, and bacterial cell concentration (OD600) on the pH variations in culture media due to
bacterial growth, while evaluating the relative significance of each factor. The importance of these input features
is quantified through correlation coeflicients, offering insights into their contributions to the pH prediction

models developed using 379 experimental data points®.
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Fig. 5. Crossplots of estimated pH versus actual values for all machine learning models.

In this analysis, the Monte Carlo simulation approach, appreciated for its simplicity and clarity, is utilized to
assess the relative impact of the input variables on the pH behavior of culture media. It is important to clarify that
Monte Carlo simulation in this study is not used to directly predict pH values, but rather to assess the sensitivity
of input variables within the trained machine learning models. While Monte Carlo methods can be employed
in traditional simulation contexts, they require prior knowledge of system equations and are computationally
intensive when applied directly to complex biological processes. In contrast, machine learning models offer
a data-driven alternative that can learn from experimental data without requiring explicit mechanistic
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Fig. 6. Relative error percent for training and testing segment for all the constructed models in this study.

formulations, providing faster and often more accurate predictions. Therefore, the Monte Carlo method was
used to explore the influence of input variables on the output of ML models, not to simulate pH itself. The ML
models remain central to the prediction framework, while Monte Carlo simulation supports interpretability
and sensitivity analysis. The best model, i.e. 1-D CNN model was coupled with the Monte-Carlo algorithm for
determining the most sensitive factors.
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Monte Carlo simulation approach excels in managing uncertainties by systematically sampling a wide range
of input values, allowing direct evaluation of output variability without dependence on proxy modeling. Within
this framework, the model incorporates multiple input parameters, defined as Eq. (17)*":

y=f(@1,22,..,wn) = f(z) (17)

The range and distribution properties of each input variable () are established and used to create a comprehensive
sampling set as Eq. (18):

T = [Ti1, Tig, oy Tin] 1 = 1,2, . K (18)

Here, k represents the total number of generated samples, and n denotes the number of input features considered.
Various sampling techniques, such as random sampling, importance sampling, and Latin hypercube sampling
(LHS), may be applied at this stage to construct the input dataset. The model is then executed for each set of
sampled inputs to produce the corresponding output results as Eq. (19):

Yi = f(xil,xig, ,xm) = f(a:)z = 1,2, ....,k (19)

In this context, k indicates the number of samples generated, and n represents the number of input variables.
Multiple sampling strategies, including random sampling, importance sampling, and Latin hypercube sampling
(LHS), can be employed during this phase. The model is applied to each set of sampled input variables to compute
the corresponding output results, as defined in Egs. (20) and (21):

By) =) % (20)

Here, V and E denote the variance and expected value, respectively. Sensitivity analysis is then performed based
on the input-to-output relationship described in Eq. (22). Among the various methods for visualizing this
relationship, scatterplot generation is regarded as one of the most straightforward and effective techniques:

(xij,yi), 1= 1,2,..‘,k (22)

Figure 7 presents a detailed sensitivity analysis assessing the relative influence of bacterial type, culture medium
type, initial pH, time, and bacterial cell concentration on the pH behavior of culture media, employing a Monte
Carlo simulation integrated with the artificial intelligence models developed in this study. The Monte Carlo
method, recognized for its robustness in addressing uncertainties, systematically samples variations in the input
parameters to evaluate their impact on pH predictions. The findings are displayed using a correlation matrix or
comparable visualization, highlighting both the magnitude and orientation of the associations between each
input variable and the resulting pH response.

The analysis identifies bacterial cell concentration as the most influential factor, with a correlation coefficient
of 4.9825, underscoring its pivotal role in driving pH variations across the studied systems. Time follows closely,
with a correlation coefficient of 4.8312, indicating that the duration of bacterial growth significantly affects
pH dynamics. The type of culture medium, with a correlation coefficient of 3.7482, also exerts a substantial
influence, suggesting that the media composition plays a critical role in pH changes. Bacterial type and initial
pH, with correlation coefficients of 2.4972 and 2.2483, respectively, demonstrate comparatively lesser but still
notable impacts.

Based on the analysis of 379 experimental data points, bacterial cell concentration and incubation time were
identified as the most influential variables affecting pH changes in the culture media. Other features exhibited
weaker correlations, suggesting that microbial metabolism and growth phase primarily drive acidification or
alkalization dynamics. The use of Monte Carlo simulation enhances the reliability of this analysis by accounting
for input uncertainties, providing a robust basis for understanding the underlying mechanisms. Figure 7 serves
as a valuable resource for researchers, offering practical guidance for optimizing microbial processes where pH
control is critical for biotechnological applications.

Temporal analysis of bacterial growth and pH dynamics in LB and M63 media using machine
learning modeling
In the context of predictive modeling, a critical aspect is the model’s ability to accurately forecast not only
individual data points but also the overall trend of the output variable. In this study, the top-performing model,
1D-CNN, was employed to predict the trend of pH variations in the growth medium during the bacterial growth
process for each bacterial strain. The results demonstrate that the developed 1D-CNN model effectively captures
this trend, reflecting its capability to simulate the dynamic pH behavior. Moreover, this approach serves as a form
of process simulation through the application of intelligent models, providing a reliable tool for understanding
and predicting microbial growth dynamics.

Figure 8 presents a comprehensive overview of the 1D-CNN model’s predictive performance across six
distinct bacterial strain-medium combinations. In each subplot (8a-8f), the red line represents the predicted
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Fig. 7. Assessment of the factors affecting pH variations in culture media due to bacterial growth using the
developed predictive models and Monte Carlo simulation.

pH trend, the green dots indicate experimentally measured pH values, and the blue line denotes bacterial
growth over time (OD600). These experiments reflect different environmental settings and initial pH conditions,
demonstrating the model’s ability to generalize across multiple growth scenarios.

Figure 8a shows the results for Escherichia coli ATCC 25,922 cultivated in LB medium with an initial pH of
6. The bacterial growth exhibited a classical sigmoidal pattern, rising from 0.0028 to 1.46 OD600 over ~39 h.
The predicted pH increased from 6.0 to 8.76, closely aligning with experimental data (6.15-8.69), confirming
the model’s high accuracy in alkaline pH forecasting under nutrient-rich conditions. Figure 8b corresponds to
Pseudomonas putida KT2440 grown in LB medium (initial pH 6). Growth peaked at 1.62 OD600 in ~42 h, and
the predicted pH ranged from 6.0 to 8.76. The predictions tightly followed the experimental range (6.25-8.75),
demonstrating the model’s robustness in capturing pH elevation due to metabolic activity.

Figure 8c illustrates the growth of Pseudomonas pseudoalcaligenes CECT 5344 in LB medium with an initial
pH of 7.5. Here, bacterial growth progressed steadily from 0 to 1.24 OD600 over ~57 h. The model accurately
predicted a gradual pH increase from 7.43 to 8.55, matching experimental data (7.44-8.55), validating its
effectiveness for neutral-alkaline starting conditions. Figure 8d displays results for E. coli ATCC 25,922 cultured
in M63 minimal medium starting at pH 7. The bacterial growth reached 1.35 OD600 after ~ 46 h. In contrast to
the LB medium results, pH decreased over time, and the model captured this acidification trend, predicting a
decline from 7.09 to 6.46, consistent with the measured range (7.05-6.49). This illustrates the 1D-CNN model’s
capability to handle both increasing and decreasing pH dynamics. Figure 8e reports the behavior of P. putida
KT2440 in M63 medium with an initial pH of 8. The growth curve showed a peak at 1.42 OD600 after ~48 h.
The model predicted a modest decline in pH from 7.82 to 7.42, accurately reproducing the experimental values
(7.79-7.43), suggesting it can model moderate pH shifts under nutrient-limited conditions. Figure 8f shows
the dynamics for P. pseudoalcaligenes CECT 5344 in M63 medium with an initial pH of 9. Bacterial growth
increased to 1.38 OD600 over ~ 68 h. The model forecasted a steady decrease in pH from 8.11 to 7.52, aligning
well with the measured pH trend (8.11-7.56), reinforcing its performance in alkaline environments.

Overall, the 1D-CNN model demonstrated consistent and accurate prediction across a wide spectrum of
microbial growth conditions, pH trends (both rising and falling), and media compositions. These results validate
the suitability of 1D-CNN for modeling pH dynamics in microbiological systems and reinforce its potential as a
non-invasive, data-driven tool for predictive bioprocess monitoring and optimization.

From a technological perspective, the artificial intelligence framework developed in this study, validated
through sensitivity analyses and error distribution assessments, demonstrates promising capabilities for data-
driven modeling of microbiological pH variations. While not claiming to establish a universal benchmark, the
approach provides a practical example of how machine learning can capture key patterns in moderately complex
systems using available experimental data. This work highlights potential applications in biotechnology and
microbial process optimization, but further research with larger and more diverse datasets will be required to
fully generalize these findings to broader and more intricate biological contexts.

Moreover, the computational efficiency of this methodology supports more sustainable research practices
by decreasing reliance on extensive experimental efforts, aligning with modern goals of operational efficiency
and environmental responsibility in scientific and industrial settings. However, there are some limitations
that should be acknowledged. Needing external validation and independent datasets, lack of interpretability
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Fig. 8. Comparison between 1D-CNN-predicted and experimental pH values alongside bacterial growth
trends for six different bacterial strain-medium combinations.

for some of high-performing ML models like ANN and RF and the black box nature of the models, and high
computational complexity of some models such as ANN and EL are the main limitations of the current study
that need to be addressed in future works.

Conclusions

This research successfully developed and validated an extensive array of predictive models using advanced artificial
intelligence techniques, including 1D-CNN, EL, AdaBoost, DT, RE, ANN, and LSSVM, to forecast pH variations
in culture media influenced by bacterial growth. A comprehensive experimental dataset comprising 379 points
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was employed, incorporating critical input variables such as bacterial type, culture medium type, initial pH (6-9),
time (0-68.27 h), and bacterial cell concentration (0-1.7184 OD600). The primary objective was to create precise
predictive models for pH dynamics under diverse microbial conditions. Model performance was significantly
improved through hyperparameter optimization using the CSA algorithm, ensuring exceptional predictive
accuracy. Thorough evaluations, including correlation analysis, crossplots, and relative error assessments,
identified 1D-CNN as the top-performing model, achieving an R? 0f 0.998301691, RMSE of 0.051935903, and
MAPE% of 0.370554549, showcasing its superior ability to capture complex pH behavior. Sensitivity analysis
via Monte Carlo simulations indicated that bacterial cell concentration had the greatest impact (correlation
coefficient=4.9825), followed by time (4.8312), culture medium type (3.7482), bacterial type (2.4972), and initial
pH (2.2483), providing valuable insights into the key factors driving pH variations. These results underscore
the significant benefits of employing artificial intelligence methods over conventional experimental approaches,
offering a highly accurate, efficient, and cost-effective framework for predicting microbiological properties. This
approach holds substantial potential for biotechnological applications, enabling the optimization of microbial
processes and bioreactor design. Future studies could further refine model accuracy by incorporating additional
biological or environmental factors, such as nutrient composition or oxygen levels, to broaden applicability
across diverse microbial systems.

Data availability
All data used during this study are included in the published article and the provided supplementary file. All the
codes and calculation files are also available from the corresponding author on reasonable request.
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