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Automatic electrical and electronics component/symbol recognition from hand-drawn circuits is a 
challenging research problem. However, the literature survey reveals that there has been no significant 
progress in this domain. One possible reason for this might be a lack of publicly available datasets. 
To this end, in this work, we have developed a dataset, called JUHCCR-v1, which comprises 20 
different hand-drawn circuit components that are commonly found in electrical and electronic circuits. 
Additionally, we have prepared a synthetic dataset having different variations (like orientations, 
stroke lengths, and distortions) of collected circuit components that may occur while extracting the 
components from an entire hand-drawn circuit diagram. This augmented dataset with the original 
ones would help train the deep learning based circuit component recognition algorithms. In order to 
provide a base result on this dataset, we have designed a weighted ensemble-based hand-drawn circuit 
component recognition method applied to snapshots of the convolutional block attention module-
aided DenseNet-121 architecture. This benchmarking method achieves an accuracy of 91.15% on test 
set images. All datasets prepared here, along with codes, are made publicly available for the research 
community at: ​h​t​t​p​s​:​​/​/​g​i​t​h​​u​b​.​c​o​m​​/​A​y​u​s​h​​R​o​y​2​0​​0​1​/​C​i​r​​c​u​i​t​-​C​​o​m​p​o​n​e​​n​t​-​A​n​a​l​y​s​i​s.

The basic definition of a circuit is a trail that allows the flow of electrical current. It comprises conducting 
wires, a power supply (AC or DC), resistance, inductance, diodes, and various other electrical components. The 
aim of the circuit components of a circuit is a controlled, uninterrupted flow of electricity or power transfer. 
For a generalized understanding and analysis of electrical circuits, various internationally accepted universal 
symbols are standardized for all the components used in a circuit. The uniqueness of the symbols for each 
circuit component makes it easy for their identification and detection. In cases of circuits with a large number of 
components, manual detection of components for analysis is difficult and a tedious job for humans. To overcome 
this problem, automatic circuit component detection and recognition are the two primary tasks that can be 
accomplished with digital image processing and machine learning algorithms1–3.

Commercially available tools like Computer-Aided Design (CAD), and Circuit Maker are used for drawing 
circuits in online mode4,5. However, these techniques consume much more time than drawing circuits by hand. 
Thus, a method that can recognize hand-drawn circuits in their imaging form and convert them to machine-
encoded forms would serve the requirement in a better way. This would not only save the valuable time of 
non-expert users of the said commercial tools in learning and mastering, but also would keep the recognition 
part usable for real-world scenarios for hand-drawn circuits. The manual inspection of large circuits is a time-
consuming and tedious job. This can be overcome by automatic circuit component analysis using artificial 
intelligence1,3,6.

It is a well-known fact that the fundamental unit of any circuit diagram is circuit components7. To interpret 
a digital circuit diagram, one needs to recognize the components present in a circuit diagram i.e., it is required 
to identify the components with their symbols. However, the difficulty of identification of hand-drawn circuit 
components in their image form is much greater than their digital counterparts (see Fig. 1). The typical 
challenges faced in the case of hand-drawn symbols are extremely varying drawing styles, deformed, non-
uniform, incomplete, or imperfectly shaped symbols, changing ink intensity, lower quality of paper, and noise 
while capturing images8–12.

Therefore, a number of works1,6,13,13–18 emphasize circuit component recognition as found in the literature. 
However, the authors of these works performed their experiments on self-made datasets. Even in most cases, the 
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authors have worked with only a handful number of images with fewer classes8,13,15,18. Here lies the importance 
of a publicly available hand-drawn circuit component recognition dataset to be used by the research community. 
This would help researchers to assess any existing and new algorithms. Moreover, the challenges mentioned 
earlier increase the complexity and difficulty of the problem. All these have highlighted the need for a proper 
dataset that mimics many real-world challenges that a recognition model must tackle.

This work focuses on designing an image-level dataset consisting of isolated circuit components. The initial 
dataset is prepared by the current authors by collecting hand-drawn circuit components. The dataset consists 
of hand-drawn circuit component images having more samples per class and the number of classes compared 
to the state-of-the-art methods used. The dataset comprises images of 20 circuit components (e.g., Ammeter, 
Voltmeter, Transformer, Resistance, AC Source, Capacitance, Diodes, Transistors, etc.). This dataset is so prepared 
that it can include most of the challenges one might face in real-life scenarios. Moreover, this dataset tries to 
mitigate the problems that might arise due to fewer image samples while training a deep learning framework by 
including augmented circuit component images. The image augmentation techniques used here help in adding 
some missing real-life challenges that might occur during the recognition of isolated circuit components in 
their image forms. Apart from designing a challenging dataset for circuit component recognition, this work also 
focuses on designing a competent recognition model to provide a benchmark recognition result on the currently 
prepared datasets. For this, we have used a Convolutional Neural Network (CNN)-aided model empowered 
with Convolutional Block Attention Module (CBAM) attention mechanism and snapshot ensemble mechanism.

The key contributions of this work are as follows: 

	1.	 Developed a dataset, dubbed JUHCCR-v1, which comprises 20 commonly appearing components in electri-
cal and electronic circuits.

	2.	 Prepared a synthetic dataset having different variations (like orientations, stroke lengths, distortions, etc.) of 
circuit components that are quite common while extracted from hand-drawn circuit diagrams. The Synthetic 
data introduces more complex scenarios that might occur while working on real-life data and it would also 
help in better training of deep learning models.

	3.	 Designed a snapshot ensemble method applied to a CBAM attention-aided DenseNet-121 architecture for 
the classification of the hand-drawn circuit components.

	4.	 Benchmarked the results on developed datasets using the proposed method after performing an exhaustive 
set of experiments.

Fig. 1.  The difference in complexity level of symbols of hand-drawn and digitally generated circuit 
components.
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The remaining part of this article is organized as follows. Section “Related work” describes some previous 
methods that performed circuit component recognition. The preparation of the dataset that is made publicly 
available is described in Section “Dataset preparation”. The benchmarking method on the present dataset is 
illustrated in Section “Benchmarking technique” while Section “Results and discussion” describes the results 
obtained and subsequent discussion. Finally, the article is concluded in Section “Conclusion and future scope”.

Related work
Although there are a few works on hand-drawn electrical and electronic circuit analysis, scientists still find it an 
open research problem due to many challenging factors like the quality of the image, brightness, rotation, non-
uniform and deformed shapes, etc. Hence, an analysis of hand-drawn electrical and electronic circuit images on 
a wide and diverse dataset is highly essential for research purposes. The existing research has considered two 
different approaches for circuit component recognition, viz., (a) isolated component-based recognition1,14,19,20 
and (b) detection and recognition of the components at one go21,22. The methods in the first approach have 
considered the isolated circuit components14,19 or extracted the components from an entire circuit diagram 
through some image processing23,24 prior to recognize them. In the second approach the circuit components’ 
detection and recognition were performed simultaneously using some object detection25–27 based deep learning 
frameworks. It is noteworthy to mention that the present work is designed to support the first approach via an 
open access dataset. Here, we discuss research attempts of both approaches made by researchers in the past.

Several researchers followed the standard pattern recognition approach to recognize circuit components. 
As a result, these researchers built their approach as a classification problem where each circuit components 
were considered as a pattern class and the feature extraction models were designed solely for the isolated 
circuit components. A number of methods14,19 considered isolated circuit components to concentrate only on 
component classification. However, this approach of circuit component recognition approach has been used in 
the methods for circuit analysis tasks23,24, and therefore, they used some component extraction techniques prior 
to the recognition task.

In the work19, De et al. proposed a technique to recognize components from an electronic circuit diagram 
using feature point identification followed by a statistically supervised parametric classifier. In another work, 
Dewangan and Dhole20 proposed a K-Nearest Neighbors (KNN) based methodology to directly recognize 
electrical and electronic components using hand-crafted features like geometric area, centroid, eccentricity, 
convex area, and orientation angle of hand-drawn electrical circuit images. Roy et al.1 proposed a feature 
selection-based recognition model where pre-processed electrical and electronic circuit component images 
were used to extract a feature set consisting of the histogram of oriented gradients (HOG) and several shape-
based features. Irrelevant texture-based features were filtered out by the ReliefF algorithm28,29, and the sequential 
minimal optimization (SMO) classifier30 was used for the classification of circuit components. In another work, 
Dey et al.14 implemented a two-stage CNN-based model that classifies hand-drawn electrical and electronic 
circuit components. In the first stage, the circuit components with visual similarity were clustered together into 
a single unit, and then in the second stage, similarly looking components were further classified into their actual 
output class.

As stated earlier, a few method exists that use circuit component extraction prior to component recognition 
for the circuit diagram analysis task. Bailey et al.23 devised a two-step method for the recognition of electrical 
circuits. In the first stage, wires were removed from scanned hand-drawn electronic circuits, and then circuit 
component recognition was performed using a template matching algorithm. In another work, Rabbani et al.24 
used artificial neural networks (ANN) to directly extract electrical circuit components from a hand-drawn circuit 
using a two-step method. In another work, Dai and Braytont31 developed a circuit-based convolution operation 
with dynamic pooling where a deep learning framework was utilized. Feng et al.32 proposed a system of offline 
circuit recognition and simulation using digital image processing. The proposed model consists of segmentation, 
feature extraction, classification, and redrawing and repositioning. Finally, they used this circuit for simulation 
purposes by substituting values for each component to generate output waveforms and characteristic graphs. 
Lakshman et al.33 proposed a hand-drawn electronic circuit diagram recognition model where, firstly, detection 
is done by constructing the feature vector by combining Local binary pattern (LBP) and statistical features based 
on pixel density, followed by classification using a support vector machine (SVM) classifier.

Several researchers designed object detection25–27 based deep learning models for the detection and 
recognition of circuit components. In these works, the researchers mostly relied on different incremental 
versions of you only look once (YOLO) models34, fast region based convolutional neural network (Fast 
R-CNN)35, and faster region based convolutional neural network (Faster R-CNN)36. For example, Rachala 
and Panicker21 proposed an algorithm for the automatic recognition of hand-drawn electronic circuits using 
YOLO-v5 architecture. Subsequently, they rebuilt the circuit schematic based on object detection and circuit 
node recognition with high values of precision and accuracy. In another work, Amraee et al.22 used another 
technique that analyzes hand-drawn logic circuits with deep neural networks empowered with YOLO object 
detection and recognition architecture. They have analyzed the connection among the circuit components using 
a new simple boundary tracking method, followed by the binary function related to the hand-drawn circuit. 
The authors created a hand-drawn circuit diagram dataset, but the dataset was not made public. In another 
work, Yang et al.16 used a YOLO model to segment and recognize power components from substation one-
line diagram (SOLD) images, which are like printed images. Bohara et al.9 used the YOLO-v8 model to detect 
and recognize the circuit components. In another work, Mathur and Achar8 compared the performances of 
YOLO-v5 and Faster R-CNN models for electronic components’ orientations in a hand-drawn circuit diagram. 
AlMughrabi and Hiary11 used Faster R-CNN for the same purpose. In this connection, Bhutra et al.17 compared 
the performance of Faster R-CNN and Fast R-CNN for circuit component detection and recognition and found 
that Faster R-CNN is better compared to Fast R-CNN.
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Apart from these two above mentioned categories, the present work might contribute to other objectives like 
circuit topology understanding37, missing connection imputation in circuit38, and training in the educational 
system39,40. Hu et al.37 performed parsing of integrated circuit images using a Graph Attention Network (GAT). 
They followed a bottom-up approach to understand the circuit topology. Circuit recognition processes were 
also used in the education system39,40. Al et al.40 investigated the importance of augmented reality and machine 
learning in the study of Electrical engineering, while Loong et al.39 investigated the usefulness of machine 
learning in structural analysis in the study of Civil engineering. In the first case, the authors elaborated on the 
need for electrical circuit recognition, while in the other case, the authors strongly recommended automated 
digitization of hand-drawn civil engineering drawings. Very recently, Said et al.38 utilized state-of-the-art graph 
neural network (GNN) models41,42 to solve one of the key issues: missing connection imputation in circuit 
diagram while realizing it. To overcome this problem, the authors came up with a novel two-step solution. 
First, they formulate missing circuit component identification as a graph classification task in the graph-based 
representation of a partial circuit, and second, they treat the placement and connectivity of the predicted 
component as a link completion problem.

Dataset preparation
A suitable dataset is one of the most important prerequisites for evaluating the performance of any method. To 
the best of our knowledge, the isolated hand-drawn circuit component dataset is missing in the literature to date, 
although circuit component recognition is a challenging image classification problem and has its needs in the 
engineering domain. Thus, we have prepared a hand-drawn circuit component dataset and made it public to the 
research community. This dataset contains hand-drawn samples of 20 analog and/or digital circuit components 
(see Fig. 2).

Data collection
The hand-drawn components collected here are drawn by different individuals like students, faculty members, 
and research scholars, who have contributed voluntarily. The circuit component images have been extracted 
from two different types of sources, namely (i) entire circuit diagram images (see Fig. 3), inspired from43,44, 
and (ii) filled-in pre-formatted data-sheets containing isolated circuit components (see Fig. 4), inspired from 
the works45,46. All the documents are scanned using a flat-bedded scanner with a 300 dpi resolution and stored 
as bitmap (BMP) files. Next, we have employed the circuit component extraction technique proposed by 
Bhattacharya et al.47 to extract circuit component images from the circuit diagram images. For the other category 
of documents, we have used the program of the works48,49 to extract the circuit component images. In both cases, 
images are stored in BMP file format.

The circuit component images are drawn using a ball or gel pen with varying ink colors: red, blue, and black. 
The circuit component pairs like (AND gate and NAND gate), (OR gate and NOR gate), and (PNP Transistor 
and NPN Transistor), and triads (AC source, Ammeter, and Voltmeter) considered here have an overall similar 
shape with variations found locally (see Fig. 5a). This figure shows the similarly shaped circuit components 
horizontally marked with dissimilar portions within red-colored circles. Besides, variations are found in the 
same component drawn by different individuals (see Fig. 5b), where a circuit component that is drawn differently 

Fig. 2.  Sample images of analog and digital circuit components considered here. Numbers preceding the name 
of circuit components indicate the class number of the corresponding circuit component used in our dataset.
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Fig. 5.  Examples of some complex cases found in the present dataset.

 

Fig. 4.  Filled-in pre-formatted document page used for collecting circuit component samples from individuals.

 

Fig. 3.  Two sample images representing a complete circuit diagram.
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is shown horizontally. All these cases make the classification task a challenging one and lead to classification 
errors1,9,14. We name this dataset “JUHCCR-v1.o”, where JUHCCR represents “Jadavpur University Hand-drawn 
Circuit Component Recognition”, “v1” represents version 1 of the dataset, and ‘o’ represents original images. 
This dataset consists of 150 samples per class, for a total of 3000 samples. The entire dataset is partitioned into 
two subsets: train and test. The training set consists of 50 sample images per class (i.e., 50 × 20 =1000 in total), 
while the test set consists of 100 sample images per class (i.e., 100 × 20 =2000 in total). Some samples from 
this dataset are shown in 1st row of Fig. 6. The images are named as “original_dd”, where “dd” denotes the file 
number 00, 01, . . . , 99.

Augmented dataset preparation
To add more variations to samples of the dataset, like orientations, stroke lengths, distortions, etc. that are quite 
common while circuit components are extracted from real hand-drawn circuit diagrams, we have employed 
nine different data augmentation processes. These augmentations are applied on each samples of the dataset 
maintaining the train and test split intact i.e., augmented samples kept in test and train sets. The augmented 
training dataset consists of 450 sample images per class (i.e., 9000 in total), while the testing dataset consists of 
900 sample images per class (i.e., 18000 in total). This dataset consists of 1350 samples per class, for a total of 
27000 samples. The augmentations including different variations like orientations, stroke lengths, distortions, 
etc. of circuit components that are quite common when extracted from hand-drawn circuit diagrams, i.e., 
augmented dataset is created to incorporate more challenges that may arise while recognizing components 
extracted from entire diagram. The newly generated augmented circuit component images look very close to 
the real samples (see Fig. 6), but with increased complexity. Adding augmented image samples also helps in 
increasing the number of samples per class and thus, this dataset becomes more suitable to train a CNN model. 
We have named the new dataset as “JUHCCR-v1.a” where the letter ‘a’ represents augmentation and the rest 
are as defined earlier. The augmented images are saved as “augmented_aa_bbb”, where “aa”, and “bbb” represent 
the augmentation identifier index (see Fig. 6) and file number, respectively. The augmentations used here is 
described below. 
01:	 Rotation by an arbitrary angle: the original images are rotated randomly at an angle θ 

Fig. 6.  Illustration of the augmentations applied on the original images.
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(∈ [−20◦, −10◦] ∪ [10◦, 20◦]). Some sample images of this category are shown in 2nd row of Fig. 6.
02:	 Rotation by a negative angle: in this case, the original images are rotated randomly with an angle θ 

(∈ [−1◦, −10◦]) and some sample images are shown in 3rd row of Fig. 6.
03:	 Rotation by a positive angle: here the original images are rotated randomly with an angle θ 

(∈ [1◦, 10◦]). Four Sample images of this category are shown in 4th row of Fig. 6.
04:	 Change in brightness: the brightness of each original image is increased by a factor of 1.5 (see 5th row 

of Fig. 6).
05:	 Change in contrast: the contrast of each original image is increased by a factor of 1.75 (see 6th row of 

Fig. 6).
06:	 Adding Gaussian noise in the background: a random amount of Gaussian noise (say, N) with mean 

and standard deviation 0 and 20, respectively, has been added to each original circuit component image 
(say, I). Next, the noise component is then blended with the original image, where a linear blending 
function (say, f()) between 2 functions f1() and f2() is formulated using Eq. 1. 

	 f(x) = α ∗ f1(x) + (1 − α) ∗ f2(x)� (1)

 In Eq. 1, α ∈ [0, 1] is a constant value. Now, the resultant image (say, R) is generated using Eq. 2. 

	 R(x, y) = α ∗ I(x, y) + (1 − α) ∗ (N(x, y)) + γ� (2)

 In Eq. 2, γ is a constant value. Here we have taken α = 0.5 and γ = 30. Some samples of this category of 
augmented samples have been shown in 7th row of Fig. 6.
07:	 Adding Gaussian noise in the foreground: a definite amount of noise is injected in the foreground of 

the original image by using a bilateral filter, which can be formulated using Eq. 3. 

	
BF [X]k = 1

Np
ΣMσs ||k − l|| ∗ Mσr |Xk − Xl| ∗ Xl� (3)

 In Eq. 3, 1
Np

 is normalization factor, Σ is the summation operation over the range of l ∈ S, Mσs ||k − l|| = 
space weight, Mσr ||Xk − Xl|| = range weight. In our bilateral filter, we used the value of σ in color space as 75, 
σ in coordinate space as 75, and the diameter of each pixel neighborhood as 9. Some samples of this category of 
augmented samples have been shown in 8th row of Fig. 6.
08:	 Stroke thickening: the circuit components’ stroke has been increased using this augmentation. For this, 

in the first step, we employed morphological dilation with a structuring element of dimension 7 × 7 
and called the output image Idia. Next, we have subtracted the image Idia from the original image (say, 
Iorg) and stored the resultant image as Idif  i.e., Idif = Iorg − Idia. Finally, the augmented image (say, 
Iaug) is generated following the rule mentioned in Eq. 4. 

	
Iaug(x, y) =

{
Iorg(x, y), if Idif (x, y) == 0
t(x, y), otherwise � (4)

 In Eq. 4, t(x, y) is the mean of the top-t darkest neighbors of the pixels at position (x, y) in 3 × 3 neighbors (see 
9th row of Fig. 6.).
09:	 Adding distortion by suppressing data pixels: the original image Io is converted to a binary image Ib

. Next, a random integer (say, i ∈ [100, 110]) is generated for each data pixel (i.e., Ib(x, y) == 0) of 
Io(x, y). Now the augmented image Ia is generated following Eq. 5. 

	
Ia(x, y) =

{ 255, if Io(x, y) < i and Ib(x, y) = 0
Io(x, y), otherwise � (5)

 Finally, Ia has been converted to an RGB image (see 10th row in Fig. 6).

 Combination of original and augmented datasets
This dataset comprised all samples of the original and augmented components. However, categorical marking 
(e.g., augmented, original, and augmentation index), as mentioned earlier, is not present in this dataset. We have 
defined these samples as more competent and applicable for circuit component recognition. This dataset is called 
“JUHCCR-v1.ao”, and it contains 1500 samples per class (500 and 1000 samples per class in training and test sets, 
respectively). Here, the term “ao” represents the collection of augmented and original samples. The images are 
called “mixed_ccc”, where “ccc” is the shuffled file number 000, 001, . . . , 999 for train, and 000, 001, . . . , 499 
for test samples.

Benchmarking technique
In this work, we have proposed a CNN model for classification of circuit components in order to generate 
benchmark results on developed datasets. The model is empowered with the CBAM attention technique and 
snapshot ensemble learning. CBAM is a simple yet effective attention module that enhances the performance 
of CNNs by assigning more weight to specific channels and spatial locations in the applied feature map. The 
snapshot ensemble is a technique that generates different trained modules (known as snapshots) while training 
only a CNN model at different instances (i.e., at different training iterations). We have considered DenseNet-121 
as the CNN baseline architecture using the transfer learning protocol. The entire process is shown in Fig. 7.
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DenseNet-121 architecture
In50, the authors have elaborately explained how densely connected CNNs or DenseNets are superior to their 
traditional and residual counterparts, which have later been used in many applications successfully51–53. In 
traditional CNNs, a convolutional layer gets its input from the immediate predecessor, i.e., for n layers, there are 
n-1 direct connections. However, in DenseNets, a particular convolutional layer (say, a) receives its inputs from 
each of its preceding layers with respect to a, except the first layer which receives the input image (input layer), 
i.e., in DenseNets, there are n∗(n+1)

2  connections. In this way, DenseNets are quite effective in dealing with the 
vanishing gradient problem, which mainly arises as the CNN tends to have deeper layers.

Here, we have used the DenseNet-121 architecture that has the following layers: 1 Convolution layer of 
kernel dimension 7 × 7, 58 Convolution layers of kernel dimension 3 × 3, 61 Convolution layers of 1 × 1 kernel 
dimension, 4 AvgPool, and 1 fully connected layer. The nth layer receives the feature maps of all previous layers, 
x0,...,xn−1, as inputs, and defined as Eq. 6.

	 xn = Hn([x0, x1, ..., xn−1])� (6)

In Eq. 6, [x0,x1,...,xn−1] represents the concatenated feature map. Several inputs of Hn are concatenated into 
a single tensor for ease of implementation. Implementing a concatenation operation is not feasible when the 
size of feature maps changes. To tackle this, DenseNets are divided into DenseBlocks. Inside each block, the 
dimensions of the feature maps remain constant, but the number of filters between them is changed. Between 
the blocks, there are transition layers that reduce the number of channels to half of that of the already existing 
channels. For each layer, from equation 6, Hn is defined as a composite function that applies three consecutive 
operations: batch normalization, a rectified linear unit (ReLU), and a convolution. After passing through each 
dense layer, the size of the feature map increases with each layer, adding K features on top of the existing features. 
This parameter K defines the growth rate of the network, which controls the amount of information added in 
each layer of the network. If each function, Hn produces k feature maps, then

	 Kn = K0 + (n − 1) ∗ k� (7)

Fig. 7.  Block diagram to illustrate the proposed circuit component recognition technique designed to facilitate 
benchmark results on the present datasets. The feature map from DenseNet-121 is passed on to the CBAM 
attention mechanism. The feature map received from CBAM is flattened using global average pooling (GAP), 
which serves as an input for the classification layer. The model is trained using the snapshot ensemble, where 
five snapshots of the model have been saved. The confidence scores of the top-3 snapshots (say, CF3, CF4, 
and CF5) undergo a weighted average ensemble technique, where wi : i = 1, 2, 3 is the weight assigned to the 
confidence score of snapshots to predict the final class label.
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In Eq. 7, Kn is the number of input feature maps and K0 is the number of channels in the input layer. When 
the number of inputs becomes quite high, a 1 × 1 convolution layer can be introduced as a bottleneck layer 
before each 3 × 3 convolution to reduce the computational burden in DenseNet-121. Hence, DenseNets require 
fewer parameters than an equivalent traditional CNN, and this allows feature reuse in DenseNets. A pictorial 
representation of the DenseNet-121 architecture is shown in Fig. 8.

CBAM attention
The CBAM attention mechanism54 is applied to the last feature map of dimension C × H × W  generated from 
any CNN architecture. Here, C, H, and W represent the number of channels, height, and width of the feature 
map, respectively. The CBAM attention is comprised of a 1D Channel Attention Module (CAM) and a 2D Spatial 
Attention Module (SAM). The CAM essentially assigns weights to channels of the feature maps, i.e., enhances 
particular channels that contribute more towards boosting the model’s performance. The 1D channel attention 
network outputs a feature map (say, Fc) of dimension C × 1 × 1. Fc can be defined using Eq. 8.

	 Fc = σ(MLP (GAP (F )) + MLP (GMP (F )))� (8)

In Eq. 8, ‘+’ denotes the element-wise addition operation, F is the input feature map, and σ represents the sigmoid 
activation function. Now, F ′

c = Fc ⊗ F  is fed to the SAM (⊗ denotes element-wise matrix multiplication), 
which is the domain space encapsulation attention mask applied to enhance the feature representation F ′

c . It 
outputs a feature map (say, F

′′
) of dimension C × H × W . F

′′
 can be formulated using Eq. 9.

	 F
′′

= f7×7[DL(GAP (F ′
c)); DL(GMP (F ′

c))]� (9)

In Eq. 9, ‘;’ denotes the concatenation of the two features. In Eq. 9, f7×7 is the convolutional layer of kernel 
size 7 × 7 with dilation of 4, and DL represents Dense Layers. The dense layers (DL) comprise two dense layers 
that use the ReLU activation function. The first dense layer takes C dimensional input and outputs C

r  (r is the 
reduction ratio) dimensional vector. This output is fed to the second dense layer, which returns an output feature 
of dimension C. DL is shared by the global average pooling (GAP) layer and global max pooling (GMP) layer. 
Thus, FCBAM  (see Eq. 10) is the output of the CBAM attention module having dimensions C × H × W  (see 
Fig. 9).

	 FCBAM = F
′′

⊗ F ′
c � (10)

Snapshot ensemble
The basic ideology of using the snapshot ensemble is to collect multiple learned models (called snapshots) 
obtained by training a CNN architecture over several iterations, and these snapshots are combined to make the 
final decision. By doing so, the computational burden for running different CNN models to form an ensemble 
is greatly reduced, and the overall performance is improved. In this work, this mechanism is used to create five 
snapshots while training the base CNN architecture model. We develop the snapshot ensemble in two parts - 
the first part involves a custom callback to save the model at the bottom of each learning rate schedule, while 
the second part involves loading the saved models and using them to make an ensemble prediction. Here, we 
have used the cosine annealing learning rate schedule. We have implemented the cosine annealing schedule as 
described in the work55, which is shown in Eq. 11.

Fig. 8.  A block diagram representation of the DenseNet-121 architecture.
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w(t) = w0

2 cos(
π mod (t − 1, ⌊ N

M
⌋)

⌊ N
M

⌋
+ 1)� (11)

In Eq. 11, ⌊.⌋ represents the floor function, N is the total number of training epochs, M is the number of cycles 
(in our case we have taken N = 100 epochs for which the cosine annealing curve repeats itself 5 times over the 
entire training duration, i.e., M = 5), the mod() is the modulo operation, w0 is the maximum learning rate, and 
w(t) is the learning rate at epoch t.

Weighted average ensemble
The confidence scores from the top-3 snapshots, decided by their validation accuracy, are combined. While 
combining the class-level confidence scores, the highest weightage is assigned to the best snapshot. The 
predicted class is the index of the modified confidence score matrix corresponding to the highest value. Let the 
confidence score vector generated by top-3 snapshots be CF1, CF2, and CF3 for the best, second best, and 
third best snapshots, respectively, and the corresponding weights are w1, 22, and w3, respectively. The combined 
confidence score vector CFavg  is calculated in Eq. 12.

	
CFavg =

3∑
n=1

wn × log(CFn)� (12)

In the current study, the values of the parameters w1, w2, and w3 are set as 0.4, 0.3, and 0.3 respectively 
heuristically. It is to be noted that in Eq. 12, to normalize the elements present in the confidence score vectors 
(i.e., CF1, CF2, and CF3), the logarithmic operator is used following the suggestions from the work56. The 
predicted class of n sample (say, c) can be obtained using Eq. 13.

	 c = argmax(x∈C)CFavgx � (13)

In Eq. 13, C = {1, 2, 3, ....., N},where N  is the number of classes. In our case, N = 20.

Proposed benchmarking model
In this work, the CNN-aided hand-drawn circuit component classifier uses DenseNet-121 as the base CNN 
architecture. The output feature map (i.e., F) generated from the DenseNet-121 architecture after Dense Block 
4 (see Fig. 8) has the dimension C × H × W , and it is then fed to the CBAM attention module. Next, the 
GAP is applied on the output feature map generated from CBAM (i.e., FCBAM  of dimension C × H × W ) 
to the dimension C. Afterward, a dense layer with 20 neurons coupled with the softmax activation function is 
employed to obtain the predicted confidence scores of each class. We use the Snapshot ensemble technique while 
training the model to get five snapshots. Next, a weighted averaging ensemble is applied using the confidence 
scores of the three best snapshots. From the probability score CFavg  obtained by applying a weighted averaging 
ensemble, we get the predicted class using Eq. 13. The overall block diagram of the proposed model is shown in 
Fig. 7.

Results and discussion
In this section, we discuss various experiments that have been performed to compare results on the JUHCCR-v1 
dataset. We have also analyzed the obtained results with the help of figures, graphs, and tables. We have used 
JUHCCR-v1.oa for training the models and model performance is evaluated on all three test sets present in 
JUHCCR-v1.o, JUHCCR-v1.a and, JUHCCR-v1.oa. We have used some standard metrics like accuracy (see Eq. 
14), precision (see Eq. 15), recall (see Eq. 16), and F1 score (see Eq. 17) for the evaluation of the models.

Fig. 9.  A pictorial representation of the CBAM attention module.

 

Scientific Reports |        (2025) 15:38617 10| https://doi.org/10.1038/s41598-025-22404-5

www.nature.com/scientificreports/

http://www.nature.com/scientificreports


	
Accuracy = T P + T N

T P + T N + F P + F N
� (14)

	
P recision = T P

T P + F P
� (15)

	
Recall = T P

T P + F N
� (16)

	
F 1score = 2 × P recision × Recall

P recision + Recall
� (17)

In Eqs. 14–16, TP, TN, FP, and FN represent True Positive, True Negative, False Positive, and False Negative, 
respectively. The performance of our proposed model and its implementation process are discussed in the 
following subsections.

Experimental setup
We have utilized the Open-CV and PIL libraries for augmentations performed on the images. For the 
implementation of the base CNNs, CBAM attention, and snapshot ensemble, we have utilized the Tensorflow-
Keras library of Python. Also, the Sklearn library is utilized for metrics (i.e., accuracy, precision, recall, and 
F1-score) to evaluate the model for benchmarking. All experiments have been conducted using NVIDIA P100. 
Here, we have utilized the transfer learning protocol to train the baseline CNN architectures. The pre-trained 
weights obtained after training on the ImageNet dataset are used here. Adam optimizer is used with a learning 
rate of 0.01 for training all the base CNN architectures (see following subsection), and all these models are 
finetuned for 150 epochs. The training set of JUHCCR-v1.o has been split in a ratio of 70:30 (training data - 
7000 and validation data - 3000) for deciding on hyperparameters, base CNN model, CBAM attention, top-3 
snapshots, and the weights for weighted ensemble technique. All images are resized to dimension 160 × 160. 
The training curves of the DenseNet-121 architecture for 150 epochs are shown in Fig. 10.

Selection of base CNN model
Five baseline CNN architectures viz., ResNet-5057, MobileNet-V258, Inception-V359, NasNet-Mobile60, and 
DenseNet-12150 are trained and evaluated to select a reasonably good base CNN model. The feature length C 
(C = 1024 for DenseNet-121, 1280 for MobileNet-V2, 1056 for NasNet-Mobile, and 2048 for Inception-V3 and 
ResNet-50) are obtained from these CNN models while applying GAP on the last feature maps of dimension 
5 × 5 × C . These features are then fed to the classification layer, which is a DL with softmax activation and has 
20 units (for 20 different circuit components). All layers of the CNN model are frozen. The validation results of 
the base CNNs are shown in Fig.11. The DenseNet-121 outperforms the other base CNN models. Therefore, we 
have performed the rest experiments with the DenseNet-121 model as the base CNN model.

Usefulness of CBAM
The CBAM attention mechanism is next applied to the best-performing model, i.e., DenseNet-121. The CBAM is 
applied on the last block of DenseNet-121 (i.e., Dense block 4 in Fig. 8). It is to be noted here that the last block is 
made trainable for this purpose and trained for 40 epochs by keeping other hyperparameters, mentioned earlier, 
frozen. The decision to make this block trainable is made experimentally. It is observed that making the last layer 
trainable increases the validation accuracy from 89.18 to 89.90%. The enhanced performance of DenseNet-121 
after applying CBAM attention is illustrated in Fig. 12. Also, the training and validation curves over varying 
epochs are shown in Fig. 10.

Choice of snapshots for ensemble
To enhance the model’s performance further, we have applied the snapshot ensemble technique to the CBAM-
aided DenseNet-121 model. We have captured five snapshots (after every 20 epochs), i.e., trained for 100 
epochs by keeping other hyperparameters, mentioned earlier, frozen. The performance of the snapshots on the 
validation dataset is shown in Fig. 13. Also, the training and validation natures are shown in Fig. 10. Top-3 
snapshots i.e., Snapshot 3, Snapshot 4, and Snapshot 5 are used for weighted ensemble described in subsection 
“Weighted average ensemble”.

Performance on test sets
The performance of the test samples is evaluated with the help of the classifier ensemble method (see subsection 
“Weighted average ensemble”). For this, we have considered the top-3 snapshots (decided based on performance 
on validation samples), which in our case are Snapshot 3, Snapshot 4, and Snapshot 5 (see Fig. 13). The results 
of the weighted average voting ensemble are shown in Fig. 14. This figure contains benchmark performances 
on all three test datasets: JUHCCR-v1.o, JUHCCR-v1.a, and JUHCCR-v1.oa when model trained on train 
samples of JUHCCR-v1.oa dataset. In the weighted ensemble method, the weights: w1 = 0.40, w2 = 0.30, and 
w3 = 0.30 (see Eq. 12) are used, which are selected heuristically (see Table 2). The benchmark performances are 
satisfactory at its current state considering the complexity of the problem and designing a simple benchmarking 
technique on the dataset for the initial attempt. The complexity increases with issues like varying drawing styles, 
non-uniform, incomplete, or imperfectly drawn symbols, change in ink intensity, and lower paper quality. The 
complexity increases with intra-class (see Fig. 5b) variation due to drawing style and inter-class shape similarity 
(see Fig. 5a) due to slight variation in components’ representation. In addition to these, the benchmarking model 
designed here is simple does not considered these complexity explicitly. All these may attribute to the lower 

Scientific Reports |        (2025) 15:38617 11| https://doi.org/10.1038/s41598-025-22404-5

www.nature.com/scientificreports/

http://www.nature.com/scientificreports


performance of the current benchmarking model compared to state-of-the-art other classification models. As a 
result, in future, designing a more sophisticated circuit component recognizer is essential to handle these said 
complexities.

Discussion
The proposed benchmarking method for circuit component recognition is empowered with several deep learning 
and AI-aided tools. We have described the usefulness of each of the steps. The DenseNet-121 model is selected 
after experimenting with 5 popular CNN models. These results are already shown in Fig. 11. The recognition 
performance is further improved with the help of the CBAM attention module (see Fig. 12). Not only these, but 
we have also made use of a weighted ensemble technique that in turn, helps to raise the benchmark performance 
of the model (see Fig. 14). To explain these improvements, we have shown the confusion matrices at different 
levels in Fig.15. From these confusion matrices, it is evident that the number of wrong classifications of NOT 
Gate as PN Diode is 23 for DenseNet-121, which reduces to 19 when we apply CBAM, and it further reduces to 
17 when a weighted averaging ensemble is applied. Also, the misclassification of the Capacitor as NOR Gate is 
9 for DenseNet-121, 8 for CBAM-aided DenseNet-121, 4 after applying a snapshot ensemble on CBAM-aided 
DenseNet-121, and finally reduces to 3 in the case of the weighted averaging ensemble.

Apart from explaining results through confusion matrices, we have also shown the component-wise 
performance in terms of Recall, Precision, and F1-score of the proposed technique on “JUHCCR-v1.o” 
dataset in Table 1. From the results, it can be found that the benchmarking technique performs best 
(considering F1-score) for Power Supply (class 15), Resistor (class 16), Transformer (class 18), Inductor 
(class 7), and NAND Gate (class 8), while performs poorly for NPN Transistor (class 11) followed by PNP 
Transistor (class 14). The components of the associated class numbers are mentioned in Fig.2. In this 

Fig. 10.  Training and validation curves for all models on JUHCCR-v1.oa training and validation sets over 
varying epochs. Here only DenseNet-121 is considered.
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table, performances of the base CNN models (used to decide the base model for the proposed method) 
i.e., MobileNet-V2, NasNet-Mobile, ResNet-50, Inception-V3, and DenseNet-121, are also recorded. The 
comparative results show that the proposed benchmarking technique performs better or the same (in 
terms of F1-score) for 11 components compared to others (MobileNet-V2, and DenseNet-121 for 7 and 
8 components, respectively). The present model does not perform well for components like NOT Gate 
(difference from best= 0.04), NPN Transistor (difference from best= 0.02), PN Diaode (difference from 
best= 0.06), and PNP Transistor (difference from best= 0.02) while outperforms others for components 
like AC Source (difference from second best= 0.07), OR Gate (difference from second best= 0.05), Resistor 
(difference from second best= 0.06), and NAND Gate (difference from second best= 0.03). In summary, 
ResNet-50 performs worst in most cases, and the present benchmarking technique performs best in most 
cases.

Apart from the mentioned experiments, we have also performed an ablation study to test whether our choice 
of weights: w1 = 0.40, w2 = 0.30, and w3 = 0.30 (see Eq. 12), selected heuristically, in the weighted average 
ensemble is justified or not. The study is conducted on the JUHCCR-v1.o test set, and the results are shown in 
Table 2. In this table, the values w1 = 3342, w2 = 0.3324, and w3 = 0.3335 are taken considering the weighted 

Fig. 12.  Performance improvement in terms of various evaluation metrics obtained due to employing CBAM 
on validation data samples.

 

Fig. 11.  Performance comparison in terms of various evaluation metrics of base CNN models on the 
validation samples.
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ensemble technique followed in the work61. From the results recorded in this table, we can safely comment that 
our choice is well justified with respect to the alternatives tested here.

All experiments have been conducted using a hold-out approach. Due to the random nature of deep 
learning models, the performance may vary over different runs on the hold-out test set. To check this 
uncertainty of performances, we have trained the benchmarking model 5 times using the training samples 
of “JUHCCR-v1.o” dataset and evaluated performance on the original test samples (i.e., test samples of 
“JUHCCR-v1.o”). Performances are recorded in Tabel 3. The results show that the standard deviation 
in performances over 5 runs is 0.16, 0.10, 0.15, and 0.11 for accuracy, precision, recall, and F1-score, 
respectively. These small variations in performances over several runs indicate the stability of the reported 
benchmark performances.
The model’s complexity and size are important measures to understand the deployment feasibility of a 
model. For this, we have recorded the information related to the number of parameters (trainable and 
non-trainable) and Giga floating point operations (GFLOPs) for the present benchmarking model in Table 
4 along with other base CNN models (used to decide the base model for the proposed benchmarking 
process), i.e., MobileNet-V2, NasNet-Mobile, ResNet-50, Inception-V3, and DenseNet-121. The proposed 

Fig. 14.  Benchmark results of the weighted averaging ensemble on JUHCCR-v1.o, JUHCCR-v1.a, and 
JUHCCR-v1.oa datasets.

 

Fig. 13.  Performance comparison using various evaluation metrics on the validation data of five snapshots 
captured here.
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benchmarking model is heavier and uses more floating point operations as compared to other models, 
but provides better performance (see Table 1). Table 4 also shows that the proposed benchmarking model 
takes a longer time to execute compared to other base CNN models. The increased complexity (in terms 
of the number of parameters, GFLOPs, and execution time) is due to the use of CBAM and snapshot 
learning on top of DenseNet-121.

Experimentation on whole circuit diagrams

We have also estimated the performance of the proposed circuit component recognition system on the 
whole hand-drawn circuit images. To do this, we first extract the circuit components using the method 
proposed by Bhattacharya et al.47. The whole circuit diagrams (20 in total) that are considered here were 
made public by Bhattacharya et al.47. Some of the segmented outputs are shown in Fig. 16b, e, and h 
for the original circuit diagrams shown in Fig.16a, d, and g, respectively. In Fig. 16b, e, and h, it can be 
seen that sometimes coroners got identified as components (marked within the orange colored circle). 
Therefore, with a simple thresholding technique (i.e., components having less than 15 pixels are not 
valid components), such over-segmented components can be filtered out. Next, the detected valid circuit 
components are fed to the benchmarking model trained on the JUHCCR-v1.oa dataset to recognize them. 
The predicted class information is marked in Fig. 16c, f, and i for Fig. 16b, e, and 16h, respectively.
There are 110 valid circuit components in these circuit diagrams (the number of circuit components 
varies from 2 to 12). Out of these 110 circuit components, the circuit diagram segmentation technique47 
successfully segmented 103 circuit components (7 components get over/under-segmented). Some of the 

Fig. 15.  Confusion matrices of the various models on the original testing dataset (o).
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Run Accuracy Precision Recall F1-score

1 91.15 91.87 91.15 91.51

2 91.28 91.95 91.38 91.66

3 91.02 91.72 90.96 91.34

4 90.89 92.03 91.08 91.55

5 91.31 91.84 91.28 91.56

Overall 91.13 ± 0.16 91.88 ± 0.10 91.17 ± 0.15 91.52 ± 0.11

Table 3.  Performances of the proposed model in terms of different evaluation metrics (in %) on the 
“JUHCCR-v1.o” dataset across five runs of the training process.

 

Weight parameter Performance score (in %)

w1 w2 w3 Accuracy Precision Recall F1-score

0.40 0.30 0.30 91.15 91.87 91.15 91.01

0.30 0.40 0.30 90.90 90.61 90.90 90.74

0.30 0.30 0.40 90.90 91.60 90.90 90.74

0.50 0.30 0.20 90.70 91.46 90.70 90.54

0.50 0.20 0.30 90.80 90.52 90.80 90.64

0.30 0.50 0.20 90.70 91.46 90.70 90.53

0.20 0.50 0.30 90.80 90.52 90.80 90.64

0.20 0.30 0.50 90.65 91.33 90.65 90.52

0.30 0.20 0.50 90.50 91.19 90.50 90.37

0.60 0.20 0.20 90.70 91.42 90.69 90.53

0.20 0.60 0.20 90.65 91.40 90.65 90.50

0.20 0.20 0.60 90.25 91.12 90.89 90.25

0.3342 0.3324 0.3335 90.85 91.56 90.85 90.69

Table 2.  Ablation study concerning hyperparameters of the weighted averaging ensemble on the JUHCCR-
v1.o dataset. The values 0.4, 0.3, and 0.3 are considered for w1, w2, and w3 since they give the best results.

 

Component MobileNet-V2 NasNet-Mobile Inception-V3 ResNet-50 DenseNet-121 Proposed

AC Source 0.88/0.69/0.78 0.65/0.80/0.71 0.76/0.94/0.84 0.22/0.06/0.09 0.91/0.68/0.78 0.89/0.81/0.85

NOT Gate 0.90/0.93/0.92 0.57/0.91/0.70 0.91/0.87/0.89 0.45/0.29/0.35 0.76/0.99/0.86 0.79/1.00/0.88

NPN Transistor 0.78/0.66/0.71 0.64/0.58/0.61 0.63/0.80/0.71 0.34/0.70/0.45 0.89/0.72/0.80 0.86/0.70/0.77

OR Gate 0.96/0.77/0.86 0.80/0.68/0.74 0.80/0.78/0.79 0.44/0.43/0.43 0.99/0.78/0.87 0.98/0.87/0.92

PN Diode 0.66/0.85/0.74 0.56/0.40/0.47 0.82/0.59/0.69 0.58/0.15/0.24 0.92/0.35/0.51 0.95/0.83/0.68

PNP Transistor 0.89/0.72/0.75 0.58/0.70/0.63 0.63/0.55/0.59 0.21/0.29/0.25 0.76/0.91/0.83 0.75/0.89/0.81

Power Suply 1.00/0.98/0.99 0.99/0.96/0.97 0.95/0.99/0.97 0.94/0.44/0.60 1.00/1.00/1.00 0.99/1.00/1.00

Resistor 0.98/0.56/0.71 0.93/0.86/0.90 0.91/0.97/0.94 0.81/0.51/0.63 0.96/0.90/0.93 0.99/1.00/1.00

Switch 0.97/0.98/0.98 0.93/0.77/0.84 1.00/0.86/0.92 0.77/0.47/0.58 0.99/0.96/0.97 1.00/0.95/0.97

Transformer 0.83/1.00/0.90 0.99/1.00/1.00 1.00/1.00/1.00 0.83/1.00/0.91 1.00/1.00/1.00 1.00/1.00/1.00

Voltmeter 0.66/0.85/0.74 0.54/0.62/0.58 0.86/0.67/0.75 0.48/0.11/0.18 0.66/0.92/0.77 0.69/0.91/0.78

Ammeter 0.83/0.76/0.79 0.84/0.48/0.61 0.83/0.79/0.81 0.65/0.30/0.41 0.99/0.80/0.88 0.97/0.76/0.85

AND Gate 0.89/0.90/0.90 0.75/0.79/0.77 0.68/0.89/0.77 0.45/0.27/0.34 0.66/0.95/0.78 0.78/0.93/0.85

Capacitor 0.81/0.87/0.84 0.85/0.71/0.77 0.73/0.74/0.73 0.33/0.74/0.46 0.87/0.94/0.90 0.91/0.89/0.90

DC Source 0.99/0.93/0.96 0.95/0.76/0.84 1.00/0.89/0.94 0.78/0.76/0.77 0.93/0.98/0.96 0.91/0.99/0.95

Ground 0.97/0.99/0.98 0.94/0.97/0.96 0.94/0.98/0.96 0.89/0.80/0.84 0.99/0.92/0.95 0.98/0.90/0.94

Inductor 1.00/1.00/1.00 1.00/0.93/0.96 0.94/1.00/0.97 0.69/0.99/0.81 1.00/1.00/1.00 1.00/1.00/1.00

NAND Gate 1.00/0.86/0.92 0.98/0.97/0.97 0.99/0.89/0.94 0.71/0.87/0.78 0.98/0.97/0.97 1.00/1.00/1.00

NOR Gate 0.84/0.78/0.81 0.68/0.81/0.74 0.69/0.74/0.71 0.47/0.25/0.33 0.88/0.88/0.88 0.87/0.92/0.89

Zener Diode 0.77/0.96/0.86 0.71/0.85/0.77 0.80/0.79/0.79 0.26/0.77/0.39 0.84/0.97/0.90 0.91/0.97/0.94

Table 1.  Component-wise performance (Precision/Recall/F1-score) of the proposed technique on the 
“JUHCCR-v1.o” dataset. All scores are provided in [0, 1].
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over/under-segmented cases are shown in Fig. 17. Out of these 103 properly segmented components, the 
proposed circuit component recognition technique that is designed for benchmarking purposes here, 
recognizes 102 circuit components correctly, i.e., ∼ 99% correct classifications while all the components 
belonging to 17 circuit diagrams (i.e., 85% of the circuit diagrams) are successfully segmented and 
recognized. In summary, a better segmentation technique is required to have better circuit diagram 
recognition system.

Error analysis
The proposed model accurately recognizes a particular circuit component in its image form. However, inter-
class misclassification occurs when the shapes (see Fig. 5) are quite similar. Some cases of misclassification can 
be explained as follows.

Fig. 16.  Results (successful cases) on recognition of circuit components present in a whole circuit diagram. 
(a), (d), and (g): original circuit diagrams. (b), (e), and (h): detected circuit components using the technique by 
Bhattacharya et al.47. (c), (f), and (i): recognized circuit component information i.e., the predicted class number 
(see Fig. 2) for all detected components. The green colored text indicates successful recognition.

 

Model # Parameters GFLOPs Execution time

Trainable Non-trainable Total Per-step (ms) Total (s)

MobileNet-V2 25,620 2,257,984 2,283,604 0.3 887 30

NasNet-Mobile 21,140 4,269,716 4,290,856 1.1 1000 43

ResNet-50 40,980 23,587,712 23,628,692 4.1 3000 108

Inception-V3 40,980 21,802,784 21,843,764 6.0 2000 53

DenseNet-121 20,500 7,037,504 7,058,004 2.9 151 8

Present 282,743 7,037,504 7,320,247 3.3 4000 139

Table 4.  Model architecture specifications with computational metrics and execution time. It is to be noted 
that “Per-step” (in ms) and “Total time” (in s) indicate the average time taken to process a single batch during 
inference and the total inference time for the complete test dataset, respectively.
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•	 A major portion (3.90%) of the entire misclassification in the testing dataset arises due to the PN junction 
diode. The structural and shape similarity of the PN junction diode with AND and NOT gates might be the 
reason for such misclassification (see Fig. 18a).

•	 Another major misclassification in the dataset tested by the proposed model is between the PNP Transistor 
and the NPN Transistor. This can be explained by observing that these two components have exactly similar 
structures (see Fig. 18b). The only difference between these two shapes is the direction of the arrow.

•	 A very minimal misclassification occurs between the AC source and voltmeter because the portion inside the 
circle of these two components looks somewhat similar in the hand-drawn component images (see Fig. 18c).

Conclusion and future scope
In this work, the need for preparing a dataset for classifying hand-drawn electrical and electronic circuit 
components has been established. Hence, the focus is mainly given to the methods implemented to prepare 
a comprehensive and diverse dataset, called JUHCCR-v1, which has 20 different most commonly used circuit 
components in electrical or electronics circuit diagrams. For benchmarking the results on this dataset, a 
deep learning-aided method has been designed. In this model, first, various basic CNN models are evaluated 
on the dataset, out of which, DenseNet-121 produces the best results in terms of some standard evaluation 
metrics. In order to further improve the classification performance, a CBAM attention layer has been added 
to the DenseNet-121 model. Following that, top-3 performing snapshots out of five snapshots have been taken 
into consideration to design a weighted averaging ensemble method to generate final the output, achieving an 
accuracy of 91.15% on JUHCCR-v1.o, 87.55% on JUHCCR-v1.a and 78.88% on JUHCCR-v1.oa.

However, there are some limitations of this work. The main limitation is that we have considered individual 
symbols. But, for real-life applications, we have to segment an entire circuit diagram into components to classify 

Fig. 18.  Source of misclassification due to structural similarities.

 

Fig. 17.  Results (unsuccessful cases) on recognition of circuit components present in a whole circuit diagram. 
The recognized circuit component information i.e., the predicted class number (see Fig. 2) for all the detected 
components are shown. The green color text indicates successful recognition while blue color indicates the 
erroneous ones.
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each of them. Here, erroneous segmentation of components leads to erroneous full circuit recognition, and 
therefore, it requires further attention while designing a competent segmentation model. Another limitation is 
that the benchmarking model is heavy, and therefore, it takes more inference time as it uses CBAM and a snapshot 
ensemble approach on the top of DenseNet-121 model. Hence, for ease of deployment in practical scenarios, 
we need to design a lightweight CNN model. In the future, we will increase more samples in each class to add 
more variety to the dataset, which would, in turn, make the developed systems more robust. Though considering 
the complexity of the research domain, we can say that the obtained results are reasonable in its current state. 
However, to make it useful in real-life scenarios, we have to design more sophisticated and lightweight models 
that can deal with the extreme drawing variations of any particular symbol, and the misclassification among 
similarly shaped symbols, and thus reduces overall classification error.

Data Availability
All the datasets developed and used in this work will be made publicly available to the research community. The 
codes and some sample images are available in the link:​h​t​t​p​s​:​​​/​​/​g​i​t​h​u​​b​.​c​o​​m​/​A​y​u​s​​h​R​o​y​2​​0​​0​1​/​C​i​​r​c​u​​i​t​​-​C​o​m​p​o​​n​​e​n​
t​-​A​n​a​l​y​s​i​s.
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