
A bird target detection model 
designed for substation scenarios
Chunxue Shao1, Jiabin Huang2, Xinnan Fan3, Xiaotian Wang1, Yuanxue Xin3 & Pengfei Shi4

Substations are critical to the power grid, but they are often disturbed by bird activity, which can lead 
to power failures and outages. Conventional bird-detection methods are costly and lack long-term 
effectiveness. To address these issues, this paper proposes a bird target detection method, YOLO-birds, 
designed explicitly for substation scenarios. It utilizes the Faster-BiFPN module to optimize feature 
extraction and fusion by combining low-level and high-level features, thereby enhancing detection 
accuracy. In addition, the SPPBiF attention mechanism is introduced to address the challenge of 
detecting targets at different scales and small objects, such as birds. To further improve robustness, 
the Focal-EIoU loss function is also utilized to mitigate the effect of low-quality samples. To support 
this research and improve the detection performance in real-world scenarios, a self-constructed 
dataset of bird images focusing on security threats at substations was created. Experimental results 
show that YOLO-birds achieves a mAP50 of 90.2%, which validates the effectiveness of the proposed 
method compared to other methods. The method can efficiently detect birds inhabiting substations, 
which can help to differentiate the prevention of bird-caused accidents in power grids.
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The safe and stable operation of the power system is the cornerstone of modern society development, and the 
substation, as the center of the power system, is directly related to the reliability of the entire power grid1. However, 
disturbance and damage caused by bird activities to substation equipment are becoming increasingly prominent 
and have become one of the key challenges facing the power industry. Birds may pose safety hazards, such as 
short circuiting of the equipment, contamination of the insulator, and line tripping, which not only threaten the 
stable operation of the power grid but may also cause significant economic losses.With the rapid development of 
computer vision technology, intelligent bird monitoring methods based on image recognition are becoming an 
effective path to prevent and control bird damage in substations. The key to bird-target detection lies in the quick 
and accurate identification of bird targets in images within complex scenes. This problem is highly relevant to the 
core task in computer vision and also presents a realistic demand for the application of deep learning in power 
scenarios. Therefore, the development of an efficient and accurate bird target detection method for substations 
is of great significance for the timely identification of potential bird threats, the implementation of preventive 
measures, and the enhancement of substation safety and operational efficiency.

In recent years, bird detection has emerged as a hot research topic at the intersection of computer vision 
and ecological monitoring, attracting significant attention. Traditional methods primarily rely on manual 
feature extraction and classifier design, but are limited by complex backgrounds, small bird sizes, and easy 
obstruction, resulting in low detection accuracy and robustness. With the development of deep learning, object 
detection methods based on convolutional neural networks have been introduced into the field of bird detection, 
significantly improving detection efficiency and accuracy. In object detection methods, mainstream models can 
be divided into two categories: single-stage models, such as SSD2, YOLO3–5, and EfficientDet6; and two-stage 
models, such as Mask R-CNN7, Faster R-CNN8, and Cascade R-CNN9. To address the challenges posed by 
diverse bird postures and complex environments in real-world applications, researchers have built upon existing 
object detection methods, incorporating multi-scale feature fusion, attention mechanisms, and lightweight 
network structures to enhance detection performance for target birds further.

Although existing bird target detection methods have made significant progress in various scenarios, these 
methods still suffer from high false positive rates when applied to substation scenarios, and it is difficult to 
identify small bird targets in complex substation environments accurately. Therefore, we propose a network for 
bird target detection in substation scenarios: YOLO-birds, aimed at improving the performance of bird target 
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detection in substations by addressing the limitations of existing algorithms. The main contributions are as 
follows:

•	 A plug-and-play Faster-BiFPN module is designed to replace the original RepNCSPELAN4, introducing a 
spatial pyramid pooling module to optimize feature screening and improve accuracy through multi-level 
feature pyramids and bidirectional information transfer. This not only ensures computational efficiency but 
also strengthens the model’s ability to identify bird targets of different sizes.

•	 An attention mechanism, SPPBiF, is proposed to improve computational performance through content-aware 
sparsity.SPPBiF reduces computational complexity by capturing global and local features through global and 
local self-attention mechanisms, and at the same time enhances the expressive ability and adaptability of 
the model. The attention distribution is dynamically adjusted according to the content of the input image to 
better adapt to targets of different scales and complexity, and to improve the detection of small-target birds 
in complex backgrounds.

•	 The Focal-EIoU loss function is used instead of the original CIoU loss function to address the issue of dramat-
ic loss value oscillation caused by low-quality samples and to provide stronger robustness for small datasets 
and noisy Boxes, thereby improving the network’s prediction accuracy.

•	 A large-scale bird dataset for substations, encompassing various scenarios and lighting conditions, is con-
structed to provide a reliable benchmark for related research. Extensive experiments validate the effectiveness 
of the proposed method, which outperforms existing approaches in detection accuracy, speed, and robust-
ness, offering a practical solution for substation bird monitoring.

Related work
Small target detection and substation bird-repellent algorithms are rapidly evolving in the field of multi-target 
detection and security monitoring to enhance the accuracy of small target detection and its effectiveness in 
complex scenarios. Research on small target detection algorithms10 focuses on multi-scale feature extraction, 
feature aggregation, and attention mechanisms to improve the model’s accuracy in handling small targets. In the 
field of substation bird target detection, researchers have explored various aspects of this topic. Zhang et al.11 
proposed a method based on an improved Faster R-CNN, which enhanced detection accuracy by introducing 
the attention mechanism. However, the computational complexity was high, making it challenging to satisfy 
real-time monitoring requirements. Li et al.12 applied YOLOv3 to the bird detection in substations, which 
made a breakthrough in detection speed, but there are still difficulties in detecting small targets under complex 
backgrounds. Wang et al.13 improved YOLOv5 by designing a lightweight network structure to enhance the 
feature extraction ability, but the generalization ability under different lighting conditions needs to be improved. 
In exploring another innovative approach for bird target detection, Shakeri et al.14 proposed a background 
removal technique based on Gaussian mixture models. This method can quickly separate foreground targets 
from background elements. However, it may over-screen, resulting in the removal of specific bird targets that are 
not easily detectable or have a high similarity to the background, which are then misclassified as background.
Bird target detection methods are shown in Table 1.

In recent years, multi-scale feature fusion methods, such as the Generalized Efficient Layer Aggregation 
Network (GELAN)15 used in YOLOv9, have demonstrated significant advantages. The overall network structure 
of YOLOv9 is shown in Fig. 1. The Yolov9 network model is mainly composed of BackBone, Neck, and Head. In 
the backbone network, RepNCSPELAN4 is the core structure of the Yolov9 backbone network, and the CSP16 
module and ELAN17 module are also introduced for feature extraction. Additionally, YOLOv9’s backbone 
network employs residual blocks to construct a deeper network, thereby mitigating the gradient vanishing 
problem. In the neck layer, the network utilizes Feature Pyramid Networks (FPN)14 to convolve further 
high-dimensional features, which are upsampled and fused with the shallow features to ensure the network’s 
detection accuracy for targets at different scales. The decoding prediction side of YOLOv9 mainly consists of a 
prediction layer, classification, and regression. The core idea of YOLOv9 is to simultaneously predict the class, 
location, and confidence of a target on different scales of feature maps through a single forward propagation. 
Deep learning has made significant progress in several areas, and the main research directions include system 
architectures, learning methods, and more general objective functions. However, most research ignores the 
problem of information loss that may occur in the data during the feed-forward process, a problem that can 
lead to biased gradient flow during model updating and ultimately affect the model’s prediction accuracy. To 
address this problem, the YOLOv9 algorithm designs a new lightweight network architecture based on gradient 
path planning, specifically the Generalised Efficient Layer Aggregation Network (GELAN)15, in the design of the 
network architecture. The GELAN optimizes the feature representation using the CSPNet block and RepConv. 
Reduces the gradient loss in the information flow, making it a good balance of accuracy and speed for small 

Method Advantages Limitations

Improved Faster R-CNN11 High detection accuracy High computational complexity

Improved YOLOv312 High detection speed Low accuracy in detecting small targets
in complex backgrounds

Improved YOLOv513 Strong feature extraction capabilities Low generalisation capabilities

Getting the bugs out of AI14 Separating foreground objects and
background elements High false positive rate

Table 1.  Comparison of bird detection methods.
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target detection. In addition, Anchor-Free models such as FCOS and CenterNet avoid positional bias by directly 
regressing to the center point of the target. They are suitable for detecting small targets at different scales18.
YOLOv9’s GELAN architecture and Programmable Gradient Information (PGI)15 enable detection in substation 
environments with higher robustness and speed through accurate gradient updates, resulting in real-time 
performance. However, YOLOv9 also suffers from some adaptability issues that make it challenging to meet the 
needs of specific scenarios. The substation environment presents a variety of disturbing factors, including dense 
power equipment and significant variations in lighting. These factors may weaken the robustness of YOLOv9 in 
distinguishing backgrounds, especially in complex backgrounds such as substations, and there is still room for 
improvement in the performance of small object detection.

Methods
To adapt to the specific requirements of bird detection in substations, YOLOv9 is enhanced, and a deep learning-
based bird target detection method, YOLO-birds, is proposed to improve the model’s detection performance 
further. To optimize the feature screening process and enhance the model’s ability to detect small targets in 
complex backgrounds, we adopt the Faster-BiFPN network structure as a replacement for the original backbone 
feature extraction network in YOLOv9. On this basis, we further introduce the SPPBiF attention mechanism into 
the feature fusion network. This innovation enables the model to dynamically adjust the attention distribution 
according to the content of the input image, thus capturing target features more accurately. Considering that 
target detection algorithms are often affected by factors such as lighting conditions and background complexity, 

Fig. 1.  YOLOv9 target detection network framework.
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we optimize the loss function. Specifically, we replace the original CIoU loss function with the Focal-EIoU loss 
function. This improvement effectively addresses the issue of dramatic oscillations in loss values caused by low-
quality samples while also providing enhanced robustness for small-scale datasets and scenes with noise. These 
comprehensive optimization measures not only improve the model’s detection accuracy but also enhance its 
adaptability in various complex environments. The structure of the improved model, YOLO-birds, is shown in 
Fig. 2.

Faster-BiFPN network
To optimize computational efficiency, enhance spatial feature extraction capabilities, and improve the network’s 
ability to perceive critical information from small targets in complex backgrounds, we introduced innovative 
modifications to the core modules of FasterNet. Specifically, we designed a lightweight and efficient Weighted 
Bidirectional Feature Pyramid Network (BiFPN)19 to construct a plug-and-play Faster-BiFPN network. 
This structure replaces the ResNCSPELAN4 network in YOLOv9, aiming to simplify the architecture while 
significantly reducing computational redundancy and memory access overhead. These improvements preserve 
channel-wise information and achieve more efficient feature extraction.As illustrated in Fig. 3, the Faster-BiFPN 
network comprises a Partial Convolution (PConv)20, two Point-Wise Convolutions (PWConv), and the BiFPN 
feature processing mechanism.

To optimize computational efficiency, enhance spatial feature extraction capabilities, and increase the network’s 
ability to perceive key information about small targets in complex contexts, this study introduces innovative 
improvements to the core module of FasterNet. We introduce a lightweight and efficient weighted bidirectional 

Fig. 2.  YOLO-birds target detection network framework.
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feature pyramid network (BiFPN)19 to construct a plug-and-play Faster-BiFPN network architecture, replacing 
the ResNCSPELAN4 network in YOLOv9. This improvement aims to simplify the network architecture while 
significantly reducing computational redundancy and memory accesses while preserving the information of 
each channel for more efficient feature extraction. As shown in Fig. 3, the Faster-BiFPN network consists of 
a Partial Convolution PConv (Partial Convolution)20, two Point-by-Point Convolution PWConv (Point-wise 
Convolution), and the feature processing mechanism BiFPN.

As shown in the figure, the method operates by applying regular convolution for spatial feature extraction 
to only some of the input channels while maintaining the size of the other channels constant. In order to 
optimize memory access to consecutive channels, the first or last consecutive channel is computed as if it were 
representative of the entire feature map. Without compromising generality, it is assumed that the input and 
output feature maps have the same number of channels. The computation amount is:

	 h × w × k2 × c2
p� (1)

The computational amount of PConv is only 1/16 of the conventional convolution when the number of channels 
for the convolution operation is 1/4. In addition, the memory access of Pconv is smaller, i.e.

	 h × w × 2cp + k2 × c2
p ≈ h × w × 2cp� (2)

where h and w are the height and width of the input feature map in pixels, k denotes the size of the convolution 
kernel, and cp denotes the number of channels of the input feature map.

In this study, we refer to the jump connection of the BiFPN feature fusion network and fuse the point-
by-point convolution of the FasterNet core feature extraction network with BiFPN, which deletes some nodes 
that have only one input edge and, at the same time, adds jump connections between the input image nodes 
and the output image nodes to retain their original features, preventing the loss of contextual relationships in 
feature fusion, and enhancing the performance in the detection of small targets in the process of substation bird 
identification.

Different from the traditional feature fusion, BiFPN also distinguishes the fusion of different input features 
in order to learn the importance of different input features, which is a weighted fusion mechanism and for this, 
BiFPN uses a fast normalization method, with accuracy similar to softmax-based fusion but faster, and the fast 
normalization method is expressed as follows:

	
Out =

∑
i

wi

ϵ +
∑

wi
× Ini� (3)

where wi stands for the weights, wi ≥ 0 can be guaranteed with the activation function ReLU, ε is used to avoid 
numerical instability, is a minimal value, Ini represents the input features, Out represents the result of weighted 
feature fusion.

SPPBiF attention mechanism
The attention mechanism demonstrates significant advantages in solving the bird detection problem in substation 
images. It not only effectively mitigates the omission and misdetection problems caused by bird occlusion but 
also substantially improves detection accuracy in complex scenes, such as substations21. To enhance the feature 
extraction capability of YOLOv9 for small targets in complex background environments, an SPPBiF attention 
mechanism is designed in this study. This mechanism aims to address the challenges faced by traditional target 
detection algorithms when dealing with complex scenes and small targets. The overall structure of the SPPBiF 
attention mechanism and the internal structure of the BiFormer module are shown in Fig. 4.On the left is the 
overall architecture of SPPBiF, and on the right is the internal structure of the BiFormer module.

While traditional attention mechanisms face severe challenges when scaling to larger models or dealing with 
more complex tasks, the SPPBiF Attention Mechanism module is improved by the pooling part of the spatial 
pyramid, which extends the model’s sensory field, enriches the feature information of different sizes of birds, 
and further strengthens the model’s ability in extracting and fusing practical feature information of different 

Fig. 3.  Structure of the faster-BiFPN network.
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sizes. Moreover, the BiFormer22 is utilized to use two-level routing attention as the basic building block, which 
possesses dynamic, query-aware sparsity. Therefore, the SPPBiF attention mechanism module can flexibly 
implement computational allocation and content perception, which is more helpful for fine-grained target 
recognition in target detection tasks and detection in complex scenes.

The SPPBiF attention mechanism first divides the features into 2 branches for processing in the feature 
processing stage, where one branch directly performs the convolution operation, and the other branch enters the 
SPP structure, which uses the maximum pooling operation to obtain different sensory fields to adapt to images 
with different resolutions. Within the SPP structure, it first undergoes three convolutional operations, which 
further enhance the expression of features and help improve the accuracy of target detection. Then, after four 
maximal pooling operations, using convolution kernels of 1 × 1, 5 × 5, 9 × 9, and 13 × 13 sizes, respectively, 
the local and global contextual information of targets of different sizes is captured by performing pooling 
operations at different scales, generating multi-scale feature maps. Then, these feature maps at different scales 
are spliced to form a richer feature representation. Finally, the spliced features are fed into the BiFormer module, 
which adaptively assigns attention weights to different locations and channels in the feature map through its Bi-
level Routing Attention mechanism to enhance the feature representation of important regions. This is partly to 
enhance the model’s global dependencies and help it better understand the important information and targets 
in the scene.

The core module of BiFormer is Bi-Level Routing Attention (BRA); the core idea of BRA is to filter out most 
of the irrelevant key-value pairs at the rough region level, only retain a small portion of the routing region, and 
then apply fine-grained token-to-token attention to the union of these routing regions. It can reduce the amount 
of computation and improve efficiency.

The specific steps for implementing the BRA mechanism are as follows: The specific steps for implementing 
the BRA mechanism are as follows:

•	 Given a 2D input feature X∈ RH×W ×C , it is divided into Stimes S non-overlapping regions, with each region 
containing HW/S2 feature vectors. The input X is then reshaped into Xr . Subsequently, the query Q, key K, 
and value V are obtained through linear transformations as defined in Equation (4): 

	 Q = XrW q, K = XrW k, V = XrW v � (4)

 here, W q, W k, W v ∈ RC×C  represent the projection weights for the query, key, and value, respectively.

Fig. 4.  Illustration of the SPPBiF attention mechanism.
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•	 By constructing a directed graph, find out the regions that should be attended to for each given region. This 
step begins by averaging regions over Q and K to obtain region-level Qr  and Kr . Then, by matrix multiplica-
tion between the transpositions of Qr  and Kr , an adjacency matrix of region-to-region affinities, Ar , is ob-
tained, and the elements in Ar  measure the degree to which the 2 regions are semantically related. From this, 
only the top k most relevant connections are retained for each region, and a routing index matrix Ir  is gener-
ated by obtaining the top k indices of each row to retain the top k most relevant connections for each region: 

	 Ar =Qr(Kr)T � (5)

	 Ir =topkIndex(Ar) � (6)

•	 With the region-to-region routing index matrix Ir , fine-grained Token-to-token attention can be applied. 
First, the key and value tensor is collected, and then attention can be applied to the collected key-value pairs, 
i.e.: 

	 Kg =gather(K, Ir), V g = gather(V, Ir) � (7)

	 O =Attention(Q, Kg, V g) + LCE(V ) � (8)

 Where Attention(Q, Kg, V g) is the attention operation applied to the collected key-value pairs, LCE (V)23 is a 
local context augmentation term that is parameterized by a deep convolution to augment the local information.
As shown in Fig. 4, BiFormer Block is used to implicitly encode the relative position information using 3 × 3 deep 
convolution. Then, the BRA module and the multilayer perceptron (MLP)24 module are applied sequentially for 
cross-position relation modeling and per-position embedding, respectively.SPPBiF is the BiFormer concatenated 
in tandem and spliced together with the other half of the original feature map to perform the feature fusion, 
which enables the SPPBiF module to extract and integrate feature information from multiple scales to obtain 
richer gradient flow information. As a result, this paper replaces the SPPCSPC module of the backbone network 
with the SPPBiF module. It integrates the BiFormer feature of the Transformer domain to enhance the feature 
extraction capability of the backbone network, thereby improving the network detection accuracy.

Focal-EIoU loss function
The original CIoU (Complete Intersection over Union) loss function25 of YOLOv9 is a commonly used bounding 
box regression loss in the target detection task, which can effectively improve the fitting effect of the target box 
by taking into account the IoU, the distance from the centroid of the bounding box, and the difference in aspect 
ratio. It performs better in regular scenes and can help the model predict the target frame more accurately. 
However, CIoU may encounter some drawbacks in special scenarios such as substations. For small target birds in 
substations, due to their small area and the positional occlusion problem of the target, it is easy to miss, and the 
change in IoU (intersection and concurrency ratio)26will be small, and even if the bounding box has a significant 
deviation from the real box, the change in the IoU value will be more limited. This leads to the CIoU loss not 
being sensitive enough in optimizing small targets, which in turn affects the accuracy of the regression. In small 
target detection, the centroid of the target frame may be shifted more. The difference in aspect ratio is also larger, 
and relying solely on the loss of IoU versus center distance may not be sufficient to capture the location of the 
small target accurately. Therefore, the CIoU loss function may lead to a decrease in the accuracy of bounding box 
regression when dealing with targets in complex scenarios (e.g., substations).

The prediction process of target bounding box regression is unbalanced in the model training samples, and 
the number of high-quality anchor frames with minor regression errors is much smaller than the number of 
low-quality anchor frames with significant errors. Poor quality anchor frames produce excessive gradients that 
interfere with the training process and, therefore, are less effective when using EIoU Loss, which is defined as 
follows:

	
LEIoU = 1 − IOU(A, B) + ρ2(b, bgt)

(hc)2 + (W c)2 + ρ2(h, hgt)
(hc)2 + ρ2(w, wgt)

(wc)2 � (9)

where IOU = |a ∩ b|/|a ∪ b|, wc and, hc are the width and height of the minimum enclosing frame, b and 
bgt denote the coordinates of the centroids of the predicted frame and the real frame, respectively, ρ() denotes 
the Euclidean distance of the centroid coordinates, c is the diagonal distance of the predicted frame from the 
minimum external enclosing hold of the real frame, wgt and hgt are the width and height of the real frame. W 
and h are the width and height of the predicted frame.

In order to improve the detection of small, occluded, or dense targets, reduce the false detection rate, and 
improve the model’s recognition accuracy for specific categories, the Focal-EIoU (Focal Enhanced IoU)26 
loss function is used instead of the original CIoU loss function. The Focal-EIoU Loss combines the category 
balancing advantage and the location accuracy advantages, making the model more focused on detecting small, 
occluded targets and matching the position of the predicted frame to the real frame27. Its main advantages and 
effects are as follows:

•	 Optimisation for the target: Focal-EIoU enhances optimization for the target in the training process by in-
troducing the Focal mechanism, which assigns more weight to targets that are more difficult to detect. The 
principle of Focal loss is to give a smaller weight to those samples that are easy to predict and a larger weight 
to those that are difficult to predict, which makes the model focus more on the complex samples.
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•	 EIoU’s improvement of the target box: EIoU (Enhanced IoU) further strengthens the constraints on the shape 
and size of the bounding box based on CIoU and takes into account the geometrical difference between the 
target box and the real box. EIoU’s calculation is more comprehensive, allowing for better optimization of the 
target’s bounding box prediction. By combining the distance, IoU, and size difference of the bounding box, 
Focal-EIoU can provide more fine-grained bounding box regression.

•	 Loss amplification: Due to the introduction of the Focal mechanism, Focal-EIoU amplifies the loss of those 
samples with lower IoU, making the model more ’sensitive’ when the target error is significant, thus better 
guiding the model to optimize these targets.

The calculation steps of the Focal-EIoU loss function are roughly as follows:

•	 Calculate the IoU values of the predicted bounding box and the real bounding box.
•	 According to the size of the IoU value, the samples are divided into high-quality samples and low-quality 

samples. The specific division criteria can be adjusted according to the actual situation.
•	 Introduce an adjustment factor to balance the contribution of high-quality samples and low-quality samples 

to the loss. The value of the adjustment factor can be adjusted according to the actual situation, typically 
ranging from 0 to 1.

•	 For high-quality samples, the original IoU loss function is used directly; for low-quality samples, a smaller 
weight is assigned to them according to the size of the IoU value.

•	 The losses of all samples are weighted and summed to obtain the final Focal-EIoU loss function. Focal-EIoU 
Loss separates high-quality anchor frames from low-quality anchor frames and improves the detection per-
formance for small targets while maintaining the accuracy for large targets. The Focal-EIoU Loss is calculated 
as follows: 

	 LF ocal−EIoU = (IOU)γLEIoU � (10)

 Where γ is the hyperparameter that controls the curvature of the curve, by adjusting γ, it is possible to control 
how much attention the model pays to the problematic and easy samples during the training process. A smaller 
γ tends to balance the contribution of all samples, while a larger γ will make the model pay more attention to 
complex samples and improve the detection of small targets.

Experiment
The experimental environment setup is shown in Table 2. The deep learning framework used in this paper 
is PyTorch 1.12.0. The software programming environment is Python 3.8.16. The operating system is Ubuntu 
20.04.6. All programs are run on an NVIDIA GeForce RTX 3090 graphics card with 64 GB of onboard memory.

The model parameters are set as shown in Table 3. During the training process, the input image size was set 
to 640 times 640 pixels, the batch size was 8, and the total number of training rounds was 200. These parameters 
were kept constant in the subsequent ablation experiments and comparison experiments to ensure comparable 
and fair results. Additionally, all network models were trained in the same hardware environment, and their 
detection performance was subsequently verified on the test set.

Dataset and evaluation metrics
Given the lack of datasets dedicated to substation bird identification on public platforms, we decided to adopt 
a self-constructed approach by collecting data in the field through web crawlers and drone cameras (State Grid 
Hangzhou Power Supply Company provided the data collected in the field, and all data does not contain private 
information such as faces, and will not be used for commercial purposes with proper permission.)This paper 

Batchsize 8

Image Size 640×640

Optimiser Adam

Epoch 200

Table 3.  Model parameter settings.

 

Operating System 20.04.6

CPU i5-10400F CPU

GPU NVIDIA GeForce RTX 3090

RAM 64GB

Deep Learning Framework PyTorch

Development Languages Python

Code Editor VSCode

Table 2.  Experimental environment settings.
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integrates the acquired images, removes duplicate images, and preliminarily constructs a raw dataset containing 
over 1,700 images. To further enhance the model’s generalization ability, we apply various data augmentation 
techniques to the images in the dataset. Specifically, we first use rotation processing to randomly rotate the images 
by angles ranging from -15 ◦ to 15 ◦ , thereby simulating the appearance of birds under different shooting angles 
and enabling the model to better adapt to bird images from various angles in real-world scenarios. Next, we 
applied Gaussian blurring using a Gaussian blur algorithm, with the blur radius randomly selected between 0.5 
and 2 pixels, to simulate image blurring caused by factors such as camera shake and air pollution under different 
shooting conditions, thereby improving the model’s ability to recognize blurred images. Finally, we added 
Gaussian noise to the images, with the noise intensity randomly determined between 0.01 and 0.05, to enhance 
the model’s robustness against noisy images. Combining the above data augmentation methods expanded the 
dataset size from the initial 1,700 images to over 2,800 images. Figure 5 shows some sample images. This paper 
used the Labellmg tool for data annotation to ensure standardized labeling. To ensure the effectiveness of model 
training and evaluation, the dataset was randomly divided into training, validation, and test sets in an 8:1:1 ratio.

To comprehensively evaluate the model’s performance, we adopted the precision-recall (PR) curve and mean 
average precision (mAP) as the primary evaluation metrics, which are centered on the calculation of precision 
and recall. The precision rate reflects the proportion of truly relevant instances in the model prediction results. In 
contrast, the recall rate indicates the proportion of relevant instances successfully identified by the model to the 
total relevant instances. The PR curve visually demonstrates the dynamic equilibrium relationship between the 
precision rate and the recall rate. The larger the area under the curve, the higher the average precision (AP) of the 
model and the better the performance. Specifically, the mathematical definitions of these evaluation metrics are 
given by equations (11) to (14). Through these quantitative metrics, we can objectively and systematically analyze 
the model’s performance in the bird recognition task, providing a clear direction for subsequent optimization. 
The experimental results are evaluated based on the precision rate, recall rate, average precision (mAP@0.5, 
mAP@0.5:0.95), the number of model parameters, and model size.

Precision and recall are calculated from the TP, FP, and FN of the confusion matrix.

	
P = T P

T P + F P
� (11)

	
R = T P

T P + F N
� (12)

In the above, TP refers to the number of correctly detected targets in the results, FP represents the number of 
incorrectly detected targets, and FN denotes the number of missed targets in the actual targets.

The area under the Precision-Recall (PR) curve represents the Average Precision (AP), and its calculation 
formula is as follows:

	
AP =

ˆ 1

0
P (R) dR� (13)

Fig. 5.  Sample data sets.
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mAP is the average of the AP values across all classes, where mAP@0.5 refers to the mean detection precision for 
all target classes when the IoU threshold is set to 0.5. mAP@0.5:0.95 represents the average detection precision 
calculated across all 10 IoU thresholds (ranging from 0.5 to 0.95) with a step size of 0.05.

	
mAP =

∑N

j=1 AP (j)
N

� (14)

Here, N is the number of classes in the dataset, with higher mAP indicating better object detection performance. 
Denote the model’s parameter count, reflecting computational memory usage.

Experimental results and analysis
Loss function comparison experiment
The loss function used in the YOLO-Birds model of this paper is Focal-EIoU. In order to verify the superiority 
of the introduced loss function for small target detection, comparison experiments are conducted using Focal-
EIoU and some mainstream loss functions applied to the same baseline model, and the experimental results are 
shown in Table 4.

As can be seen from the comparison of the results in Table 4, it is evident that Focal-EIoU significantly 
outperforms other mainstream loss functions in detecting small objects. Specifically, the mAP@0.5 reached 
85.4%, which is 4.0% higher than that of CIoU, while the mAP@0.5:0.95 reached 59.4%, an improvement of 3.4% 
over CIoU. Focal-EIoU applies weighted treatment to difficult-to-detect samples, focusing more on challenging 
bounding boxes, which helps the model better handle small objects with uneven difficulty. The experimental 
results further validate the effectiveness of Focal-EIoU in improving the performance of the model for small 
target bird detection in substations. The change curves of different loss functions are shown in Fig. 6.

Comparative experiments
To further validate the effectiveness and superiority of the YOLO-Birds network in bird detection at substations, 
the YOLO-Birds model was compared with currently popular object detection models. The experimental 
models include Faster RCNN, SSD, YOLOv5n, YOLOv8n, YOLOv9c, YOLOv10s, YOLOv11n, and YOLOv12n. 
All experiments were conducted under the same dataset and training environment, adhering to the principle of 
controlling variables. Table 5 presents the performance results of the different networks.

The experimental results indicate that the algorithm proposed in this paper achieves the best mAP50 
performance when compared to standard single-stage object detection algorithms. The improved YOLOv9 
model outperforms the baseline model, with an 8.8% increase in mAP50 and a 7.7% improvement in mAP50-
95. Compared to other single-stage algorithms, such as YOLOv11n and YOLOv12n, the YOLO-birds model 
also shows improved mAP50, demonstrating higher accuracy and average precision. The detailed data in Table 
5 indicate that the YOLO-birds model proposed in this paper exhibits excellent detection performance on the 
substation bird dataset, enabling more accurate detection of bird targets in substations, particularly in complex 
scenarios dominated by small objects. Figure 7 shows the performance curve comparison between YOLO-birds 
and other models.

To ensure the objectivity of the evaluation results and the model’s generalization performance, this study 
constructed a completely independent test dataset (provided by State Grid Hangzhou Power Supply Company). 
The test set is strictly decoupled from the training set regarding time dimension, data collection devices, and 
application scenarios, covering diverse substation operational environments, different weather conditions, and 
sample data from multiple bird species. This effectively avoids potential bias in model evaluation caused by 
training data. This study adopted a standardized evaluation metric system on the independently constructed test 
set to comprehensively quantify the model’s performance, including mean average precision (mAP), precision, 
and recall. This metric system not only accurately evaluates the model’s detection accuracy but also deeply 
measures its generalization adaptability in complex and variable environments. The evaluation results of the 
independent test set are detailed in Table 6. A comparative analysis of the evaluation results from the training 
set and test set found that the model demonstrated good performance stability on the test set, fully proving the 
authenticity and effectiveness of its detection capabilities.

Ablation experiment
In order to validate the effectiveness of each module, we conducted an ablation experiment on the substation 
bird dataset for comparative analysis. The ablation experiment is designed to explore the impact of different 
improvements on the model’s detection performance, providing important guidance for the model’s design 

Loss function mAP50 mAP50-95

CIoU 81.4 56.0

EIoU 78.3 52.3

GIoU 76.4 48.2

SIoU 75.2 46.9

WISE-IoU 83.8 55.6

Focal-EIoU 85.4 59.4

Table 4.  Performance comparison of various loss functions.
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and enhancement. During the experiment, the same parameter configuration was used, and the results of the 
ablation experiment are presented in Table 7. Where “✓” indicates the use of the corresponding improvement 
method, and “×” indicates the absence of the corresponding improvement method. To verify the effectiveness 
of each module, this paper designs ablation experiments on the substation bird dataset for comparative analysis. 
The ablation experiments are used to explore the impact of different improvement methods on the model’s 
detection performance, which is of great significance as a guide for designing and improving the model. The 
same parameter configurations are used in the experimental process, and the results of the ablation experiments 
are shown in Table 7, where ’✓’ represents the use of the corresponding improvement method, and ’×’ represents 
the non-use of the corresponding improvement method.

As shown in Table 7, the comprehensive performance of the model has been significantly improved by 
introducing innovative network structures and modules. Based on the YOLOv9 model, by introducing the 
Faster-BiFPN module and the SPPBiF module, both mAP50 and mAP50-95 are improved, effectively enhancing 
the model’s ability in feature extraction and improving the average detection accuracy. To further optimize 
performance, the Focal-EIoU loss function is used to enhance the model’s detection accuracy for small targets, 
re-emphasizing the key role of the loss function in optimizing detection performance. When the three modules 
are fused, mAP50 and mAP50-95 both reach their highest values, which improves the original network by 8.8% 
and 7.7%, respectively, verifying that the proposed improvement strategy in this paper effectively enhances the 
detection and identification accuracy of birds in substations.

Model Precision Recall mAP50 mAP50-95

Faster RCNN 74.5 77.2 72.4 44.5

SSD 76.3 78.5 74.3 44.7

YOLOv5n 82.1 73.9 79.2 54.4

YOLOv8n 83.9 69.7 79.6 56.4

YOLOv9c 85.1 70.9 81.4 56.0

YOLOv10s 85.3 83.1 86.5 56.1

YOLOv11n 82.6 75.4 83.7 54.2

YOLOv12n 82.5 80.3 84.6 53.9

Ours 84.9 86.8 90.2 63.7

Table 5.  Comparative experiments–different models.

 

Fig. 6.  Comparison of loss function.
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Figure 8 illustrates the variation in mAP@0.5 throughout the training process for the YOLO-birds and 
YOLOv9 models. In this figure, the orange solid line corresponds to the YOLO-birds model, while the blue 
solid line represents the YOLOv9 model. The x-axis indicates the number of training epochs, whereas the y-axis 
displays the mAP@0.5 values, which reflect the models’ detection accuracy at a confidence threshold of 0.5. 
As depicted in Fig. 6, the YOLO-birds model demonstrates a consistently higher mAP@0.5 compared to the 
YOLOv9 model once the training process reaches convergence. This observation underscores the superior 
performance of the YOLO-birds model in achieving higher accuracy in target detection tasks.

Baseline model Faster-BiFPN SPPBIF Focal-EIoU mAP50 mAp50-95

YOLOv9 × × × 81.4 56.0

Improved1 ✓ × × 84.1 58.2

Improved2 × ✓ × 83.8 56.1

Improved3 × × ✓ 85.4 59.4

Ours ✓ ✓ ✓ 90.2 63.7

Table 7.  Ablation experiment results of YOLOv9-birds.

 

Precision Recall mAP50 mAP50-95

84.7 86.8 90.4 63.6

Table 6.  Model performance on an independent test set.

 

Fig. 7.  Curves of YOLO-birds and other models.
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To comprehensively validate the effectiveness and superiority of the SPPBiF attention mechanism, this 
study conducted an in-depth experimental analysis from two dimensions: computational performance 
and feature representation. First, we conducted a detailed assessment of the computational overhead of the 
SPPBiF mechanism. Under the same training and testing configurations, we compared SPPBiF with classic 
attention mechanisms such as SE, CBAM, and EMA. The primary evaluation metrics included the number of 
computational complexity (FLOPs)and detection accuracy (mAP). The experimental results are shown in Table 
8. As can be seen from the table, compared with the baseline YOLOv9, the model integrating SPPBiF reduces 
FLOPs by 7.5% , fully demonstrating the superiority of this mechanism in terms of efficiency-accuracy trade-off.

To investigate the working mechanism of the SPPBiF mechanism further, this paper conducted feature 
representation analysis experiments. Figure 9 presents the visualization comparison results of the SPPBiF 
attention mechanism: the original input image (Fig. 9a), the attention heatmap of the baseline model (Fig. 9b), 
and the attention heatmap after integrating the SPPBiF module (Fig. 9c). Visualization analysis indicates that the 
SPPBiF mechanism demonstrates exceptional performance in target localization accuracy, particularly in small-
scale bird target detection tasks in complex background environments. Compared to the baseline model, the 
SPPBiF mechanism significantly enhances the response intensity to bird target regions while effectively reducing 
background noise interference, achieving more focused and precise feature learning.

Experimental results visualization analysis
Figure 10 presents a performance comparison of this paper’s method with mainstream target detection 
algorithms, such as YOLOv9, for substation bird detection. According to the figure, the algorithm presented in 
this paper achieves a higher detection accuracy for substation birds, thereby reducing the false detection rate. 
Due to the occlusion of the target birds by the power equipment, the other methods suffer from false detections 
and omissions in their detection results. However, the algorithm proposed in this paper can accurately locate 

Model FLOPs mAP50 mAp50-95

YOLOv9 38.7 81.4 56.0

YOLOv9 + SE 39.0 76.1 50.9

YOLOv9 + EMA 40.2 71.7 46.1

YOLOv9 + CBAM 41.5 79.6 54.3

YOLOv9 + SPPBiF 35.8 83.8 56.1

Table 8.  Comparison of computational performance and accuracy.

 

Fig. 8.  Comparison of mAP50 between the YOLOv9 and YOLO-bird.

 

Scientific Reports |        (2025) 15:38958 13| https://doi.org/10.1038/s41598-025-22829-y

www.nature.com/scientificreports/

http://www.nature.com/scientificreports


the position of small target birds and does not produce the phenomenon of false detection or missed detection. 
This reflects the excellent performance of the algorithm presented in this paper in mitigating interference from 
complex substation scenes. The experimental results show that YOLO-birds can well detect the objects in the 
image from different fields and viewpoints, including the situation of complex backgrounds, random direction, 
noise interference, etc. It can accurately extract key features in the image and completely and accurately detect 
objects in the image, thereby improving detection accuracy and reducing the rates of misdetection and false 
detection.

Discussion
In this paper, we propose the YOLO-birds algorithm to address the challenge of detecting small bird targets 
in substations with complex backgrounds. Compared to previous studies, our method achieves significant 
improvements in data, methodology, and detection performance. In terms of data, we constructed a dedicated 
dataset based on real substation scenarios. This ensures greater diversity and representativeness of training 
samples, covering multiple perspectives and bird scales. In terms of methodology, we build upon YOLOv9 
and integrate enhanced feature extraction and fusion mechanisms by introducing the Faster-BiFPN module.
Additionally, we optimize the loss function to place greater emphasis on boundary regression for small targets, 
an aspect often overlooked in previous studies. In terms of results, experimental comparisons with state-of-
the-art networks such as YOLOv11 and YOLOv12 demonstrate that our YOLO-birds model achieves superior 
detection performance. Specifically, the mAP@50 metric improved by 8.8% on the experimental dataset. 
Furthermore, the method outperforms other models in terms of accuracy, recall, and small object detection 
metrics, demonstrating its practical application value in bird monitoring at substations.

Although this study has achieved good results in detection accuracy, there is still room for optimisation 
in model parameter quantity and inference speed (FPS). Future work will focus on further compressing and 
optimising the model structure to reduce computational complexity and parameter scale effectively. The aim 
is to improve the model’s inference speed and deployment adaptability while maintaining accuracy, providing 
more practical detection solutions for real-world applications in mobile devices or edge computing scenarios.

Conclusion
Addressing the issues of low detection accuracy and frequent false positives and false negatives in small-object 
bird detection within substation scenarios, this paper proposes an improved YOLOv9-based bird detection 
method for substations, named YOLO-birds. The main conclusions are as follows:

This paper introduces the Faster-BiFPN module to replace the original RepNCSPELAN4, thereby reducing 
computational redundancy and memory access and effectively achieving efficient feature extraction, which 
improves the model’s detection accuracy. This paper introduces the SPPBiF attention mechanism to optimize 
the backbone network of the original model, effectively enhancing the model’s ability to extract and fuse feature 
information of different sizes, thereby improving the model’s detection accuracy in complex scenarios. At the 
same time, by integrating the attention mechanism, the model’s feature extraction capability for output feature 
maps is achieved, thereby improving the overall detection performance of the model. This paper replaces CIoU 
Loss with Focal-EIoU Loss, effectively suppressing the fluctuation in loss values caused by low-quality samples 
and significantly enhancing the robustness of the object detection model. A series of experiments demonstrates 
that the improved algorithm proposed in this paper achieves an 8.8% improvement in detection accuracy on 
mAP50 and a 7.7% improvement on mAP95 compared to the original algorithm.

In summary, the improved YOLO-birds substation bird detection method proposed in this paper achieves 
higher detection efficiency and accuracy compared to the original YOLOv9 model. The model demonstrates 
good overall performance and high feasibility, aiding in the timely detection of birds within substations and 
ensuring the safe and stable operation of power systems.

Fig. 9.  Comparison of visualization results after adding the SPPBiF attention mechanism.
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Data availability
The datasets used and/or analysed during the current study available from the corresponding author on reason-
able request.
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Fig. 10.  Comparison of visual images detected by different methods.
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