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Deep-learning based osteoporosis
classification in knee X-rays using
transfer-learning approach
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Bone deterioration from osteoporosis creates fractures that primarily affect females who have reached
menopause and older adults. Early detection of osteoporosis requires affordable methods because
current diagnostic systems are both expensive and challenging to use. The current application of deep
learning models for bone radiography analysis faces three major limitations: shallow architecture,
insufficient dataset adaptation, and inadequate feature extraction methods. Talk-based machine
learning techniques rely heavily on human-generated feature construction; however, they fail to
recognize the delicate image patterns that are present in medical contexts. VGG-16 provides strong
power, but businesses must invest in advanced and expensive hardware platforms while maintaining
challenges with data quantity. The detection of osteoporosis in knee X-rays through deep learning and
the ResNet-50 model using transfer learning remains our primary proposal for solving existing issues.
An overview of 372 X-ray images with verified medical information was constructed for T-score ratings
determined using a quantitative ultrasound system. Following fine-tuning of our model based on
ResNet-50, we achieved 90% accuracy, which exceeded all alternative models tested, including VGG-
16 with 88% accuracy using fine-tuning, 80% without fine-tuning, a 3-layer CNN at 66%, ResNet-18

at 79%, and non-fine-tuned ResNet-50 at 83%. The clinical value of the ResNet-50 model stems from
its high accuracy, strong sensitivity, and specificity rates. The detection reliability of osteoporosis by
the deep transfer learning CNN ResNet-50 has been proven through these findings, which provide
healthcare practitioners with an effective diagnostic tool for early detection and prevention of
fractures. Our research indicates that deep learning using transfer learning strategies produces a crucial
enhancement in medical imaging systems, leading to better patient results.
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The most widely used imaging method in the medical field for identifying bone diseases is X-ray imaging, which
is the oldest and most widely used method for taking pictures of every bone in the body, including the wrist,
knee, elbow, shoulder, knee, pelvis, and spine. X-ray imaging helps identify fractures, joint dislocations, bone
damage, aberrant bone development, infections, and arthritis. Although mostly unintentional, bone fractures
can also be pathological. Osteoporosis, cancer, and osteogenesis can weaken bones. Osteoporosis is the primary
bone disease that causes millions of fractures globally!, with a higher incidence among women?. Although
osteoporosis is associated with aging because it weakens bones with the passage of time, it can also occur at
earlier ages®. Osteoporosis is often known as a silent illness since its symptoms do not show up in the early stages
and become noticeable when it has progressed to a point where bones can break with a little fall. Economic
resources are heavily depleted by osteoporosis therapy expenditures, including fracture repair®®. Therefore, early
diagnosis is necessary to reduce treatment costs.
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Osteoporosis is diagnosed using dual-energy X-ray absorptiometry (DXA)S. It calculates Bone Mineral Density
(BMD) using the T-score- and Z-scores accepted by the WHO for various osteoporosis stages’. However, it has
several drawbacks, such as its high cost and limited availability for area measurements. Computed Tomography
(CT)78, Magnetic Resonance Imaging (MRI)*!, and the Quantitative Ultrasound System (QUS)'"!2 are further
imaging modalities used to identify osteoporosis. CT is a 3D geometric imaging modality with volumetric
measurements, but it has a high radiation dose and is not eligible for MRI. MRI is a 3T enhanced bone micro-
architecture imaging technique with a lower spatial resolution®!°. QUS is easy to use, non-invasive, portable,
affordable, and employs sound waves to examine bones; however, it is site-specific and lacks solid empirical
support!"!2 In light of these constraints, there is a need for an osteoporosis detection system that is accurate,
affordable, and easily accessible. This requirement prompted researchers to use computer algorithms to evaluate
medical images and create Computer-Aided Diagnostic (CAD) systems by utilizing current developments in the
field of imaging technology.

Deep Learning-based Convolutional Neural Network (CNN) algorithms have been more popular among
CAD systems for medical image analysis in the recent years'*!* because of its cutting-edge outcomes in
identifying a variety of illnesses from pictures such as brain tumor identification'®, multiple sclerosis'®, human
activity identification!?, breast cancer detection'®, pneumonia detection!®, cancer detection!>?, and so forth. In
the classification of medical images, CNNs such as AlexNet, ResNet-50, VGG-16, VGG-19, and GoogleNet?! >4
have demonstrated state-of-the-art performance. The biggest problem with CNN classifiers is that they require
a large quantity of labeled data for training, which may be quite challenging to obtain in the medical field.
Researchers have developed the concept of transfer learning to solve this problem?. In the transfer learning
approach, a CNN trained on a large dataset is retrained on a smaller dataset about a new problem. Using the
information gathered from the large dataset, the CNN can quickly learn the characteristics of the new small
dataset, thereby assisting in picture classification.

Numerous CAD methods, including deep learning, have been suggested for diagnosing osteoporosis at
different bone locations, such as the hip, spine, hand, and teeth; however, little research has been conducted
to identify osteoporosis in the knee?®?’. The knee is the most strained joint in the body, bearing the weight of
the body and controlling movement. The prevalence of osteoporotic fractures around the knees increases with
age, and women are more likely to sustain tibial and fibular fractures?®. Approximately half of knee fractures are
thought to occur in people over the age of 50 years, and a significant one-year mortality rate of 22% is observed
in senior patients who sustain femoral fractures, leaving them with reduced function and a lower quality of
life?. To avoid fractures and lower treatment expenses, an early detection method is required to identify the
prevalence of osteoporosis in the knee bone®?-32,

Although osteoporosis is a single disease caused by poor bone mineral density, it can be divided into the
following two stages:

Primary osteoporosis
It prevalent stage of osteoporosis. This can be further categorized into two steps.

a. Postmenopausal Osteoporosis: Due to decreased levels of the hormone estrogen, postmenopausal women are
more likely to develop osteoporosis.

b. Senile osteoporosis: this form of osteoporosis is associated with the age factor, which can primarily affect men
and women.

Secondary osteoporosis
This type of osteoporosis is caused by medications, lifestyle choices, and other health issues. In this study, we
developed an osteoporosis detection system for knee bones using a CNN, a well-known deep learning technique.
The proposed model uses a transfer learning approach based on ResNet-50, which is a variant of CNN.

Machine Learning (ML) and Artificial Intelligence (AI) have shown transformative potential in healthcare,
which can be integrated into patient-focused applications, offering personalized health alerts, treatment
summaries, and educational resources that improve patient engagement and collaboration in care. The self-
organizing Map (SOM) neural network with block processing offers significant applications in healthcare by
enhancing the accuracy of cancer zone detection in MRI images, even in the presence of noise*>. By improving
segmentation accuracy and clearly delineating abnormal regions, this approach supports early detection and
aids radiologists in reducing diagnostic errors. Its high specificity and precision make it an effective clinical
decision-support tool that streamlines workflows and ensures timely interpretation of scans. Similarly, ML- and
Al-based approaches address the limitations of traditional diagnostic methods by enabling the precise analysis
of complex blood-related data, including cell morphology, biomarkers, and prognostic indicators. It shows
significant contributions to the fields of hematology and hematopathology**3°. Deep learning models, such as
convolutional neural networks (CNNs), XGBoost, and artificial neural networks (ANNs), have demonstrated
high performance, achieving diagnostic accuracies above 96%. In clinical applications, Al facilitates the early and
accurate diagnosis of disorders, such as leukemia, lymphoma, myelodysplastic syndromes, and chronic myeloid
leukemia, by automating the interpretation of flow cytometry, bone marrow morphology, and biopsy images.
The study in® presents a machine vision-based framework for diagnosing tuberculosis (TB) using computerized
tomography (CT) scan images. The authors developed an automated diagnostic pipeline that extracts radiological
features from CT scans, applies advanced image processing and segmentation techniques, and employs machine
learning classifiers to distinguish between TB cases and healthy controls. This study underscores the growing
role of artificial intelligence in improving medical imaging-based disease diagnosis.

A hybrid deep-learning framework that combines EfficientNetB0 and ResNet50, enhanced with transformer-
inspired training strategies, improved the early prediction of breast cancer?’. EfficientNetB0 provides parameter-
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efficient feature extraction, whereas ResNet50 captures deeper and more hierarchical representations. This
study underscores the potential of transformer-guided optimization in computer-aided diagnosis, offering a
more reliable and interpretable method for early breast cancer detection from histopathology images. Similarly,
the application of voice biomarkers in healthcare offers transformative possibilities®. Early detection allows
for timely interventions, such as medication, physiotherapy, and lifestyle modifications, which slow disease
progression and improve the quality of life. Unlike costly and invasive diagnostic methods such as MRI or
PET scans, voice-based assessments are affordable, simple, and non-invasive, making them especially valuable
in resource-limited settings. Overall, the use of vocal measures enriched with machine learning represents a
reliable, scalable, and patient-friendly approach to diagnosing and managing Parkinson’s disease, marking a
significant advancement in healthcare.
The main highlights of this research study are:

« Due to the increased number of osteoporosis cases, researchers have developed different detection models,
but they suffer from overfitting problems. This problem was overcome in this study by using the ResNet-50
model along with the transfer learning approach, which achieved 90% accuracy on a dataset consisting of 372
images.

+ Most research focuses on a certain age or gender. In this study, we used X-ray images gathered from both
genders and different age categories.

o The Pretrained CNN (ResNet-50) x-ray classification process is entirely automatic. It does not use separate
techniques for classification, selection, or feature extraction; rather, these processes are performed automat-
ically.

« In this study, data augmentation and transfer learning approaches were employed to address the issues of a
small dataset.

The rest of the paper is organized as follows. Section 2 evaluates the existing related works, and Sect. 3 details the
materials and methods used in this research study. The results are analyzed in Sect. 4, and conclusions, possible
challenges, and future recommendations are summarized in Sect. 5.

Related works

Various machine learning and deep learning approaches have led to significant research progress in osteoporosis
detection in recent years. The existing literature on osteoporosis detection can be divided into sections for a
methodological review by grouping them according to their shared principles. This section covers the current
progress in osteoporosis recognition using machine learning and deep learning algorithms. X-ray images
are widely used in research studies focusing on osteoporosis detection. Our analysis includes an evaluation
of machine learning models that blend different data sources for detection purposes. Conventional diagnostic
models for osteoporosis detection are also covered in the last part of this section. Such a structured methodology
provides a complete understanding of both the strengths and weaknesses of past research in this field.

Recent advances in osteoporosis detection using machine learning and deep learning models
Research has shown that Deep Convolutional Neural Networks (CNNs) under machine learning achieve
promising detection results in osteoporosis cases®. Multiple imaging techniques, such as X-ray combined with
CT and MR, undergo analysis through machine learning models that help identify osteoporosis more effectively
while performing automated diagnostic classification.

Osteoporosis detection using X-ray images

In 2023, hip X-ray images were used to analyze the left and right radiographs to segment and classify
osteoporosis*’. In addition to segmentation using U-Net and U-Net++, the study used VGG-16, ResNet-50,
and DenseNet-121 classification methods. Both U-Net models achieved superior segmentation outcomes, but
DenseNet-121 achieved the best accuracy rate of 74% among all models. The conducted study did not analyze
fine-tuning strategies that could improve the model performance based on small or imbalanced datasets. The
group of researchers led by Jang et al.*! performed hip radiograph evaluations on female patients over the age
of 50 years using VGG-16, which delivered 81.2% accuracy with 91.1% sensitivity, along with a specificity of
68.90%. However, this approach sometimes misclassifies healthy patients as having osteoporosis. The high false-
positive rate can lead to avoidable anxiety, excessive medical testing, and financial burdens on the healthcare
system. Moreover, this study was limited to a specific group of age and gender, reducing the generalizability of
the model. A study employed AlexNet, VGG-16, VGG-19, and ResNet for knee X-ray image analysis, which
classified the results into normal, osteopenia, and osteoporosis categories’. AlexNet performed the best in this
task, achieving 91.1% accuracy with a maximum validation loss measurement of 0.54. The proposed model
suffers from an overfitting problem because no proper method, such as data augmentation and regularization,
was used. In addition, this study does not describe how the model would perform in real clinical settings.
According to*?, researchers used DenseNet-121 and the Adam optimizer (learning rate = 0.001; batch size = 30)
to identify osteoporosis in chest X-ray images in 2024. To prevent overfitting, L2 regularization, and an early
stopping mechanism were used. Although these steps are good practices, this study failed to provide a detailed
performance mechanism compared with other models. This lack of performance makes it difficult to analyze the
practical relevance of the proposed method. Using chest radiography instead of specific bone regions, such as the
hip or knee, may affect the diagnostic accuracy of the model.
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Osteoporosis detection using Multi-Modal and machine learning approaches

The Korean National Health and Nutrition Examination Survey (KNHANES) and the National Health and
Nutrition Examination Survey (NHANES) national health datasets from South Korea and the United States
were used as training data for a deep learning model developed by Suh et al.3. The researchers used cross-
sectional data, which may suffer from selection bias, as participants were selected based on specific criteria, such
as age and the availability of certain measurements. These limitations suggest that further research is needed to
develop more robust and interpretable models for osteoporosis detection in the future. Eight different models,
including Decision Trees (DT), Random Forests (RF), k-nearest neighbors (k-NN), Support Vector Machines
(SVM), and Artificial Neural Networks (ANN), were used in the study by Fasihi et al.** to analyze osteoporosis
risk assessment using artificial intelligence techniques. Among the aforementioned techniques, random forest
analysis achieved the highest degree of classification accuracy. This study was limited by the use of retrospective
data without clinical validation. In addition, the interpretability makes it difficult for medical practitioners to
trust and apply the results in real medical practice. Another study conducted in 2024 improved the categorization
accuracy of osteoporosis by combining patient demographics with chest and hip CT images®. A report issued
by the researchers disclosed a hip radiomics model success rate of 87%, but the chest radiomics model reached
a 78% success rate. The accuracy rate reached 91% when multimodal fusion solutions were used. This study
examined CT-based osteoporosis classification through the application of MVCTNet, which represents an
artificial intelligence system developed for CT-based deep learning analysis*.

Osteoporosis detection using deep learning and traditional models

Tsai et al.*® developed a deep learning model which used chest X-ray images to find osteoporosis cases with
a 75.3% accuracy that beat standard machine learning methods as well as the Osteoporosis Self-Assessment
Tool (OSAT. The model suggested a greater all-cause mortality risk for people with osteoporosis because it
demonstrated possible skills in early detection of the condition. However, the study’s reliance on past data and
lack of model interpretability limit its therapeutic application. The model needs additional studies to show its
usefulness in different patient groups, as well as changes to make it clear for healthcare workers in real settings.

Femoral osteoporosis was diagnosed using radiomics features and RF model analysis in 2021, with 92.7%
validation accuracy and 92.9% training accuracy?’. Studies conducted in the year 2023 evaluated XGBoost as
the algorithm that performed best among eight machine learning techniques (SVM, RE, K-NN, DT, LR, NB,
NN, and GBM) for osteoporosis classification*3. However, despite the promising results, the model relies only
on retrospective data, which lacks interpretability in the XG Boost. This approach improves diagnostic accuracy
while reducing computational complexity. A Deep Convolutional Neural Network (DCNN) was used for the
X-ray examination of the lumbar spine to detect osteoporosis and osteopenia?. The initial dataset achieved
an AUC value of 0.767 for osteoporosis diagnosis, with a corresponding sensitivity measurement of 73.7%,
along with an AUC value of 0.787 for osteopenia diagnosis, with a sensitivity rate of 81.8%. The second dataset
achieved diagnostic performance with an osteoporosis AUC of 0.726, while the AUC for osteopenia was 0.810.
Moreover, the sensitivity rates were 68.4% for osteoporosis and 85.3% for osteopenia. The developed model lacks
the capability of dataset diversity and testing on real-world X-ray images, which affects its performance.

The field of osteoporosis detection faces ongoing difficulties due to restricted access to diagnostic datasets and
unbalanced data samples, while researchers need to validate their models according to clinical standards. The
diagnosis becomes more accurate by integrating CT scans with X-rays and patient metadata into multimodal
approaches. Additional research is needed to achieve optimal performance for the clinical implementation
of these models. Recent research on osteoporosis classification has utilized advanced deep learning models
composed of CNNs with VGG-16 and DenseNet-121, as documented in Table 1. Our study used ResNet-50,
which demonstrates exceptional features because of its proven ability to extract features effectively for the

Study | Year | Imaging Modality R::?labﬂiw Models Used Accuracy Observations

40 2023 | Hip X-ray No Y)»Glx?e-t )1% _RI\?:tIiit-SO, DenseNet-121, 74% ]Si;l:rsliiztt-iéil for classification, U-Net for

“ 2023 | Hip X-ray No VGG-16 81.2% Focused on female patients over the age of 50+
9 2023 | Knee X-ray No AlexNet, VGG-16, VGG-19, ResNet 91.1% Pre-trained AlexNet has the best performance
2 2024 | Chest X-ray Yes DenseNet-121 90% Used L2 regularization, Adam optimizer

43 2024 xﬁglggg; | (RNHANES, No Deep Learning - National health dataset-based classification

44 2024 | Clinical data No Decision Trees, RE k-NN, SVM, ANN | RF Best Al for osteoporosis risk assessment

5 2024 | CT Scans No Radiomics-based model 91% Multimodal fusion improved accuracy

16 2024 | CT Scans No MVCTNet Not Mentioned | Multi-view approach for classification

39 2024 | Hip X-ray Yes DNN, RE, ANN, k-NN, SVM, OSAT 75.3% DNN outperformed others

47 2021 | Femur No Random Forest 92.7% Used radiomics features

8 2023 XGBoost 0.79% Highest performance among ML algorithms
50 2024 | Lumbar X-ray No DCNN AUC0.787 High sensitivity for osteopenia

Table 1. Summary of related works.
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(a) (b)

Fig. 1. Normal knee x-ray. Adapted from publically available dataset™.

(a (b)

Fig. 2. Osteoporotic knee x-ray. Adapted from publically available datase

>4,

enhanced classification of osteoporosis. The proposed approach achieved 90% accuracy through transfer learning
implementation and dataset imbalance handling, resulting in better osteoporosis diagnostic performance.

Materials and methods

Dataset description

In our research, we have used medical imaging data along with the X-rays that are present in the publicly
available dataset™ for osteoporosis detection analysis. The dataset contains annotated medical data divided into
groups of normal and osteoporosis patient results. There are 372 RGB radiographs available for analysis, which
contain an equal distribution of 186 images for normal and 186 images for abnormal osteoporosis symptoms
with variable native resolutions. For comparison evaluation, we have used the acquired images for training,
validation, and testing processes within the binary classification framework. The images from the dataset can
be viewed properly. Figure 1 (a), (b) shows a normal knee X-ray, whereas Fig. 2 (a), (b) shows an osteoporosis-
affected knee X-ray.

The detail wise statistics of the dataset used in this paper are given below in Table 2 while graphical
representation is shown in Fig. 3.
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Type
Total Number of | Number of Images | Number of Images in | of
Disease Type Body Part | Category-I | Category-II | Images in Category-I Category-II Images
Osteoporosis Disease | Knee Normal Osteoporosis | 372 186 186 RGB

Table 2. Statistics of the dataset.

Distribution of Normal and Abnormal Images
186 186

175 A

150 A

Number of Images

[ =
~ o N
u Q u
1 L |

50

25 A

Normal Abnormal
Category

Fig. 3. Graphical representation of the dataset.

Preprocessing
Images must be preprocessed before being put into a model, which increases accuracy and performance. Pre-
processing steps involved in this study are:

Resizing

Since the images in the used dataset vary in size, we scale them to (224,224), which works well for ResNet-50
deep learning models because the ResNet-50 architecture requires an image size of 224. Using too much storage
to enter all the data into the model at once might slow down the training phase of the model. To solve this issue,
we supplied images in batches.

Normalization

It is employed to modify the input scale in order to enhance deep learning mode training. It also contributes to
making the learning process more stable. The model will slow down if it is trained with a big pixel value training
procedure. Normalization is therefore necessary. The image is normalized into a scale of 1/255 using the Keras
preprocessing layer tf. keras.layers.

Data augmentation

Data augmentation is a process of increasing the amount of data from the original dataset. When training data
on a deep learning model, it is essential to have sufficient data for training. Data augmentation replicates the
copy of the original images by flipping, rotating, etc. We have used a data augmentation technique to enlarge
the training dataset. We aim to improve the correctness of the model by providing diverse datasets and thus
improve generalization on unseen data. The augmentation is applied on-the-fly to the training split only (not
to validation/test), using random: horizontal flip (p=0.5), rotation (+10°), width/height shift (+ 10%), zoom
(+10%), brightness/contrast jitter (+10%). Because augmentation is stochastic per epoch, the augmented set
size is not a fixed number; effectively, each epoch presents ~ 260 training images (see split below) in transformed
form. We now state the per-epoch sample count and the transform ranges.

Proposed methodology

The block diagram of the suggested approach for identifying osteoporosis from knee X-rays is displayed in Fig. 4.
To create an image dataset that can be divided into training data (used to train the CNN (ResNet-50) classifier)
and test data (used to test the trained classifier), the knee X-rays were first gathered as described in Sect. 3.1.
Since Pre-trained CNN models perform better with additional data, the training data is expanded to include
more pictures. After that, the CNN model is trained using the picture data. The classifier’s ability to distinguish
between normal and osteoporosis pictures is then assessed by analyzing the prediction ratio of the test and train
data.
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Fig. 4. Block diagram of the proposed methodology.
Feature Description
Feature Extraction Automatic (learns from data)
Parameters Efficiency | Fewer parameters due to shared weights
Spatial Hierarchy Preserves spatial structure
Performance Superior for images
Table 3. Features of CNN.
Layers Description Activation Function Purpose
Input Accept an image input as a matrix of pixel values None Input for the image data
Filters (kernels) scan over the input image to extract features like edges, Extract important features from the
Convolutional Layer | textures, and shapes. Convolution operation: ReLU image, such as edges, textures, and
(I=K)(x, y)=2iZjI(x +1, y +j)K(, j) patterns
. Reduces spatial dimensions while retaining important features. Types: Reduces the dimensionality of the
Pooling Layer : ] None : L
Max Pooling, Average Pooling feature map while retaining key features
Fully Connected Processes the features extracted by
(FC;lLa er Flattens the features into a vector for processing in dense layers. ReLU, SoftMax/Sigmoid | previous layers for regression or
Y classification.
Produces the final classification or regression result. For classification, the | Softmax (for multi-class), Outputs the final res'u'lt' Of.t he mo@el,
Output ) . . such as class probabilities in multi-class
number of neurons equals the number of classes. Sigmoid (for binary) e . o
classification or binary classification.

Table 4. CNN Layers.

Transfer learning approach

This study implemented a pretrained CNN model since these models prove highly effective for image classification
operations. We used transfer learning as our method instead of developing everything from scratch. The model
started with important image features extracted from a large dataset before being trained to process my specific
dataset. Using this technique brings significant advantages to situations with limited training datasets. Transfer
learning obtains optimal outcomes through its two distinct operational methods, labeled feature extraction with
fine-tuning. With feature extraction, the model builds its ability to recognize patterns obtained through learned
processes, yet fine-tuning enables the model to adapt to my dataset specifications. The training process became
more efficient as well as delivered superior accuracy through this approach.

Proposed CNN architecture

The specialized deep learning model called Convolutional Neural Network (CNN) has been designed to
deal with image data through efficient processing. Unlike traditional neural networks, image detection using
spatial hierarchies and patterns runs through convolutional layers in CNN structures. CNNs have transformed
computer vision operations by enabling better performance for image classification tasks, object detection work,
and medical image evaluation. The latest deep learning achievements are produced by CNN architectures,
including ResNet, VGG, and EfficientNet. Table 3 presents CNN features, while Table 4 shows the CNN layers.

We have used the popular pre-trained model ResNet-50 using transfer learning in this research.
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Layers Description Output Shape

Convl 7*7 convolution, stride 2, 64 filters 112*112%64

Max Pooling 3*3 max pooling, stride 2 56*56%64

Residual Block 1 (Stage 1) | Three Residual Blocks, each consisting of a 1¥1,3*3 and 1*1 bottleneck structure, 64 filters | 56*56*256

Residual Block 2 (Stage 2) | 4 Residual Blocks, 128 filters 28*28*512

Residual Block 3 (Stage 3) | 6 Residual Blocks, 256 filters 14*14*1024

Residual Block 4 (Stage 4) | 3 Residual Blocks, 512 filters 7*7*2048

Global Average Pooling Averages each feature map into one value 1¥1*2048

Fully Connected Layers Averages each feature map into one value Number of classes (e.g., 1000 for ImageNet)

Table 5. ResNet-50 Layers.

Proposed Classifier Accuracy | Total Images in Dataset

Resent with the help of transfer learning | 90% 372

Table 6. Performance metrics of the proposed model on knee X-ray Dataset.

Study Classifier Accuracy | F1 Score | Recall | Precision | Total Images in Dataset
Proposed Model | ResNet-50 with the help of Transfer learning | 90% 89% 89% 89% 372
" VGG-16 without fine-tuning 80% 78% 76% 79% 3
VGG-16 with fine-tuning 88% 88% 90% 88%
5 CNN model with 3 layers 66% 64% 64% | 65% 680
0 ResNet-18 79% 79% 73% 74% 1131
ol ResNet-50 83% 80% 82% | 80% 902

Table 7. Comparative analysis of the proposed model performance.

ResNet-50 model In 2015, He et al.?! ResNet CNN architecture won the ILSVC competition with an error
rate as low as 3.6%. With 152 layers, it was a very deep network. Multiple stocks of residual blocks serve as the
foundation for ResNets. Blocks that remain after one layer are activated, which helps the network’s deeper layer
through the use of skip connections, and as a result, the system trains more quickly. Depending on the number of
network layers, ResNet comes in a variety of versions, including ResNet-18, ResNet-34, ResNet-50, ResNet-101,
and ResNet-152. Because of the small size of our used dataset, we have employed the ResNet-50 architecture in
this work. Table 5 shows the layers, their description, and the output shape of the ResNet-50 model. ResNet-50
has demonstrated highly promising results in medical picture classification, including the diagnosis of breast
cancer®!, protein & peptides®?~>, thyroid ultrasound imaging®’, and brain disease®’.

Results and analysis

Discussion on performance comparison

The conducted research utilized the ResNet-50 model for knee X-ray dataset training through transfer learning
approaches. The accuracy rate reached 90% as mentioned in Table 6. The adoption of transfer learning enabled
the ResNet-50 model to adjust for knee X-ray image features by conducting a complete training process produced
superior results compared to the existing approaches. Medical image analysis benefits substantially from the
utilization of pretrained models. The top performance outcomes for detecting osteoporosis in knee X-rays were
established through comparisons between the preferred modified ResNet-50 model and other counterparts, as
presented in Table 7. All participants who joined the study included people from different age groups and both
male and female genders.

The findings indicate that CNNs trained only on knee x-ray data had acceptable classification accuracy, while
pretrained CNNs, which are trained on knee x-ray data, have shown higher accuracy. This suggests that transfer
learning enhances the system’s overall performance without requiring the addition or deletion of any layers or
the creation of a new CNN from scratch. Although, they performed well, the existing deep learning models for
osteoporosis diagnosis from other body parts had several drawbacks. In addition to helping in the early detection
of osteoporosis, the deep learning model trained on supervised X-ray images can also be a readily available and
reasonably priced tool in low-income nations with greater population densities, like Africa, India, Pakistan, or
other nations. The automatic operation of CNN systems is possible because they do not need extra work during
feature extraction or feature selection, or classification steps. This class contained fewer images, which led to
an effective performance by the ResNet-50 model. The addition of more images into each classification type
will potentially enhance the diagnostic abilities of ResNet-50 regarding normal and osteoporotic radiographic
results.
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Different parameters used in the proposed model’s performance evaluation are defined as follows;

Confusion Matrix.

A confusion matrix, shown in Fig. 10, functions similarly to a table. It aids in evaluating the model’s
performance. This matrix is used both for binary and multiclass classification purposes®2. To assess the proposed
model’s visual performance, we actually count the True Positive, True Negative, False Positive, and False Negative
predictions in the confusion matrix®3-°,

True Positive (TP) is the quantity of accurately categorized positive samples.

True Negative (TN) is the quantity of accurately identified negative samples.

False Positive (FP) is the number of negative samples that are mistakenly labeled as positive.

False Negative (FN) is the quantity of positive samples that are mistakenly labeled as negative.

Accuracy.

Accuracy is the measuring parameter that indicates how the model distinguishes between accurate and
inaccurate predictions®’~7!. Mathematically,

TP+ TN

A - 1
CuraY = TPYTN + FP+ FN M

By putting values in Eq. (1), the accuracy of the proposed model is evaluated;

134 + 134
Ty = 3 ¥ 134+ 15 + 15

Recall.
Recall is the number of real positive examples that the model is able to identify. In other words, it is also
known as sensitivity, which is calculated as follows.

TP
= - 2
Recall TP+ FN (2)
By putting values in Eq. (2),
134
Recall = m = 0.8993

Precision.
Precision indicates how many of the model’s categorized positive predictions are, in fact, positive.
Mathematically,
TP

Precision — — 1T 3
recision TN+ FP (3)

Putting values in Eq. (3), the precision of the proposed model can be calculated as,

. 134
Precision = [E7E 0.8993

F1-Score.
F1-Score is a single figure that incorporates recall and accuracy. Mathematically, it can be defined as:

precision X recall

F1— Score= 2 x (4)

precision + recall

The F1-Score falls between 0.0 and 0.1. An F1 score of value 1 is the highest attainable score, which indicates that
the model has strong recall and precision.
Putting values of precision and recall in Eq. (4), the F1-Score of the proposed model is calculated as;

0.8993 x 0.8993
Fl— — g x 20995 x 08995
Seore X 08993 1 0.8903 _ 0-8993

Evaluation of the proposed model performance compared with the VGG-16 model

Asshownin Fig. 5, an accuracy rate of 90% was achieved by the proposed model during osteoporosis classification,
thus surpassing the accuracy levels from® with and without fine-tuning. The proposed model delivers superior
results due to its extensive design structure, which allows it to detect complex features within the data. The
residual connections in the proposed model lead to better training efficiency that results in faster convergence
and enhanced generalization capabilities, thus reporting higher accuracy than VGG-16 as mentioned in ref>372,

Evaluation of the proposed model performance compared with the 3-Layered CNN model

As shown in Fig. 6 through the application of transfer learning in the proposed model, we reached an accuracy
level of 90% which exceeds the accuracy rate of 66% of the CNN model with three layered architectures®.
Transfer learning through proposed model enables pre-trained knowledge retention so the model performs
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Fig. 5. Accuracy comparison of the proposed model with the VGG-16 model with and without fine-tuning.
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Fig. 6. Accuracy comparison of the proposed model with the 3-layered CNN model.

enhanced feature extraction and produces better generalization results. The applied approach led to obtaining a
strong model that reached higher training results and better generalized predictions for unknown data points.

Evaluation of the proposed model performance compared with the ResNet-18 model

As shown in Fig. 7, the proposed model architecture delivered 90% accuracy, which supersedes the accuracy
level of 79% achieved by the ResNet-18 model. The pre-trained features in transfer learning accelerate learning
efficiency and boost the generalization capabilities of the model. The authors in®® have presented ResNet-18
without transfer learning, which led to the reduced accuracy levels in comparison to other approaches.

Evaluation of the proposed model performance compared with the ResNet-50 model

As shown in Fig. 8, implementation of the proposed model, ResNet-50, along with transfer learning, delivers
better accuracy results than the referenced study used for ResNet-50 without using the transfer learning
technique®. We applied the fine-tuning technique to enhance the model’s performance in dealing with the
dataset. The model’s performance reached optimal levels by adding custom dense layers during the fine-tuning
step, resulting in it achieving enhanced precision rates.

Visualization

Figure 9 plots results showing ResNet-50 with transfer learning model’s training and validation accuracy, training
loss, and validation loss across 45 epochs, which offer performance dynamics and generalization potential (Fig.
10).
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Fig. 8. Accuracy comparison of the proposed model with the ResNet-50 model.

Test image analysis

ResNet-50 evaluation takes place through batch testing with pre-labeled test images that contain knee X-ray
pictures. A functionality in TensorFlow named image_dataset_from_directory enables loading data from the
class-based directory organization in the test dataset. The model accepts X-ray images scaled to 224 x 224 pixels,
which matches the required input format of ResNet-50. The processed images from the model, which was trained
via transfer learning, allow the system to produce predictions about image categories (normal or osteoporotic).
A final SoftMax operation receives class probability values from the output layer. In the case of each image, the
selected prediction results from choosing the class with the most probable label together with its associated score
value. A batch of test images can be displayed with Matplotlib, while each subplot displays the actual class and
predicted class, and their corresponding confidence values. The visual inspection has been provided using both
the actual and predicted labels and confidence scores for the tested images, as shown in Fig. 11.

Conclusion, Challenges, and future work

Conclusion

The basic goal of this research study was to evaluate the ResNet-50 architecture’s performance using a transfer
learning approach in diagnosing osteoporosis disease using knee X-ray images. Using a medically recognized
bone mineral density test called the Quantitative Ultrasound System (QUS), which determines the T-score by
measuring bone BMD, the X-ray pictures were extracted from a bespoke dataset and categorized into normal,
osteopenia, and osteoporosis groups. The total number of knee X-ray scans in the custom dataset was 372. The
results show that the best performance was achieved by ResNet-50 with 90% accuracy when compared with the
previous approaches. This achievement showed high diagnostic capability by using transfer learning with CNN
on knee x-ray examinations. This model represents a financially practical and convenient diagnostic system.
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Fig. 10. Confusion matrix of the proposed approach.

Challenges

The conducted study suffers from some challenges also as mentioned follows.

(a) A small number of the dataset’s images, particularly those in the normal and osteoporosis classes, had an
impact on the CNNs’ performance. This problem can be overcome by adding more images to each class,
which can improve the effectiveness of the networks.

(b) The QUS system, which provides unstable bone characteristics and has a different validation database than
the BMD DXA, was used to construct the T-score. The QUS system is a cost-effective method of evaluating
the fracture risk by looking at the calcaneus of the various bones.

Therefore, by using DXA to measure the BMD, we can further confirm our dataset.

(c) The clinical and other data gathered from the participants can also be employed to forecast the patient’s
bone health and hence attempt to improve diagnosis.
It can be concluded that basic knee X-rays, regardless of the cause for the scan, may be processed by the CNN
system and evaluated for osteoporosis or normal without further screening or expense. The use of these deep
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Fig. 11. Test Images. Adapted from publicly available dataset™.
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learning techniques in medical Artificial Intelligence Systems is not yet accessible, but they can be highly useful

in modern health care by providing early warning about the likelihood of a disease.

Future work
As future work, more information can be gathered from people who are osteoporotic and normal to create
a universal osteoporosis diagnosis method, which can determine how osteoporosis in the knee relates to
osteoporosis in other body parts. It is also likely to construct a system that can identify osteoporosis using
clinical characteristics and pictures.
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Data availability
The data and code used in the work are publicly available via a GitHub link https://github.com/shahidawkum/O
steoporosis-Knee-Classification.
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