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Kashmiri language, recognized as one of the low-resource languages, has rich cultural heritage 
but remains underexplored in NLP due to lack of resources and datasets. The proposed research 
addresses this gap by creating a dataset of 15,036 news snippets for the task of Kashmiri news 
snippets classification, created through the translation of English news snippets into Kashmiri 
using the Microsoft Bing translation tool. These snippets are manually refined to ensure domain 
specificity, covering ten categories: Medical, Politics, Sports, Tourism, Education, Art and Craft, 
Environment, Entertainment, Technology, and Culture. Various machine learning, deep learning, 
transformer-models, and LLMs are explored for text classification. Among the models experimented 
for classification, fine-tuned ParsBERT-Uncased emerged as the best-performing transformer model, 
achieving an F1 score of 0.98. This work not only contributes a valuable dataset for Kashmiri but also 
identifies effective methodologies for accurate news snippet classification in the Kashmiri language. 
This research developed an essential dataset, which to our best belief, is the first attempt at creating 
a manually labelled corpus for the Kashmiri language and also devised an architecture using the best 
combination of embeddings, algorithms, and transformer-models for accurate text classification. It 
contributes significantly to the field of NLP for this underrepresented language.
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The Kashmiri language, or Koshur, is an Indo-Aryan spoken by nearly 7 million native speakers in the Indian-
administered union territory of Jammu and Kashmir1,2. The language is one of the major Dardic languages in 
the Indo-Iranian section of the Indo-European family of languages3,4, Kashmiri holds a unique position with its 
use of both Perso-Arabic and Devanagari scripts5. Kashmiri is second fastest growing language in India6, and 
is recognised as official language of Jammu and Kashmir by Official Languages Act, 2020, it is being promoted 
in education and official uses, with plans to make it a compulsory subject in schools7,8. The language is rich in 
cultural, historical, and linguistic importance, Kashmiri is relatively less explored in Natural Language Processing 
(NLP). The lack of standardized linguistic materials, large-scale data, and thin databases from single sources 
are critical issues9,10. Indian languages like Hindi also suffer from similar issues, and hence strong linguistic 
resources are required for text classification and processing11. Studies are also exploring ways to address resource 
scarcity in Indian languages and are trying to leverage lexical similarity to exploit vocabulary overlap among 
language datasets12. Identifying Kashmiri as a cultural treasure and an economic growth and tourism driver, this 
work aims to develop NLP tools and resources for the language. Such innovation holds the potential to enhance 
education through the availability of native-language materials, facilitate wide-ranging and reasonable quality 
education, and promote continuous learning among the region’s linguistic communities.

Since there is limited work done on Kashmiri language and has no comprehensive dataset for Kashmiri 
language processing, it is necessary to collect and curate the dataset manually. The process of manually creating 
a dataset for the Kashmiri language poses several significant challenges. The major limitation is the scarcity of 
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resources, there are not enough comprehensive linguistic materials, datasets, and tools available for Kashmiri 
when compared to more widely spoken languages. This lack of resources complicates the processes of data 
collection, translation and analysis; however, the entire undertaking of data creation manually also involves 
other difficulties. Specifically, it requires extensive hours spent gathering and refining texts, ensuring translation 
accuracy and navigating variations in sentence structures and dialects.

Although the Kashmiri language possesses intricate grammatical and phonetic features, this complexity 
raises numerous issues in the development of consistent, high-quality datasets with adequate recall for tasks 
associated with natural language processing. To create a meaningful and relevant dataset, English news snippets 
are collected from ten domains: Medical, Politics, Sports, Tourism, Education, Art and Craft, Environment, 
Entertainment, Technology, and Culture. These news snippets are manually refined wherein each news snippet is 
carefully analysed and modified to fit the specific characteristics and requirements of its corresponding domain. 
This iterative refinement ensured that the dataset had highly relevant and domain-specific content that is 
suitable for the task at hand. Further, the refined news snippets are translated into Kashmiri using the Microsoft 
Bing translation tool. This resulted in 15,036 sentences for all ten domains, such that the dataset is diverse and 
representative. By adapting the dataset to the linguistic features of the specific domains, Kashmiri news snippets 
can be classified with more relevant and accurate data. This data creation process not only increases the dataset 
but also the reliability and precision of the models, so the proposed work aims to analyse the impact of various 
factors on the classification of Kashmiri news snippets and provide insights into the best strategies for processing 
and categorizing text data in low-resource languages like Kashmiri.

The research work’s distinguishing novelty lies in the following aspects:

•	 This proposed work contributes the first ever labelled dataset for Kashmiri text classification for the task of 
news snippet classification from 10 different domains which include education, culture, art and craft politics 
etc. helping to bridge the gap in NLP infrastructure for low-resource languages. The earlier efforts like AI-
4Bharat’s Kashmiri-English parallel corpora have focused only on machine translation tasks. A recent survey 
in 202413 investigating linguistic resources in the Kashmiri language found that the only available resources 
include a few Kashmiri-English dictionaries, Kashmiri Wordnet, a monolingual corpus under the EMILLE 
project, parallel Kashmiri corpora such as NLLB-200 by Meta AI and BPCC by AI4Bharat, as well as a spell 
checker and a speech tool for Kashmiri. These findings highlight the scarcity of linguistic resources for NLP 
in Kashmiri where the proposed work introduces a novel contribution by developing a multiclass text classi-
fication dataset for Kashmiri news snippet classification, addressing a critical gap in resources for this low-re-
source language.

•	 This work also provides a foundation for wider tasks and establishes first benchmark for Kashmiri text classi-
fication by adapting ML, DL, transformers, and LLMs to a low-resource language, thus laying the foundation 
for future work in Kashmiri NLP.

The key contributions of this research work include:

•	 The work involves manually creating a labelled dataset for multi-class classification of news snippets, focusing 
on 10 diverse news domains within the Kashmiri language.

•	 A thorough comparative analysis of Machine Learning classifiers and Deep Learning architectures, both using 
pre-trained embeddings, along with fine-tuned Transformers models and LLMs, is conducted to evaluate 
their effectiveness and assess their suitability for classifying Kashmiri news snippets, implementing compre-
hensive experimentation with various hyperparameters and training methodologies to enhance performance 
across models.

•	 The work contributes to preservation of endangered languages, promoting digital inclusion and empowering 
Kashmiri speakers through educational and practical applications.

Related works
The nature of the Kashmiri language and other low-resource Indic languages poses challenges for NLP. Recent 
studies highlight efforts to compile datasets for such low resource languages (LRL). These include techniques 
for developing dialogue systems without using pre-existing data14,15, the creation of tools for Peru’s endangered 
languages to automatically gather and process language data from the web to produce monolingual datasets16,17.

Qumar et al.13 reported that the only available Kashmiri linguistic resources include a few Kashmiri-English 
dictionaries, Kashmiri Wordnet, a monolingual corpus under the EMILLE project, parallel Kashmiri corpora 
such as NLLB-200 by Meta AI and BPCC by AI4Bharat, as well as a spell checker and a speech tool for Kashmiri 
underscoring resource creation’s role for advancing NLP tools and preserving the linguistic diversity of Kashmiri 
language. The authors emphasized that most of these resources exhibited low quality, redundancy, and weak 
cultural-linguistic representation, underscoring the urgent need for high-quality Kashmiri language resources. 
Fesseha et al.18 demonstrated the feasibility of CNNs and word embeddings for Tigrinya text, a low-resource 
(Afro-Asiatic) language. It provided hope to many resource-poor languages. Their work offered the vector for 
later advancement. Yu et al.19 recently proposed quantum-based update of the basic RNNs to aid in boosting the 
performance of the classification exercises under limited resource constraints. However, other works proposed 
by Cruz & Cheng established baseline studies focussed on languages with low resources for text classification20. 
Marivate et al. stressed on creating a good dataset and ventured into data collection in low-resource languages 
like Setswana and Sepedi providing a roadmap for future advancements21. Similar efforts are further enhanced 
by the proposed domain-adversarial learning to improve text classification for low-resource languages described 
by Grießhaber22. As well as cross-lingual model fine-tuning as proposed by Li et al.23 Adelani et al. 24 worked on 
Masakhanews, a news classification in African languages, highlighting challenges and solutions. Similarly, the 
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research hints the use of pre-trained embeddings and machine learning models for news topic categorization 
and for low-resource languages like Kashmiri25–27.

In the field of text classification, the transformer model plays the role of an imperative one, especially in 
low-resource conditions. Similar to the finding of Agbesi et al.28 fine-tuning pre-trained transformers is 
effective at text classification in Ewe, providing promising results for African languages. Such a type of success 
is achieved by Alam et al.29 who used transformer models on Bangla text, achieving accuracy improvements in 
resource-scarce environments. The works by Aggarwal et al.12 further developed the scalability of transformers, 
providing multilingual classification approaches for Indian languages. On the other hand, Mirashi et al.30 also 
more formally introduced the L3Cube-IndicNews dataset as valuable for the further fine-tuning of transformers 
in various news classification tasks regarding Indic languages. To support such multilingual and low-resource 
contexts, Multilingual BERT (mBERT) Woo et al. 31 was introduced as a single transformer model trained on 
104 languages, enabling cross-lingual transfer learning. mBERT builds upon the architecture of BERT Devlin et 
al.32, which introduced deep bidirectional representations by jointly conditioning on both left and right context 
across all layers. In contrast, ParsBERT Farahani et al.33, a monolingual Persian model, achieved strong results 
on Persian classification tasks, often outperforming mBERT in language-specific scenarios. Wertz34 developed 
few-shot learning for improved transformer performance, addressing limitations and proposing improved 
strategies. Arora35 proposed the inltk tool for Indic language classification, aiming to offer scalable multilingual 
classification algorithms for Indian languages. And other studies focus on classification using DistilBERT36, 
LSTM37 and other DL and transformer-based models for similar works such as fake news detection38 or text 
classification39. Taken together, such efforts highlight the growing importance of transformers and fine-tuning 
strategies in text classification, particularly in low-resource languages. In the last few years, LLMs have proved 
to be a great instrument for solving text classification tasks, including those in low-resource scenarios. Sun et 
al. continue to highlight LLMs regarding their effectiveness of the model in a limited resource environment and 
possibility to deliver high accuracy despite the unavailability of large labelled data40, or with minimal instances41. 
To refine the outcomes even more, Patwa et al.42 utilized PEFT and SD augmentation, which are found to advance 
LLMs on low-resource classification. Joshi et al.43 fine-tuned the LLMs to the particular task and demonstrated 
that such strategies can lead to massive spikes in classification effectiveness in LRL’s. However, even in the case 
of LLMs as annotators for low-resource languages, some hurdles are at work, and that is why Jadhav et al.44 
proposed ways to enhance their annotation functions and strategies to improve their application for resource-
scarce languages. Finally, Boyina et al.45 proved the effectiveness of zero-shot and few-shot learning using LLMs 
in Telugu news classification and stated possibilities of LLMs in performing text classification tasks for LRL’s. 
Altogether, all these works hint at the potential that LLMs can help develop the task of text classification for 
LRLs.

Proposed methodology
The proposed work has been carried out in two phases: dataset creation for Kashmiri news snippet classification 
followed by an extensive exploration of different models for news snippet classification. The detailed framework 
is presented in Fig. 1 and explained in detail in the following subsections.

Manual construction of the Kashmiri news dataset and data description
To build the Kashmiri news dataset, news snippets and articles in English were collected from websites, blogs, 
and online newspapers such as Greater Kashmir, Rising Kashmir, Gaatha, Caper Travel India, and Incredible 
India. The links to these sources are listed in the supplementary. The collected content was grouped into ten 
different domains: Medical, Politics, Sports, Tourism, Education, Art and Craft, Environment, Entertainment, 
Technology, and Culture. For example, Greater Kashmir and Rising Kashmir provided news related to Politics, 
Technology, Education, and Medical domains. Gaatha was used to obtain articles from two categories: Art 
& Craft and Culture. Caper Travel India contributed content on Culture, including festivals and traditional 
Practices. Incredible India was referred to for Tourism-related information. The English news snippets were 
initially translated into Kashmiri using Microsoft Bing Translator, as at the time it was the most reliable tool 
supporting Kashmiri and produced translations that were more semantically coherent and natural compared 
to alternatives such as OpenL and Rephrasely. The translations served only as draft material to facilitate faster 
processing, while the final dataset quality was established through systematic human verification. To ensure 
linguistic accuracy, contextual relevance, and cultural authenticity, a two-step human refinement process was 
applied, first, the first author, a native Kashmiri speaker, reviewed each snippet, removed ambiguous and noisy 
entries, and corrected minor lexical and grammatical issues, second, a Kashmiri language expert independently 
verified all translations for cultural and contextual appropriateness and fluency. This sequential review ensured 
that the dataset is both linguistically reliable and culturally authentic. This layered validation also helped mitigate 
potential translation noise and errors that might arise from relying on raw MT output. In addition to human 
validation, we performed a quantitative evaluation on a representative subset of the data. Using back-translation 
(Kashmiri → English via Microsoft Bing Translator) and comparison with the original English snippets, we 
obtained a SacreBLEU score of 44.85, a Corpus BLEU score of 42.89, and an average BERT similarity of 0.9735, 
demonstrating strong alignment at the domain and semantic level. For annotations, each snippet was initially 
categorized according to the section of the source website and news outlet (e.g., Politics, Sports, Tourism) as 
the first step in labeling. This initial assignment was not blindly accepted, both annotators the first author and 
the Kashmiri language expert carefully reviewed each snippet to verify domain fidelity. In cases where content 
overlapped multiple domains, the snippet’s central theme determined its final label.

The annotation process followed a sequential two-pass validation, where the first author and a Kashmiri 
language expert independently reviewed and refined after the initial category assignments. This dual-review 
strategy ensured that every snippet was checked with complementary expertise, resulting in a carefully refined 
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dataset rather than raw machine-translated text. Sample Kashmiri news snippets, along with their English 
translations and domain classification, are shown in Supplementary Table S1. Since the focus is news snippet 
categorization, minor inconsistencies in spelling and punctuation were considered negligible, as they do not 
affect the learning of meaningful domain-level patterns. The categorization process emphasized preserving the 
semantic meaning of each snippet in relation to its domain, ensuring reliable domain distinctions even when 
small wording differences were present. The distribution plots of the Kashmiri news snippets in Fig. 2 highlights 
that the topics are well represented across diverse domains. The slight imbalance in the dataset adds complexity 
and reflects real-world scenarios, making it suitable for training classification models. Figure  3. depicts the 
sentence length distribution in all domains, and it can be seen that the maximum concentration of sentences 
is between a range of 25 and 35 words, ensuring consistency and considering the need for a proper amount of 
textual content for domain-specific classification tasks. The words and news snippet length statistics across the 
10 domains is presented in Table 1.

As observed in Table 1, the variation in total and maximum word counts across domains reflects the natural 
differences in how news is reported- detailed descriptions in Culture and Entertainment leads to longer snippets, 
while factual updates in Tourism or Education remain shorter. Despite this, the average news snippet word 
length is more or less consistent across the ten domains which would help prevent model bias toward text length, 
ensures fair feature representation, and improves generalization by encouraging the model to learn semantic 
differences rather than relying on surface patterns like input size. The minimum word count differences show 
that factual updates like Medical, Tourism or Sports need fewer words, while Art & Craft requires more detail 
even in short snippets to convey meaning. This realistic distribution added complexity and prepared models 
to handle varied news styles during classification. The word cloud representations for a few domains from the 
dataset are showcased in Supplementary Fig. S1.

To measure the quality of the dataset for the classification tasks, the similarity between various domains is 
calculated using Cosine and Jaccard Similarity measures which measure semantic similarity and literal word 
overlap respectively. The similarity scores across domains remain low, with the highest being just 0.26 between 
Education and Technology, and the lowest around 0.13 between Medical and Entertainment, showing a good 
diversity in vocabulary. Additionally, the Cosine similarity of 0.0358 and Jaccard similarity of 0.07 between the 
training and testing sets indicate a random and balanced split, and confirm that the dataset is not overly curated 
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Fig. 1.  Proposed framework for news snippet classification in Kashmiri.
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Domain Total words per domain Maximum no of words per snippet Minimum no of words per snippet Average no of words per snippet

Art and Craft 34,483 42 16 27.97

Culture 44,524 69 11 29.31

Education 35,957 42 11 25.81

Entertainment 52,575 53 9 28.90

Environment 41,250 47 14 27.55

Medical 47,019 45 4 28.25

Politics 49,775 44 8 28.25

Sports 39,454 44 4 27.76

Technology 39,983 46 11 26.76

Tourism 32,656 42 4 25.83

Table 1.  Word distribution and news snippet length statistics across 10 Domains.

 

Fig. 3.  Distribution of sentence lengths and their frequency across all domains.

 

Fig. 2.  Distribution of Kashmiri news snippets by domain and number of sentences.
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to ease classification. This randomness helps the models face diverse samples during training and perform 
reliably on unseen data.

Feature representation using contextual word embeddings
The text embeddings of the Kashmiri news snippets are generated using IndicBERT v2 and FastText embedding 
models. IndicBERT v2 particularly, is useful since it is specially trained on Indian languages, giving it an edge 
in terms of capturing the nuances of Kashmiri text due to its multilingual pre-training. This makes it effective in 
handling grammatical and lexical richness. In contrast, FastText learns word-level semantics including sub-word 
information, which is essential to represent morphologically rich languages like Kashmiri. This is because most 
words in Kashmiri are obtained from the root form by affixation. These embeddings act as strong input features 
for subsequent classification models experimented in the proposed approach.

Machine learning and deep learning models
The study employs Logistic Regression, Support Vector Classifier (SVC), AdaBoost Classifier, and a Stacking 
Classifier. Logistic regression provides a simple and interpretable baseline, while SVC handles high-dimensional 
feature spaces effectively, making it suitable for embedding-based representations. AdaBoost combines multiple 
weak learners to improve classification performance. The Stacking Classifier integrates outputs from different 
models to enhance accuracy. The models are trained and tested using an 80:20 stratified split with IndicBERT v2 
and FastText embeddings.

Deep learning models such as LSTM, GRU, RNN, Bi-GRU, and Bi-LSTM are used to capture sequential 
dependencies in text. These models effectively learn contextual relationships within sentences. Despite the 
relatively small dataset size, LSTM³⁵ and GRU handle long-range dependencies well and suit the complex nature 
of news snippets. Their bidirectional versions process both past and future contexts to strengthen sentence 
understanding.

Transformer-based models
The approach of using transformer-based models such as mBERT31, DistilBERT36, ParsBERT33, and BERT-
Base ParsBERT-Uncased to utilize their pre-trained powers and transformers models have demonstrated 
superior performance, especially when dealing with low-resource languages such as Kashmiri. The exploration 
of transformer-based models-mBERT and ParsBERT, are of special relevance because of their pre-training on 
huge datasets including languages like Urdu, Persian, and Arabic, which share many linguistic similarities with 
Kashmiri. This shared linguistic heritage can allow a better adaptation to the Kashmiri text of such models for 
the task of Kashmiri news snippet classification. These pre-trained transformer models are fine-tuned on the 
training data to adapt them to the specific task of Kashmiri news snippet classification.

Large Language models
Two large language models, BLOOM-560 M and Flan-T5-Base, were experimented with in two setups. Initially, 
the models were evaluated on the test data of the Kashmiri dataset in a zero-shot scenario. In the second setup, 
the models were fine-tuned using the ADAM optimizer with the training data and subsequently assessed for 
their performance on the test data. BLOOM-560 m is a multilingual model pre-trained on the Roots corpus, 
which contains 4.6% Arabic, 1% Urdu, and Persian and hence it is expected to perform well in classifying 
Kashmiri text by leveraging patterns from related languages. The discussed models mark an important step to 
show the capability of advanced language modeling for low-resource languages such as Kashmiri and provide 
relevant insight into the same or similar tasks in Kashmiri NLP.

Experimental setup and evaluation metrics
Table 2 summarizes the tuned hyperparameters for the different machine learning models, while Table 3 provides 
a summary of the hyperparameter tuning that is done for the deep learning architectures. Adam optimizer and 
sparse categorical cross-entropy loss are used to handle multi-class classification efficiently. Tables 4 and 5 give 
insights on the hyperparameters used for the Transformer and Large Language models, respectively. Transformer 
models use AutoTokenizer with a smaller batch size and fine-tuned learning rates to manage memory usage 
while ensuring effective training. LLMs adopt BLOOM and T5 tokenizers with a lower batch size and higher 
learning rate to balance computational feasibility given the model size and GPU constraints. The hyperparameter 
values such as batch size, learning rate, and model depth are chosen based on multiple experimental evaluations 
to achieve a fair balance between performance and computational efficiency. These values such as tokenizer, 
loss function and optimizer primarly selected from standard settings with adjustments made where appropriate 

Model Hyperparameter Value/shape

Logistic regression Penalty I2

Max iteration 1000

AdaBoost classifier Number of estimators 100

SVC Kernel Linear

Stacking Base estimator AdaBoost, SVC, logistic regression

Final estimator Logistic regression

Table 2.  Hyperparameters for machine learning Models.
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based on their suitability for the task. These choices are replicated as they also align with best practices reported 
in foundational transformer work32 and recent efficient fine-tuning strategies46, supporting their effectiveness 
across various NLP tasks. CUDA usage constraints and available hardware resources guided the selection of 
lighter configurations to optimize training time without compromising the model’s capability.

Model performance evaluation
The study evaluates the models using accuracy, precision, recall, F1-score, and confusion matrices to ensure 
a thorough performance assessment. The work provides a foundational exploration into the field of text 
classification for the Kashmiri language and paves the way for future research in this field.

Results
A detailed assessment of a set of different embedding and classifiers on the manually created Kashmiri Language 
News Snippet dataset, gives a thorough understanding on how effective they are for text classification tasks.

The section is divided into the following subsections:

•	 Performance analysis of machine learning classifiers with various embeddings for Kashmiri news snippet 
classification.

•	 Performance analysis of deep learning classifiers with various embeddings for Kashmiri news snippet classi-
fication.

•	 Comprehensive analysis of transformer models and their performance in Kashmiri news snippet classifica-
tion task.

•	 Comparative analysis of large language models using zero-shot prompting and fine-tuning on the Kashmiri 
News snippet dataset.

Hyperparameter/setting Value/description

Tokenizer BloomTokenizerFast and T5Tokenizer with max length of 128 tokens

Learning rate 5e-5

Train batch size 4

Epochs 10

Evaluation metric Accuracy, F1-score

Loss function Cross-entropy (used by trainer)

Optimizer AdamW (default in trainer)

Table 5.  Hyperparameters for large language models.

 

Hyperparameter/setting Value/description

Tokenizer AutoTokenizer with max length of 128 tokens

Learning rate 2e-5

Batch size 16

Epochs 10

Evaluation metric Accuracy, F1-Score

Loss function Cross-entropy (used by trainer)

Optimizer AdamW (default in trainer)

Table 4.  Hyperparameters for transformer Models.

 

Hyperparameter Value/shape

LSTM units 128,64,32

GRU units 128,64,32

Simple RNN units 128,64,32

Bi-GRU units 128,64,32

Bi-LSTM units 128,64,32

Loss Sparse categorical crossentropy

Optimizer Adam

Epochs 10

Batch size 32

Table 3.  Hyperparameters for deep learning Model.
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Performance analysis of machine learning classifiers with various embeddings for Kashmiri 
news snippet classification
The machine learning models used in this work are Logistic Regression Classifier, Support Vector Classifier 
(SVC), AdaBoost Classifier, and a Stacking Classifier combining the strengths of these three classifiers-Logistic 
Regression, SVC, and AdaBoost. The word embeddings IndicBERTv2 and FastText are used in combination 
with these models. Logistic Regression and SVC were used with scikit-learn’s built-in multi-class support, using 
softmax and One-vs-Rest strategies respectively.

Performance analysis of deep learning classifiers with various embeddings for Kashmiri news 
snippet classification
Table 6 shows the performance of these models with the two embeddings - IndicBERTv2 and FastText. The 
results show the effectiveness of combining word embeddings and classifiers for the multi-class classification 
task. The Stacking Classifier with IndicBERT v2 embeddings achieves the highest performance, with F1-score of 
0.95 and an accuracy of 95.6%. The ML Stacking Classifier with IndicBERT v2 embeddings in Fig. 4 reveal strong 
performance across all categories, with high F1-scores on domains Politics and Entertainment (0.98 each). Macro 
and weighted averages for recall, precision, and F1-score all exceed 0.90, demonstrating well-balanced accuracy 
across domains. High diagonal values on the confusion matrix confirm the efficacy of the model, demonstrating 
the usefulness of employing ensemble methods with IndicBERT v2 embeddings in text classification on multiple 
domains in low-resource languages like Kashmiri.

The performance comparison of the various deep learning models—LSTM, GRU, RNN, Bi-GRU, Bi-LSTM 
in combination with the two word embeddings—IndicBERTv2 and FastText, is given in detail in Table 7.

The classification report and confusion matrix for the GRU classifier using the IndicBERT v2 word 
embeddings, depicted in Fig. 5, reveal relatively balanced performance across all domains, with precision, recall, 

Fig. 4.  Classification report and confusion matrix for best performing machine learning framework-stacking 
classifier using the IndicBERT v2 embeddings on Kashmiri news snippet classification.

 

Embedding Classifiers Precision Recall F1 Accuracy

IndicBERT v2

Logistic regression 0.94 0.94 0.94 0.94

SVC 0.95 0.96 0.95 0.96

AdaBoost 0.75 0.75 0.75 0.75

Stacking classifier 0.96 0.95 0.95 0.96

FastText

Logistic regression 0.84 0.84 0.84 0.84

SVC 0.87 0.87 0.87 0.87

AdaBoost 0.48 0.47 0.44 0.46

Stacking classifier 0.87 0.87 0.87 0.87

Table 6.  Performance comparison of machine learning classifiers with various embeddings for Kashmiri news 
snippet Classification. Bold values indicate the best-performing model for each embedding or experimental 
setting
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and F1-scores above 0.80. The GRU model performs well in domains like Politics, Medical, and Sports, showing 
strong metrics.

The loss curves for the GRU model are depicted in Supplementary Fig. S2.
Overall, the outcomes illustrate the importance of combining GRU with robust contextual embeddings 

like IndicBERT v2 to achieve high accuracy and well-balanced classification of Kashmiri multi-domain news 
snippets. The outcomes reflect that deep learning models perform well, but machine learning models, specifically 
the Stacking Classifier with IndicBERT v2 embeddings, outperform the deep learning models.

Comprehensive analysis of transformer models and their performance in Kashmiri news 
snippet classification task
The performance comparison of the various transformer models- mBERT Multilingual-BERT-Cased, 
DistilBERT-Base-Uncased, ParsBERT-v3.0, and BERT-Base-ParsBERT-Uncased, is given in detail in Table  8. 
The transformer models achieve exceptional performance on the Kashmiri news classification task, with BERT-
Base-ParsBERT-Uncased achieving the highest F1-score of 0.98 among all transformer models, and performing 
strongly across all domains.

The classification report and confusion matrix for the Bert-Base-PARSBERT-Uncased on Kashmiri News 
Snippet Classification are depicted in Fig. 6. The model achieves perfect precision and recall (1.00) on domains 
like Politics and Entertainment with near-perfect classification accuracy. It performs reasonably well on other 
domains, i.e., Art and Craft (0.99), Culture (0.97), and Education (0.98), reflecting the effectiveness of the model 
for Kashmiri news classification. There are minimal confusions in classes with contextual or lexical overlapping 
attributes, which the model is not able to fully distinguish. The loss curve for the BERT-Base-PARSBERT-
Uncased model are given in Supplementary Fig. S3.

Fig. 5.  Classification Report and Confusion Matrix for the best performing DL framework—GRU classifier 
using the IndicBERT v2 Embeddings on Kashmiri News Snippet Classification.

 

Embedding Classifiers Precision Recall F1 Accuracy

IndicBERT v2

LSTM 0.92 0.91 0.91 0.91

GRU 0.92 0.92 0.92 0.92

RNN 0.92 0.92 0.92 0.92

Bi-GRU 0.92 0.91 0.91 0.91

Bi-LSTM 0.91 0.90 0.90 0.90

FastText

LSTM 0.85 0.84 0.84 0.85

GRU 0.86 0.86 0.86 0.86

RNN 0.88 0.88 0.88 0.88

Bi-GRU 0.88 0.88 0.88 0.88

Bi-LSTM 0.86 0.86 0.86 0.86

Table 7.  Performance comparison of deep learning classifiers with various embeddings for Kashmiri news 
snippet classification. Bold values indicate the best-performing model for each embedding or experimental 
setting
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Multilingual-BERT-Cased attains 0.97 accuracy, with excellent recall and precision (0.97), followed by Distil_
BERT-Base-Uncased and ParsBERT (v3.0) with accuracies of 0.930 and 0.940, respectively. They perform well 
but fall short of BERT-Base-ParsBERT-Uncased.

Comparative analysis of large language models using zero-shot prompting and fine-tuning 
on the Kashmiri news snippet dataset
The study employs the Large Language Models (LLMs) BLOOM-560 m and Flan-T5-Base for both zero-shot 
prompting and fine-tuning on the Kashmiri news snippet classification task, and presents their performance 
metrics in Table 9.

Flan-T5-Base achieves very low accuracy and F1 scores in both fine-tuning and zero-shot settings. In 
contrast, BLOOM-560 m achieves better performance with an accuracy of 0.973 and consistently high precision, 
recall, and F1-score of 0.97. However, in zero-shot settings, BLOOM-560 m shows poor performance with a 
precision of 0.10, recall of 0.08, and F1-score of 0.04, indicating its limited ability to classify Kashmiri news 
without task-specific fine-tuning. While the model’s multilingual pre-training provided general capabilities, the 
absence of Kashmiri-specific data limited its performance in Zero-shot settings. Fine-tuning BLOOM-560 m on 
the Kashmiri news dataset significantly improved its F1-score from 0.04 in zero-shot prompting to 0.97.

LLM model Approach Precision Recall F1 Accuracy

Flan-T5-base
Zero-shot prompting 0.01 0.10 0.02 0.09

Fine-tuning 0.56 0.26 0.25 0.28

BLOOM-560 m
Zero-shot prompting 0.05 0.09 0.04 0.09

Fine-tuning 0.97 0.97 0.97 0.97

Table 9.  Performance comparison of large language models using zero-shot and fine-tuning for Kashmiri 
news snippet classification. Bold values indicate the best-performing model for each embedding or 
experimental setting

 

Fig. 6.  Classification report and confusion matrix for the best performing transformers model BERT-Base-
PARSBERT-Uncased on Kashmiri news snippet classification.

 

Approach Model Precision Recall F1 Accuracy

Fine-tuning Multilingual-BERT-cased 0.97 0.97 0.97 0.97

Fine-tuning Distil_BERT-base-uncased 0.93 0.93 0.93 0.93

Fine-tuning ParsBERT (v3.0) 0.94 0.94 0.94 0.94

Fine-tuning BERT-base-ParsBERT-uncased 0.98 0.98 0.98 0.98

Table 8.  Performance comparison of transformer models for Kashmiri news snippet Classification. Bold 
values indicate the best-performing model for each embedding or experimental setting
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The classification report for the BLOOM-560  m model depicted in Fig.  7, shows robust and balanced 
performance across all 10 domains of Kashmiri news snippets. High precision, recall, and F1-scores are observed 
consistently, with macro and weighted averages of 0.974, highlighting the model’s ability to handle multi-class 
classification effectively. Specific domains, such as Art and Craft, Politics, and Education, achieve near-perfect 
precision and F1-scores, indicating the model’s strong capability to capture distinctive linguistic patterns in these 
domains. The loss curve for the LLM Model-BLOOM-560 m model is given in Supplementary Fig. S4.

Discussion
The summary of the results given in Table  10, demonstrate the performance of the transformer-based and 
large language models over general machine learning and deep learning-based approaches on Kashmir news 
classification.

The strong performance of the Stacking Classifier with IndicBERT v2 embeddings is due to robustness of 
the Stacking Classifier, which combines the strengths of multiple base models, such as Logistic Regression, SVC, 
and AdaBoost, into a combined framework. By combining the predictions of these different models, the Stacking 
Classifier minimizes individual biases or errors, improving overall accuracy and generalization. This makes it 
highly effective across different domains, even with variation in data characteristics.

The model with IndicBERT v2 embedding performs better in this case, since it is specifically designed and 
pre-trained on a diverse corpus of Indian languages, which enables it to capture linguistic nuances such as 
complex grammar, contextual variations even for a low-resource language like Kashmiri. FastText relies on 
sub-word representations which lack contextual understanding, while IndicBERT uses transformers to create 
contextualized embeddings, capturing word relationships and meanings effectively for multi-domain text 
classification.

The results of the various DL classifiers, as given in Table 7, indicate that the GRU and RNN classifiers with 
IndicBERT v2 obtain the best results, with an F1-score of 0.92 on the test set, showing that these models are 
good at capturing the contextual nuances and complexities within the dataset, enabling them to classify the text 
with a high level of precision and recall. GRU and RNN outperform LSTM, Bi-GRU, and Bi-LSTM in Kashmiri 
classification because Kashmiri text data typically involves shorter sequences and straightforward dependencies. 
The additional complexity of bidirectional or LSTM models introduces unnecessary overhead, reducing their 
effectiveness for this specific task. The models combined with FastText embeddings result in noticeably lower 
performance, with the highest F1-scores being 0.88 for the Bi-GRU and RNN classifiers, due to limited domain-
specific contextual understanding, while IndicBERT v2 outperforms with richer, contextualized representations 
tailored for Indian languages.

However, the GRU model struggles slightly with domains like Culture, Tourism, and Technology, likely due 
to overlapping or ambiguous content. For example, Culture is often confused with Art and Craft (16 instances), 
and Tourism overlaps with Culture (17 instances), highlighting challenges in distinguishing similar linguistic 
patterns.

Model Precision Recall F1 Accuracy

ML stacking classifier with IndicBERT v2 0.96 0.95 0.95 0.96

GRU with IndicBERT v2 0.92 0.92 0.92 0.92

BERT-Base-ParsBERT-uncased (finetuned) 0.98 0.98 0.98 0.98

BLOOM-560 m (finetuned) 0.97 0.97 0.97 0.97

Table 10.  Performance comparison of best models metrics for Kashmiri news snippet classification.

 

Fig. 7.  Classification report for the fine-tuned LLM Model-BLOOM-560 m on Kashmiri news snippet 
classification.
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The results of the various transformer models for Kashmiri News Snippet classification, as given in Table 
8, indicate the model’s ability to handle the complexities of Kashmiri text, relying on its deeper contextual 
understanding and pre-training. Kashmiri, while an Indo-Aryan language, has been profoundly shaped by 
centuries of contact with Persian, Arabic, and Urdu, leading to lexical borrowing, phonological changes, and 
grammatical borrowing47. This historical and linguistic overlap makes models trained on Persian, Arabic 
or similar language corpora more capable of generalising to Kashmiri. The combination of domain-specific 
training and high-dimensional embeddings enables BERT-Base-PARSBERT-Uncased to maintain consistent 
performance across all metrics, making it the most suitable model for this task among all the transformer-based 
models used in this work.

The performance comparison of LLMs revealed that Flan-T5-Base performs poorly due to its limited domain-
specific knowledge. Flan-T5 primarily focuses on solving instruction-based tasks48 in high-resource languages, 
which does not align well with the requirements of low-resource language classification. This weakness is 
attributed to Flan-T5’s pretraining and fine-tuning data. The original T5 was trained primarily on the Colossal 
Clean Crawled Corpus (C4), which is composed almost entirely of English web text49. Subsequent instruction-
tuning of Flan-T5 relied heavily on English datasets, limiting its capacity to transfer to low-resource languages. 
Since the model lacks training on linguistically relevant languages like Persian and Arabic, which share closer 
ties to Kashmiri, it struggles to model Kashmiri text. Furthermore, Flan-T5’s SentencePiece tokenizer struggles 
with Unicode Perso-Arabic scripts, often producing < unk > tokens for Kashmiri characters. As a result, the 
embeddings do not accurately capture the input text, leading to degraded classification performance.

In comparison, BLOOM benefits from its multilingual pretraining on the ROOTS corpus, which includes 
4.6% Arabic, 1% Urdu, and several Indic languages50. Since Kashmiri shares lexical and grammatical features 
with these languages, BLOOM already has prior exposure to linguistically relevant data. Its byte-level BPE 
tokenizer preserves all Unicode characters accurately, allowing embeddings to faithfully represent the Kashmiri 
text. This enables the model to learn meaningful patterns during fine-tuning, directly contributing to its superior 
classification performance, as reported in Table 9. This demonstrates the importance of task-specific adaptation 
and fine-tuning in low-resource language tasks.

Overall, the analysis of the study’s results shows that stacking offers consistent improvements by utilizing 
the complementary strengths of multiple classifiers. Deep learning approaches demonstrate the potential to 
capture complex patterns but require larger datasets to reach their full effectiveness, in low-resource settings 
like Kashmiri, they tend to underperform. In contrast, simpler machine learning methods remain more stable 
under such conditions. Transformer-based models, BERT-Base-PARSBERT-Uncased performs strongly due to 
its pre-training on linguistically relevant corpora for Kashmiri, which enables the model to capture the intricate 
linguistic features of the language effectively. Fine-tuning BLOOM-560 m on this dataset allows it to making use 
of its multilingual background, enabling it to handle Kashmiri text more effectively. BLOOM-560 m performs 
well for Kashmiri classification because of its exposure to a wide variety of morphologically rich and linguistically 
related languages during pre-training on the ROOTS corpus. Additionally, the tokenizer’s ability to preserve 
all Unicode characters ensures that embeddings accurately represent the text, enabling BLOOM to recognize 
shared linguistic patterns from related languages and process Kashmiri more effectively.

The analysis across the 10 domains highlights domain-specific performance trends for the Kashmiri news 
snippet classification task as shown in Supplementary Fig. S5. Domain-wise analysis reveals that categories like 
Art and Craft and Entertainment are easier to classify because their content is more distinct. In contrast, Culture 
and Tourism pose challenges due to overlapping features, making it harder for models like GRU to perform well. 
In Education and Politics, BLOOM-560 m and transformer-based models like BERT-Base-PARSBERT-Uncased 
outperform others, showcasing their strength in handling detailed contextual information, while GRU trails in 
precision. For Technology, the Stacking Classifier and BLOOM-560 m excel, while GRU struggles with lower 
precision, likely due to more technical and domain-specific terms. Lastly, the Medical and Sports domains see 
strong performance across all models, but transformer models lead slightly, reinforcing their ability to generalize 
across diverse contexts. Overall, transformer models generalize well across different domains, showing that their 
design and pre-training make them better suited for handling linguistic diversity in Kashmiri news classification.

Conclusion and future scope
This work emphasizes overcoming data scarcity challenges in text analytics for the low-resource language, 
Kashmiri, through a manual approach to generate the Kashmiri dataset, ensuring its quality and authenticity. To 
the best of the authors’ knowledge, this is the first dataset for Kashmiri text classification, marking it a significant 
contribution to NLP research for low-resource languages. By focusing on different domains like Medical, 
Politics, Sports, Tourism, Education, Art and Craft, Environment, Entertainment, Technology, and Culture, this 
work helps to understand the efficacy of the classification models in these areas and usefulness for this specific 
task of Kashmiri news snippet classification. This study highlights the superiority of IndicBERTv2 embedding 
when paired with both traditional machine learning as well as deep learning models, showing the effectiveness 
of various embedding techniques and classification models for a largely under-resourced language in text 
analysis, like Kashmiri. Additionally, fine-tuned ParsBERT Uncased emerges as the best transformer model, 
achieving remarkable accuracy and F1 score of 0.98, while the fine-tuned BLOOM-560 m model demonstrates 
exceptional performance among Large Language Models, highlighting their potential to significantly advance 
NLP applications for the Kashmiri language. The proposed model can be utilised for developing educational 
materials and resources by identifying key topics and organizing content in a way that supports structured 
learning in low-resource languages which contributes towards the goal of quality education.

The study faced several limitations due to the scarcity of digital resources for the Kashmiri language, which 
demands significant manual effort in data creation, translation, and labeling. Most available resources remain 
confined to old books, libraries, and archives, while some newspaper data exists only in image formats, making 
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extraction difficult without reliable OCR tools unfortunately, no standard OCR models currently exist for 
Kashmiri. Additionally, the absence of pre-trained models limits the scope for directly fine-tuning existing NLP 
architectures.

Future work can focus on expanding the dataset, automating data collection, applying advanced NLP 
techniques to improve model performance and exploring cross-domain transfer learning to achieve accurate 
and resilient models, especially for data collection and classification tasks. Extending these approaches to other 
low-resource languages will contribute towards building more inclusive multilingual NLP systems, ultimately 
reducing technological bias.

Data availability
The datasets generated and analysed during the current study are available in the GitHub repository, ​[​h​t​t​p​s​​:​/​/​g​i​
t​​h​u​b​.​c​o​​m​/​D​e​h​e​​e​m​B​h​a​​t​/​M​u​l​t​​i​c​l​a​s​s​​-​C​l​a​s​s​​i​f​i​c​a​t​i​o​n​-​o​f​-​K​a​s​h​m​i​r​i​-​N​e​w​s​-​S​n​i​p​p​e​t​s​-​D​a​t​a​s​e​t​-​C​r​e​a​t​i​o​n​-​a​n​d​-​C​o​m​p​a​r​a​
t​i​v​e​-​E​v​a​l​u​a​t​i​o​n​s​.​g​i​t​]​(​h​t​t​p​s​:​/​g​i​t​h​u​b​.​c​o​m​/​D​e​h​e​e​m​B​h​a​t​/​M​u​l​t​i​c​l​a​s​s​-​C​l​a​s​s​i​f​i​c​a​t​i​o​n​-​o​f​-​K​a​s​h​m​i​r​i​-​N​e​w​s​-​S​n​i​p​p​e​t​s​-​D​a​
t​a​s​e​t​-​C​r​e​a​t​i​o​n​-​a​n​d​-​C​o​m​p​a​r​a​t​i​v​e​-​E​v​a​l​u​a​t​i​o​n​s​.​g​i​t​)​T​h​ e dataset shared here is our complete dataset, consisting of 
15,036 snippets, and the code is provided for reference. The full dataset is publicly available on GitHub.
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