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Anxiety and depression have become major global health concerns. With the rapid rise of social media, 
people increasingly share emotions and personal struggles through posts, which often convey multiple 
mental states simultaneously. To address this multi-label classification challenge in mental health 
texts, this study proposes a multi-task framework with two main modules, a multi-perspective prompt 
design module and a perturbation-based self-supervised learning module, based on a pre-trained 
language model backbone. Prompts from sociological, psychological, and educational perspectives 
are used to enhance semantic understanding. To improve model robustness, we formulate self-
supervised auxiliary tasks where the model predicts whether a sentence has undergone insertion, 
swap, or deletion. Experiments on the MultiWD dataset, covering six wellness dimensions, show that 
our method outperforms all baselines. Furthermore, ablation studies explore the impact of different 
training configurations and confirm the critical contributions of both proposed modules.
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Mental disorders globally affect a substantial portion of the population, with lifetime prevalence estimated 
at up to 50%. Recent research over the past decade highlights a rising trend in cases across all age groups, 
including children, adolescents, and adults1. Social media, now deeply embedded in everyday life, has become 
a public outlet for expression. Individuals, especially those facing emotional or psychological struggles, often 
turn to these platforms to share their thoughts2. These user-generated texts offer rich insights for understanding 
mental health conditions. Nevertheless, due to the exponential increase in social media content, conducting 
mental health evaluations manually is no longer feasible. As a result, researchers have turned to natural language 
processing (NLP) techniques for scalable and automatic analysis3.

Previous studies on mental health detection have primarily focused on traditional machine learning 
approaches4. However, these methods face several limitations. First, traditional models often struggle to capture 
the nuanced semantics and context-dependent expressions characteristic of mental health-related texts5. In 
addition, manual feature extraction is time-consuming, requires domain expertise, and often brings limited 
performance gains6. Building on the transformative advancements deep learning has brought to NLP, researchers 
have increasingly adopted these approaches to confront this challenge. Long Short-Term Memory (LSTM) 
networks7,8 and Convolutional Neural Networks (CNN)9,10 have been widely applied to improve performance 
in text classification tasks. These approaches are effective at capturing sequential features and localized textual 
patterns. However, models with relatively simple architectures may lack the ability to capture deeper semantic 
structures. This limitation becomes especially problematic in mental health classification, where emotional cues 
are often subtle, indirect, and heavily dependent on context.
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Transformer-based architectures have revolutionized NLP by capturing complex dependencies and 
contextual nuances across a wide range of tasks. Among them, non-autoregressive methods such as BERT-
based models have demonstrated good performance in mental health text classification11. However, despite 
their success, these models tend to underperform when faced with tasks or domains that differ from those seen 
during pre-training12. Generative AI models such as ChatGPT and LLaMA have recently achieved remarkable 
success across various NLP tasks and demonstrated powerful capabilities in text generation, reasoning, and 
interaction. These models have also been widely explored in the domain of mental illness classification, where 
their in-context learning ability combined with prompt engineering and expert-crafted few-shot examples has 
shown promising results. However, their performance still falls short when compared to non-autoregressive and 
domain-specific models such as MentalRoBERTa13,14.

Building on prior observations, conventional pre-trained language models (PLMs), such as BERT, often fail 
to generalize well to novel mental health-related tasks. Generative AI models offer strong in-context learning 
but face challenges such as instability and hallucinations, especially in sensitive domains. To address these issues, 
we propose a multi-perspective prompt architecture with self-supervised learning that models psychological 
cues from multiple semantic views. Moreover, the self-supervised objective enables the model to learn rich 
and transferable representations without relying on costly annotations, thereby enhancing generalization and 
stability across diverse mental health scenarios.

The primary contributions of our research are summarized below:

•	 We propose an ensemble framework for multi-label mental health classification in social media posts, which 
integrates multiple persona-specific prompts into a non-autoregressive pre-trained language model. To en-
hance robustness and representation learning, we introduce a self-supervised auxiliary task that predicts se-
mantic perturbations of the input text.

•	 The proposed approach achieves competitive results on the public benchmark MultiWD for mental health 
classification. Ablation experiments also validate the contribution of each module to the overall performance. 
Moreover, although our study utilizes the MultiWD dataset which is derived from Reddit posts, the proposed 
model is expected to be seamlessly extendable to different social media platforms due to the similarly unstruc-
tured and user-generated nature of textual content across these communities.

The remainder of this paper is organized as follows. Section  2 provides a review and discussion of related 
technologies and relevant works. In Sect.  3, we present our proposed model architecture. Section  4 outlines 
our experimental studies and their results. Finally, Sect. 5 concludes the paper and discusses potential future 
research directions.

Related works
The growing concern over mental health issues has driven a surge of research leveraging textual data for 
automated detection and analysis. Prior studies range from traditional machine learning methods to advanced 
deep learning architectures and language models. In the following sections, we provide a structured review of 
these approaches.

Traditional machine learning methods have played a foundational role in early research efforts to detect 
mental health problems in text. Support Vector Machines (SVM) emerges as a preferred classification method due 
to their strong performance on high-dimensional data. SVM with a radial basis function kernel has been applied 
to detect depression on Twitter by analyzing language use and behavioral signals, showing that depressed users 
often display distinct linguistic patterns and lowered social activity15. A decision tree framework with profile-
based and sentiment-aware design is proposed for depression detection in social media, where classifiers are 
customized based on user demographics and enhanced with dual polarity-aware bag-of-words representations16. 
Going beyond the limitations of traditional latent Dirichlet al.location (LDA), a supervised nested LDA model 
(SNLDA) identifies depression-related language on Twitter by jointly modeling topic distributions and label 
information. It leverages hierarchical topic structures to capture subtle semantic patterns and leads to improved 
classification accuracy and better interpretability17.

Prior to the widespread adoption of transformer-based and language models, deep learning methods such as 
Convolutional Neural Networks (CNNs), Recurrent Neural Networks (RNNs), and Long Short-Term Memory 
networks (LSTMs) are widely used in mental health classification tasks on social media data. These models 
automatically learn hierarchical or sequential features from raw text without relying on manually crafted features. 
A CNN-based deep learning model classifies users’ mental states by analyzing their posting history on Reddit10. 
By training on data from mental health-related communities, the model effectively detects six specific mental 
disorders, offering a potential supplementary tool for large-scale mental health monitoring via social media. 
XA-BiLSTM integrates XGBoost for data balancing and an attention-enhanced BiLSTM for classification, and it 
achieves superior performance compared to prior models on the RSDD dataset18. A stacked CNN followed by a 
two-layer LSTM architecture predicts suicidal ideation on social media by capturing both local textual features 
and long-term dependencies19. Experiments demonstrate that the model achieves high classification accuracy 
and outperforms previous CNN-LSTM baselines.

Transformer-based architectures have demonstrated great success in numerous domains, particularly in 
language modeling, where they can be broadly divided into non-autoregressive and autoregressive models. The 
BERT-ATT is an attention-based classification framework that leverages BERT-derived contextual embeddings to 
detect psychiatric disorders from Reddit posts20. The model demonstrates superior performance over traditional 
baselines across both user-level and post-level classification tasks for eight mental health conditions. Another 
study enhances the generalizability of BERT-based depression detection models by grounding predictions in 
clinically validated symptoms from the PHQ9 questionnaire. Experimental results across multiple social media 
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datasets show that this clinically informed approach improves out-of-distribution performance and offers 
greater model interpretability21. The success of generative large language models (LLMs) has recently extended 
to mental health analysis, motivating their use in tasks like symptom detection and supportive dialogue. 
ChatGPT (gpt-3.5-turbo) is evaluated in zero-shot settings on three mental health classification tasks—stress, 
depression, and suicidality detection—using annotated social media datasets22. The model achieves promising 
F1 scores and significantly outperforms majority-class baselines, highlighting its potential for mental health 
applications. MentaLLaMA introduces an open-source instruction-tuned LLM designed for interpretable mental 
health analysis on social media, trained on a newly constructed IMHI dataset containing 105 K multi-task and 
multi-source samples12. Experimental results show that MentaLLaMA achieves performance comparable to 
state-of-the-art discriminative models while generating human-level explanations. To address demographic 
bias in LLM-based mental health analysis, a comprehensive evaluation reveals that GPT-4 achieves the best 
balance of performance and fairness14. This concern with mitigating bias and enriching representations across 
heterogeneous data domains is also reflected in recent advances in semi-supervised domain adaptation (SSDA), 
such as the EnSR framework23.

Methodology
In this section, we begin by formulating the task of identifying mental health conditions in social media posts as 
an ensemble-based multi-label problem. Next, our multi-task framework is introduced, leveraging a PLM with 
multi-perspective prompts and perturbation-based self-supervised learning.

Problem formulation
We formulate the problem as a multi-label classification task, where the goal is to predict a set of labels 
y = [y1, y2, ....yC] for a given input social media post x. Each label yc ∈ {0, 1} indicates the presence or 

absence of the c − th category, and C is the total number of possible labels. We leverage multiple prompts 
{p1, p2, ....pM} to capture diverse perspectives of x and incorporate a perturbed version ∼

x to to enable 
auxiliary self-supervised learning. This can be formulated as:

	
ŷ(m), ẑ(m) = fθ

(
pm (x) ,

∼
x
)

, where m = 1,2...M� (1)

where fθ (· ) represents a PL backbone parameterized by θ , ŷ(m) is the multi-label prediction and ẑ(m) 
denotes the auxiliary prediction. The final prediction ​̂y is obtained by aggregating the predictions from all ŷ(m) 
via voting scheme.

Proposed approach
We propose a multi-task learning framework based on a PLM to address the problem of multi-label classification 
in social media posts, as illustrated in Fig.  1. The framework consists of two main modules: the first is the 
primary multi-label (ML) classification module, which leverages prompt engineering by incorporating various 
persona prompts from different professional perspectives to capture semantic diversity and enhance classification 
performance. The second is an auxiliary self-supervised (SS) learning module, which applies perturbations to 
the input post to generate corrupted text variants, and trains the model to identify the type of perturbation, 
thereby improving its robustness and generalization to semantic variations.

Fig. 1.  The system architecture.
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Our primary task is multi-label classification of mental health-related dimensions in social media posts, 
as illustrated in the right part of Fig. 1. To enhance the model’s ability to capture diverse user intentions and 
expressions, we introduce persona-specific prompts inspired by different expert perspectives. Incorporating 
these prompts provides two key benefits: (1) it encourages the model to attend to different semantic dimensions 
of the same post, and (2) it offers a form of implicit multi-view learning, enabling the model to generalize 
better by interpreting inputs from complementary angles. Given an input post x and its corresponding ground-
truth multi-label vector y ∈ {0, 1}C where C is the total number of possible labels, we first construct a set of 
persona-specific prompts {p1, p2, p3}, representing three distinct expert perspectives: sociologist, psychologist, 
and educator (i.e., M = 3). Each prompt pm is concatenated with the input x and passed through a PLM (e.g., 
a trainable BERT-based backbone denoted as BERTML), from which we extract the corresponding [CLS] 
embedding C(m)

ML . These embeddings are then passed through a shared linear classifier with the weight matrix 
WML and the bias term bML, followed by a sigmoid activation, to produce the multi-label prediction for each 

persona-specific prompt:

	
ŷ(m) = σ

(
WT

MLC(m)
ML + bML

)
, m ∈ {1, 2, 3}� (2)

To obtain the final prediction ŷML, we apply average ensembling across all three prompt-specific outputs:

	
ŷML = 1

3
∑

3
m=1ŷ(m)� (3)

The model is trained by minimizing the binary cross-entropy (BCE) loss between the ensembled prediction and 
the ground truth:

	
LML = BCE(ŷML, y) = −

∑
C
i=1y(i)logŷML(i) + (1 − y(i)) log(1 − ŷML(i))� (4)

This training strategy encourages the model to jointly optimize the output representations across all persona 
prompts, yielding a more robust and comprehensive prediction. Notably, this ensemble strategy is consistently 
applied during both training and inference phases.

The full set of persona prompts used in this work is summarized in Table  1. Sociological prompts focus 
on social roles, interactions, structures, and support systems, capturing social-context cues such as isolation 
or social support. Psychological prompts emphasize emotional states, cognitive patterns, and behavioral traits, 
allowing detection of affective and cognitive indicators like anxiety, depression, or overthinking. Educational 
prompts highlight learning environments, knowledge acquisition, and skill development, reflecting self-
regulation, coping strategies, and personal growth. By combining these perspectives through prompt ensemble, 
the model captures complementary semantic features across social, psychological, and educational dimensions, 
enhancing multi-label mental health classification in social media texts.

While persona-specific prompts provide valuable domain-informed perspectives for improving multi-
label classification, they may not fully capture semantic variations or linguistic noise inherent in social media 
texts. These challenges can degrade the generalizability of the model, especially under limited labeled data. To 
enhance the model’s robustness to semantic perturbations and improve its representation learning, we introduce 
an auxiliary self-supervised learning module, illustrated in the left half of Fig. 1. By learning to identify these 
controlled perturbations, the model is encouraged to capture deeper semantic dependencies and contextual 
relationships, rather than relying solely on surface-level word patterns. This robustness is particularly beneficial 
for social media texts, which often contain spelling errors, non-standard expressions, and word-order variations. 
Specifically, we feed the original input text x into the same trainable BERTML used for the main task, but 
without incorporating any persona prompt. We refer to this input configuration as m = 0 and denote the 
resulting embeddings as C(0)

ML. In parallel, we apply one of three perturbations to x, namely insertion, token 
swap, or deletion, resulting in a corrupted input ∼

x. This corrupted text is then passed through a frozen PLM 
(e.g., a BERT-based backbone denoted as BERTSS) to obtain another [CLS] embedding C(0)

SS . We concatenate 
the two embeddings to form a combined representation:

sociologist
As a sociologist, analyze the following text. Consider social roles (e.g., family member, student, employee), social interactions (e.g., communication, 
cooperation, conflict), social structures (e.g., institutions, norms), and support systems (e.g., family, peers, community). Then determine which of the 
following life dimensions are most clearly represented in the text (multiple labels allowed): [Spiritual, Physical, Intellectual, Social, Vocational, Emotional]

psychologist
As a psychologist, analyze the following text. Consider emotional states (e.g., sadness, anxiety, happiness),
cognitive patterns (e.g., overthinking, learning, reflection), behavioral traits (e.g., social withdrawal, motivation), and mental processes (e.g., coping, self-
regulation). Then determine which of the following life dimensions are most clearly represented in the text (multiple labels allowed): [Spiritual, Physical, 
Intellectual, Social, Vocational, Emotional]

educator
As an educator, analyze the following text. Consider learning environments (e.g., school, informal settings),
knowledge acquisition (e.g., reading, studying), skill development (e.g., communication, critical thinking), and educational goals (e.g., self-improvement, 
life-long learning). Then determine which of the following life dimensions are most clearly represented in the text (multiple labels allowed): [Spiritual, 
Physical, Intellectual, Social, Vocational, Emotional]

Table 1.  The prompts for different personas.
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	 hSS = [C(0)
ML; C(0)

SS ]� (5)

This representation is then passed through a linear classifier to predict the perturbation type on x,

	 ẑ = softmax(WT
SShSS + bSS)� (6)

where WSS and bSS are learnable parameters. The self-supervised loss is then defined using the cross-entropy 
between ẑ and the true perturbation label z:

	
LSS = CE(̂z, z) =

∑
3
k=1z(k)logẑ(k)� (7)

Our final training objective combines the losses from the main multi-label classification task and the auxiliary 
self-supervised perturbation prediction task. The overall training loss is defined as:

	 Ltotal = LML + α LSS� (8)

where α  is a hyperparameter that balances the contribution of the auxiliary task and we use θ  to denote all 
trainable parameters in optimizing Ltotal. Note that in Fig. 1, Ei

j refers to the embeddings of all tokens except 
the [CLS] token, which are not used in our method.

Algorithm 1 presents the pseudo code of the training process for our multi-task learning model. The inputs 
to the algorithm include the training dataset, a trainable BERT model, and a frozen BERT model. The training 
process outputs the complete set of learned parameters θ  for the entire model. Each training iteration consists 
of three components: the main multi-label classification task (lines 4–9), the auxiliary self-supervised learning 
task (lines 11–15), and the optimization step (line 17).

Experiments
In this section, we present the dataset, evaluation metrics, experimental results, and ablation studies.

Dataset and evaluation metric
In this study, we adopt the MultiWD dataset24, which is annotated across six dimensions of well-being. The 
dataset consists of 2,624 Reddit posts in the training set and 657 posts in the test set, all formulated as a multi-
label classification task. Table 2 summarizes the label distribution.

To evaluate the performance of our model, we adopt three standard metrics: Precision, Recall, and F1-score. 
Precision is used to measure the proportion of correctly predicted labels among all labels assigned by the model, 
reflecting its exactness. Recall is applied to quantify the proportion of correctly predicted labels among all 
ground-truth labels, indicating the model’s ability to retrieve relevant labels. The F1-score is the harmonic mean 
of Precision and Recall, providing a balanced measure of the model’s accuracy.

Algorithm 1.  Multi-task learning model
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Experimental results and analysis
Our experiments include comparisons with three categories of training-based models. The first category consists 
of general-purpose PLMs, including BERT25, ALBERT26, and DistilBERT27. The second category includes 
domain-specific PLMs tailored for mental health or clinical texts, such as PsychBERT28, MentalBERT29, and 
ClinicalBERT30. The third category comprises LLMs, including GPT-3, GPT-3.5-turbo, and LLaMA2.

Table 3 presents the comparison results, where the baseline performances are taken directly from the prior 
study24. We summarize the following key observations. First, our model achieves the highest Recall and F1-
score among all baseline categories. Although its precision is comparatively lower, the strong F1-score indicates 
a favorable trade-off in early detection or screening scenarios where broad coverage is essential. However, we 
recognize that false positives could still impose unnecessary psychological or resource burdens. Future work 
will explore adaptive thresholding and confidence calibration techniques to balance recall with precision more 
effectively. Second, when comparing across model categories, we observe that both general PLMs (74.26% to 
76.69%) and domain-specific PLMs (73.41% to 76.19%) consistently achieve F1-scores in the mid-70s range. 
LLAMA2’s poor F1-score (28.94%), compared to GPT-3 and GPT-3.5-turbo, highlights how LLMs’ architecture, 
instruction alignment, and pre-training data crucially affect downstream performance. Third, excluding the 
notably poor performance of LLAMA2, all models exhibit fairly consistent results, with Precision scores 
ranging between 69 and 75, and Recall scores between 70 and 82. This indicates that the models maintain a 
good balance between correctly identifying relevant labels (Recall) and avoiding false positives (Precision). The 
relatively higher Recall values suggest that these models are particularly effective at capturing relevant mental 
health indicators, which is critical in mental health classification tasks where missing a true label can be more 
detrimental than a false alarm. Despite the existence of domain-specific PLMs, the linguistic mismatch between 
their formally structured pre-training corpora and the informal, emotionally expressive language of social media 
highlights the advantage of general-purpose models. Models like BERT, pre-trained on diverse and extensive 
text distributions, exhibit superior robustness and generalization when fine-tuned on noisy, real-world mental 
health datasets.

To provide a detailed understanding of the model’s performance across six different well-being labels, Table 4 
presents the per-label classification statistics on the test set, including true positives (TP), false negatives (FN), 
false positives (FP), true negatives (TN), Precision, Recall and F1-score. Notably, the Social label has the largest 
amount of training data with 1,711 instances (from Table 2). It also achieves the highest true positive count 
of 384 and a relatively low false negative count of 35, indicating strong model performance likely supported 
by ample training data. On the other hand, the Spiritual label has the fewest training samples, with only 164 
instances (from Table 2). It yields the lowest true positive count (10) and relatively high false negatives (27), 
suggesting weaker predictive performance. This contrast indicates that the amount of training data significantly 
influences the model’s ability to accurately classify each well-being dimension.

To better understand the contribution of each component in our approach, we conduct ablation studies 
by systematically removing the multi-perspective prompting and the self-supervised perturbation mechanism. 
The results, summarized in Table  5, reveal several key insights. First, the ablation study demonstrates that 
the combination of multi-perspective prompting and self-supervised perturbations yields the best overall 

Category Model Precision Recall F1-score

General PLMs

BERT 73.74 81.38 76.69

ALBERT 74.11 75.12 74.26

DistilBERT 72.95 78.67 75.43

Domain-specific PLMs

ClinicalBERT 70.86 77.10 73.41

MentalBERT 72.88 80.48 76.19

PsychBERT 71.87 76.69 73.92

LLMs

GPT-3 75.13 76.94 75.94

GPT-3.5-turbo 69.53 70.53 69.93

LLAMA2 34.12 26.67 28.94

Persona-informed + Self-supervised Our model 69.59 82.29 79.18

Table 3.  Experimental results (in %) of different models on the multiwd dataset.

 

Label Training data Testing data

Spiritual 164 37

Physical 725 198

Intellectual 514 137

Social 1,711 419

Vocational 453 97

Emotional 1,336 326

Table 2.  Overview of the multiwd dataset.
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performance, with an F1-score of 79.18%, outperforming the settings without either component. Second, 
comparing the two ablated variants, removing the multi-perspective prompt leads to a larger drop in F1-
score. This suggests that the multi-perspective prompt contributes more significantly to the model’s overall 
performance. Third, removing the multi-perspective prompting leads to a noticeable drop in recall (from 82.29% 
to 73.06%), although precision improves. This indicates that while the model becomes more conservative in 
making predictions, it may miss relevant instances without diverse persona cues.

Conclusion and future work
In this study, we investigate the task of multi-label mental health classification by leveraging BERT-based 
language modeling, augmented with multi-persona perspectives and self-supervised perturbations. Our 
approach is evaluated on the MultiWD dataset, which encompasses six key well-being dimensions. The results 
demonstrate the effectiveness of incorporating persona diversity and controlled textual variations for improving 
predictive performance. Additionally, detailed evaluation and ablation studies highlight the contribution of each 
component in our framework.

Although our method yields encouraging results on the MultiWD dataset, there are several promising 
directions to extend the current framework. First, while the present approach employs static persona 
representations, future work could explore dynamic or context-aware persona routing mechanisms, enabling 
the model to adaptively select or weight personas based on the linguistic and psychological cues within each 
input. Second, the current self-supervised perturbation strategy relies on token-level modifications. Future 
research could investigate semantically controlled perturbations, such as those guided by affective lexicons, topic 
shifts, or syntactic structures, to ensure more meaningful and robust variations. Finally, we aim to explore the 
applicability of our proposed framework across a wider range of psychological or clinical NLP tasks, thereby 
assessing its potential to generalize beyond the current setting.

Data availability
(https:/github.com/drmuskangarg/MultiWD) (accessed on 31 January 2025).
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