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Leveraging spatial cues from
cochlear implant microphones
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separation in naturalistic listening
scenes
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Despite the success of speech separation approaches for dry (non-reverb) speech mixtures, speech
separation in naturalistic, spatial, and reverberant acoustic environments remains challenging. This
limits the effectiveness of current speech separation methods for assistive hearing devices as well as
neuroprosthetic devices such as cochlear implants (Cls). Here, we investigate whether a deep neural
network model for speech separation can utilize the spatial information in naturalistic listening scenes
as captured by a Cl's microphones to improve separation performance. We examined the impact of
latent spatial cues (inherently present in two-channel speech mixtures, but need to be learned from
these mixtures), as well as pre-computed spatial cues added to the speech mixtures as auxiliary input
features (inter-channel level and phase differences, ILDs and IPDs). Specifically, we introduce a two-
channel version of the SuDoRM-RF speech separation model, which takes as input speech mixtures
recorded with two Cl microphones and shows that latent spatial cues enhance separation performance
without affecting model efficiency in terms of model complexity and inference latency. Pre-computed
spatial cues — especially IPDs - enhanced separation performance even more, but simultaneously
reduced model efficiency. Finally, simulating a Cl user’s listening experience with a vocoder showed
that the beneficial effect of spatial cues on DNN speech separation persists even if the separated
speech streams are spectrotemporally degraded as in the output of a Cl.

Hearing impairments affect over 5% of the global population and result in significant communication
challenges, even with the help of assistive hearing devices or cochlear implants (Cls)“2. With over a million
users worldwide?, CIs help to restore hearing for individuals with severe-to-profound hearing loss by directly
stimulating the auditory nerve*>. While they enable speech perception in quiet settings, CI users continue to
struggle in noisy environments, such as classrooms, offices, and social gatherings®~. These difficulties stem from
both peripheral processing deficits, which hinder selective attention to a target speaker®, and the low spectral
and temporal resolution of CI output®.

CI users” performance in noisy listening scenes can be improved by enhancing front-end processing in the
speech processor'’. Traditional front-end approaches for noise removal in Cls include Wiener filtering (e.g.!!)
and beamforming!'®12-14, With the rise of deep learning, these techniques are increasingly replaced by neural
network approaches (e.g.,'>"1?), leading to substantial speech-in-noise perception gains for CI users'®!. In
addition to these strategies for noise removal, using automatic speech separation algorithms as a front-end
processing step has strong potential to further resolve the complex everyday listening scenes which typically
contain multiple, overlapping talkers besides other noise sources?’-%2,

Developments in the field of automatic speech separation have advanced rapidly over the past decade. Starting
from approaches operating in the time-frequency domain'>?3-28, attention has shifted in recent years towards
time domain approaches*?>2%-3L, The latter avoid artifacts resulting from the phase inversion problem?*3233,
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improve computational efficiency and reduce latency?"?>3!. However, although automatic speech separation
approaches have been shown to be highly successful when separating talker mixtures in clean environments
without reverberation or spatial dimension, recent work shows that separation performance drops significantly
in complex, acoustic environments®*~%¢.

One strategy to enhance separation performance in such settings is to use multi-channel speech mixtures
rather than single-channel speech mixtures. That is, by using multi-channel speech mixtures, the spatial
information that is inherently present in naturalistic acoustic scenes can be utilized to boost speech separation.
For example, several studies have extracted spatial features such as inter-channel phase differences (IPDs,>*7-3),
time differences (ITDs,*?), level differences (ILDs,'*!) and angle features (AE>*%7) from multi-channel sound
mixtures a priori and added these as auxiliary input to the deep learning model.

However, while these studies show improved separation performance, their applicability for devices such as
ClIs, with strong constraints in terms of latency and computational efficiency, is unclear. In particular, most spatial
speech separation approaches calculate spatial features from spectrogram representations of a talker mixture,
even if the subsequent deep neural network model separating the two speech streams operates in the time domain
(e.g.,>®). The required short term Fourier transform introduces a significant increase in latency?!. Further, by
including spatial cues as auxiliary features, the number of parameters increases, leading to longer latencies and
decreased computational efficiency™®. Finally, to what extent the improvements in separation performance that
emerge from explicitly incorporating spatial cues correspond to speech perception enhancement for CI users
has, to the best of our knowledge, not been investigated.

We therefore investigated the effect of latent spatial cues and of pre-computed spatial cues on speech
separation performance in naturalistic acoustic scenes for CI users. Here we refer to latent spatial cues as cues
that are inherently present in multi-channel speech mixtures in the form of differences between the channels,
but that need to be learned by the model. For example, as a CI has multiple microphones, the CI's multi-channel
microphone recordings contain latent spatial cues in the form of inter-channel differences. In contrast, pre-
computed spatial cues refer to spatial cues - here, inter-channel level differences (ILDs) and inter-channel phase
differences (IPDs) - that are extracted a priori from the multi-channel speech mixtures and added to the speech
mixture as auxiliary feature. For these experiments, we adapted the SuDoRM-RF model, a highly efficient time-
domain approach with state-of-the-art speech separation performance??, to accommodate two-channel input and
auxiliary spatial features. As ClIs require computationally efficient and low-latency approaches, we additionally
quantified the impact of latent spatial cues and auxiliary, pre-computed spatial cues on computational efficiency
and inference time. Finally, simulating the CI listening experience with a vocoder model,we assessed to what
degree the performance of the proposed spatial speech separation approach with SuDoRM-RF extends to
improved speech separation in the listening experience of CI users.

We show that in naturalistic acoustic scenes, the SUDORM-RF speech separation model leverages latent
spatial cues in naturalistic two-channel mixtures to improve speech separation performance. Importantly,
learning from latent spatial cues is computationally efficient as it does not increase model complexity and
inference time. Although adding pre-computed spatial cues such as IPDs and ILDs as auxiliary features to the
two-talker mixtures improved speech separation performance of the SuDoRM-RF model even more than the
presence of latent spatial cues, we found that adding these pre-computed spatial cues substantially reduces
model efficiency by increasing model complexity and inference time. Of the two pre-computed spatial cues
considered here, IPDs enhanced speech separation performance more than ILDs or the combination of IPDs
and ILDs. In general, spatial cues - either latent or pre-computed - enhanced speech separation performance
especially for speech mixtures with ambiguous spectral cues, that is, speech mixtures consisting of two talkers of
the same gender (for example, female-female or male-male). Finally, we simulated the CI listening experience for
our proposed spatial speech separation approach by applying a vocoder model to the separated speech streams.
This showed that the improvements in speech separation resulting from leveraging spatial cues are robust to the
spectrotemporal degradation of the separated speech streams by the CI. This suggests that CI users may also
benefit from incorporating spatial cues in the speech separation pipeline in naturalistic acoustic scenes.

The remainder of the paper is organized as follows: section “Speech separation in naturalistic acoustic
scenes” describes the task of speech separation, the generation of the naturalistic spatialized dataset, the model
architecture, and the experimental framework for this study. In the section “Results”, we present the results
and analysis. The section “Discussion” discusses the implications of our findings for speech enhancement in
naturalistic listening scenes and CIs in particular.

Speech separation in naturalistic acoustic scenes

Task

In this study, the task of speech separation consists of estimating the waveform of talkers s; and s2 from the
waveform of the speech mixture y € R“*”, Here, C represents the number of channels (i.e., microphones) and
T denotes time.

Datasets
We generated a new, large dataset consisting of multi-channel, two-talker speech mixtures in naturalistic, spatial
and reverberant listening scenes to train and evaluate the speech separation models. To generate this new
dataset, we used the speech mixtures of the WSJ0-2mix dataset*?, a CI head-related impulse response (HRIR)
dataset, and a custom sound spatialization pipeline. The newly generated dataset of naturalistic two-talker
speech mixtures is available in https://github.com/say0o20/Leveraging-Spatial-Cues-from-Cochlear-Implant-Mi
crophones-to-Efficiently-Enhance-Speech-Separation-.

The two-talker speech mixtures in the WSJ0-2 dataset are widely employed for speech separation tasks
The dataset is split into 20,000 speech mixtures for training, 5000 speech mixtures for validation and 3000 speech
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mixtures for testing®?. The CI HRIR dataset utilized here was a non-public dataset provided by Advanced Bionics
(www.advancedbionics.com). HRIRs capture listener-specific acoustic properties and spatial characteristics.
That is, the HRIR reflects the impact of the pinnae (outer ears), head, and torso on sound waves arriving at the
ear canal®®. The HRIR dataset provided by Advanced Bionics was measured by fitting a KEMAR mannequin*!
with bilateral CIs. As illustrated in Fig. 1B, each CI has three microphones: A T-microphone situated at the
entrance to the ear channel and two behind-the-ear microphones (front microphone and back microphone). In
total, the Advanced Bionics CI HRIR dataset contained six HRIRs (corresponding to the six microphones) for
each of 24 azimuth locations (from 0° to 345° in 15° increments) at 0° elevation (radius = 1.4 m). These CI-
specific HRIRs (see below) enabled us to generate ecologically valid naturalistic listening scenes capturing the
listening characteristics of CI users.

Spatialization pipeline

Our custom spatialization pipeline is depicted in Figure 1 and consisted of three components described in detail
below: (1) Simulating room impulse responses (RIRs), (2) Simulating binaural room impulse responses (BRIRs);
and finally (3) Generating naturalistic, multi-channel two-talker mixtures.

Simulating room impulse responses (RIRs)

A RIR describes room-specific acoustic properties including direct sound, early reflection, and reverberation.
Here, we used the Pyroomacoustics Python package®®, which employs an image source model to efficiently
simulate RIRs by simulating sound wave propagation from a source to a receiver within a shoebox room. In
total, we simulated 500 shoebox rooms with different dimensions and reverberation properties (Fig. 1B). Room
dimensions were randomly selected from a range of 4 X 4 X 2.5 mto 10 x 10 x 5 m (length x width x height),
encompassing common sizes of classrooms, meeting rooms, and restaurants*®.

For each RIR, we sampled reverberation time (7o) from a range of 0.2-0.7 s (step size = 0.01 s). Reverberation
time reflects the strength of reverberation in a room and is dependent both on the size of the room and the
materials of which the room consists?”*%. To introduce a naturalistic relation between room size and Tgo, we
restricted the range of Tso to sample from based on room size. That is, we used the total volume of each room as
an index to sample from the range of Tso where the smallest room volume corresponded to the Tgp = 0.2 s and
the largest room volume to Tgo = 0.7 s. To increase variability, random jitter of £0.01 s was added. This resulted
in a single Teo value per room, selected to match its relative size (see Fig. 2A).

To define the position of a listener within the room, we positioned a grid of potential listener locations (that
is, receiver locations) in the room (Fig. 1B). The grid consisted of listener positions spaced 1 m apart and was
centered within the room with axes aligned parallel to the walls. The grid was positioned at a minimal distance
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Fig. 1. A Schematic depiction of generation of naturalistic two-talker speech clips. CI-HRIR Cochlear implants
Head-related Impulse Response, RIR Room impulse response, BRIR Binaural Room Impulse Response, SDM
spatial decomposition method. B An acoustic scene depicting talkers positioned around a listener located in a
room. C Schematic example of an acoustic scene with two talkers and a listener wearing bilateral Cls. Each CI
has three microphones: F front microphone, B back microphone, T T-microphone.
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Fig. 2. A Reverberation time (750) as a function of room size. Each circle represents a single room. B Effect of
reverberation and spatialization on speech mixtures. Top panes show waveforms of a dry, non-spatial speech
mixture and a spatial, reverberant version of the same speech mixture. For illustration, bottom panes depict
spectrograms (but note that models are trained directly on the waveform). Amp. = amplitude; a.u. = arbitrary
units. C Presence of latent spatial cues in naturalistic acoustic scenes. Top pane shows an example of a two-
talker mixture in a spatial, reverberant scene. One talker is at -90°, the other talker is at +90°. Bottom pane
visualizes the corresponding inter-channel level differences for this speech mixture from the T-mic of the left
CI and the T-mic of the right CI.

of 1.4 m from all walls in agreement with the CI-HRIR radius of 1.4 m (see the section “Datasets”). For each
room, we randomly selected five distinct listener positions from this grid, resulting in five RIRs corresponding
to five listener positions per room. Note that the smallest rooms permitted only four listener locations. To
define the position of the talkers (i.e., the sources) with respect to the listener, we positioned a circle (radius
= 1.4 m) around each selected listener location. On this circle, we simulated 24 talker (source) locations in the
azimuthal plane in equidistant steps of 15°, in agreement with the 24 azimuth locations that were included in
the CI HRIRs. Both talker locations and listener locations were positioned at a height of 1.25 m, simulating
the seated position of the listener and talkers. This procedure led to the generation of a total of 59,688 RIRs
500 rooms X ~ 5 listener positions x 24 talker positions

Note that we simulated all RIRs used in this study for a virtual microphone geometry consisting of six DPA-
4060 omnidirectional microphones arranged in orthogonal pairs (diameter = 10 cm), and a central Earthworks
M30/M50 omnidirectional microphone®®. This microphone geometry was selected for the RIR simulations to
ensure compatibility with the spatial decomposition (SDM) method used in the next step of the spatialization
pipeline (BRIR generation; the section “Spatialization pipeline”; Binaural Room Impulse Response), as SDM is
suitable only for particular RIR microphone geometries®.

Simulating binaural room impulse responses (BRIRs)

The BRIR combines the room-specific acoustic properties (i.e., the RIR) with the listener-specific acoustic
properties (i.e., the CI-HRIR)*. Convolving a single-channel, dry speech mixture with a BRIR thus results in a
naturalistic, spatialized and reverberant speech mixture that captures both room-specific and listener-specific
acoustic properties. To generate BRIRs from our set of RIRs and the CI-HRIRs, we leveraged the BRIR generator
proposed by Amengual et al.** which uses the spatial decomposition method (SDM) proposed in°!. Here, SDM
is used to extract directional information about the direct sound, early reflections and late reverberations, which
is then combined with the HRIRs to render realistic BRIRs with a clear spatial percept’!.

We selected the T-microphone CI HRIRs of the left and right ear from the Advanced Bionics CI HRIR
dataset as our main microphones for these two-channel, bilateral BRIR simulations, because the T—microphone52
is considered less susceptible to environmental noise>® than BTE microphones such as the front and back
microphone®*®. We additionally generated BRIRs using the back-microphone CI HRIRs. These back-
microphone BRIRs were utilized in two settings: (1) To generate unilateral, two-channel speech mixtures by
combining a T-microphone and a back-microphone HRIR from the same CI; (2) To evaluate generalization of
speech separation in naturalistic listening scenes across CI microphones (see below).

Generating naturalistic, two-channel two-talker speech mixtures

We simulated naturalistic, two-talker speech mixtures with varying separation angles between talkers: 0°, 15°, 30°,
60°, and 90°, corresponding to 19.9%, 19.98%, 19.81%, 20.14%, and 20.18% of the total dataset, respectively. To
construct these mixtures, we combined clean speech segments from the publicly available WSJ0-2mix dataset?2,
CI-specific HRIRs provided by Advanced Bionics, and room impulse responses (RIRs) that we simulated as part
of this study. To this end, we convolved the single-channel waveform of each talker selected for the two-talker
mixture (i.e., selected from the WSJ0 dataset) with the a priori generated BRIR corresponding to a given acoustic
room and talker location. The BRIRs were generated by combining our simulated RIRs with the CI-HRIRs to
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produce listener- and room-specific spatial audio. We then summed the spatialized and reverberant waveforms
of both talkers to render the two-talker speech mixtures (see Fig. 2B). All audio clips of two-talker mixtures
were cut to a duration of four seconds. Shorter speech mixtures were zero-padded either at the beginning or
end (randomized to avoid systematic alignment of talker onset). The resulting mixtures were mean-variance
normalized and downsampled to 8 kHz.

To evaluate whether the naturalistic, spatialized two-talker mixtures contain realistic spatial cues, we
calculated ILDs from T-microphone recordings of the left ear and T-microphone recordings of the right ear.
Figure 2C shows the ILDs for an example two-talker mixture in which one talker is at the left of the listener and
one talker is at the right of the listener. ILDs fall within expected range based on the anatomy of the human head

and ears>.

Model

In this study, we adapted the SuDoRM-RF model?? to evaluate the impact of latent and pre-computed spatial cues
on speech separation performance ( Fig. 3). The SudoRM-RF model is highly efficient in terms of computation
and memory?, crucial characteristics for models intended to operate on compact devices like CIs”’.

SuDoRM-RF is an end-to-end time-domain model that consists of an encoder-decoder architecture with
three stages: an encoder, a separator, and a decoder. For a comprehensive understanding of these stages, refer
to?2. In short, the encoder processes the two-talker mixture waveform y through a Conv1D block, generating a
latent representation (R;) of the mixture. Subsequently, the separator block (consisting of a U-net architecture)
learns masks (M) for each talker present in y. The learned masks are multiplied with the latent representation of
the mixture (M x R;) to extract a latent representation of each talker. Finally, the decoder block converts the
estimated talker’s representations back into a speech sound wave?2.

In the original implementation, SuDoRM-RE? was used for single-channel speech separation. We adapted
the SuDoRM-RF model to accommodate two-channel speech mixtures by changing the kernel size of the
encoder’s first 1D convolutional layer from (1 X T') to (2 x T'), where T denotes time steps (Fig. 3A, top
panel). The rest of the architecture remained unchanged. In particular, we utilized the following SuDoRM-RF
configuration (based on the original configuration??): An encoder with 512 basis functions and a kernel size of T

Schematic overview of spatial speech separation approach for naturalistic, spatialized speech mixtures
(A) Model architecture for training on two-channel mixtures
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Decoder

Encoder

M,

— *'%f*
R R+A

== EEPRET
left channel  fjfgaieedt4= .*-’N»

right channe! mmes-dejs-shebn+- }

v
Encoder

|

|

|
Decoder

IIlD

—n

v
STFT

Fig. 3. Spatial speech separation with a two-channel SuDoRM-RF?? architecture. To evaluate the impact

of spatial cues on speech separation performance, we trained eight instances of the SuDoRM-RF model.
Instances vary in terms of CI microphone channels selected for training as well as the addition of auxiliary
pre-computed spatial cues (Table 1). All models trained on two-channel speech mixture input only followed
the model architecture depicted in the top row (A), while all models trained on two-channel speech mixture
input augmented with pre-computed spatial cues followed the architecture depicted in the bottom row (B).
The example shows the calculated IPDs (range [-180, 180] degrees). Training parameters were the same for all
model instances.

Scientific Reports | (2026) 16:2255 | https://doi.org/10.1038/s41598-025-31999-8 nature portfolio


http://www.nature.com/scientificreports

www.nature.com/scientificreports/

=21, corresponding to 2.63 ms. The U-net architecture consisted of 16 U-convolutional blocks, which were set to
128 output channels with up-sampling depth = 4. Further, the model utilizes global layer normalization (gLN).
Finally, in case pre-computed spatial cues - that is, IPDs and/or ILDs - were added as auxiliary features for
model training (see the section “Experimental procedures” for details on spatial cue extraction), these were
concatenated with the latent representation of the two-channel mixture waveform obtained with the encoder
module. The concatenated latent representation and spatial features were then fed into the separator module
such that the separator could utilize both the latent representation and spatial cues during mask estimation (Fig.
3B, bottom panel). This increased the dimension of the input to the separator from 512 x 3200 to 769 x 3200
when either IPDs or ILDs were added, and to 1026 x 3200 in case both IPDs and ILDs were added. All other
parameters of the separator module remained the same. All code available at https://github.com/sayo20/Leverag
ing-Spatial-Cues-from-Cochlear-Implant-Microphones-to-Efficiently-Enhance-Speech-Separation-.

Experimental procedures

Latent and pre-computed spatial cues

As stated previously, we define latent spatial cues as cues that are inherently present in multi-channel speech
mixtures, but that need to be identified and learned by the model from these multi-channel speech mixtures.
For example, as a CI has multiple microphones, a CI's multi-channel recordings of an acoustic scene contain
inter-channel differences that can be identified and learned by a model. In contrast, pre-computed spatial cues
are cues that are calculated a priori and added to the speech mixture as auxiliary feature. In the present study, we
consider inter-channel phase differences (IPDs) and inter-channel level differences (ILDs). To extract these cues,
we first converted waveforms to the time-frequency domain using the Short-Time Fourier Transform (STFT;
hop size = 8 s, number of frequency bins = 512, and window length = 512 samples). We then calculated IPDs
and ILDs from the spectrogram representations of each channel in the two-channel speech mixture (yc1, yYc2)
in the following manner:

(Yt S)

PD@ﬁ-4<%@JJ ;
_ 1ye, (& )]

ILD(t, f): =20 - log, (|ycg(t7f)l> :

Model input configurations

In total, we trained eight instances of the SuDoRM-RF model, one for each model input configuration (Table
1). Model input configurations varied in terms of number of channels in the speech mixture (that is, number of
CI microphones), CI microphone and microphone location, presence of latent spatial cues, and addition of pre-
computed spatial cues. The strength of both latent and pre-computed spatial cues is determined mostly by the
location of the CI microphones used for generating the speech mixtures: Bilateral two-channel configurations with
microphones on each side of the head contain stronger spatial cues than unilateral two-channel configurations
with microphones on one side of the head only. That is, the position of the head in between the two channels in
bilateral set-ups introduces the strongest inter-channel differences (Table 1).

Training objective
To train the network in an end-to-end manner, we utilized the negative scale-invariant signal-to-distortion ratio
(SI-SDR)*® as learning objective:

t arge 2
MSDR——lm%m%iiﬁ% 3)
€noisel|

Where t¢arge: is the true reverberant target and ey o:se is the difference between the estimated target and the true
reverberant target (S¢arget - ttarget). We used the reverberant true target to enable the model to focus on the task

Acoustic scene | Channels | CI microphone location | CI microphone(s) | Latent cues (strength) | Pre-computed cues (strength)
Dry 1 - - no -

Naturalistic 1 Unilateral (left) T-mic yes (weak) -

Naturalistic 2 Unilateral (left) T-mic + back-mic yes (weak) -

Naturalistic 2 Bilateral T-mics yes (strong) -

Naturalistic 2 Unilateral (left) T-mic + back-mic yes (weak) IPD (weak)
Naturalistic 2 Bilateral T-mics yes (strong) IPD (strong)
Naturalistic 2 Bilateral T-mics yes (strong) ILD (strong)
Naturalistic 2 Bilateral T-mics yes (strong) IPD + ILD (strong)

Table 1. Model input configurations. Gray colors indicate configurations without spatial cues, blue colors
indicate configurations with latent spatial cues only, and green colors indicate configurations with latent spatial
cues and pre-computed spatial cues.
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of separation rather than both separation and de-reverberation. In order to maximize SI-SDR in the separated
speech streams the model is optimized using the negative SI-SDR loss. This encourages the model to produce
estimates that are increasingly closer to the reference signals, thereby improving separation quality. Further, we
used permutation-invariant training (PIT)* to resolve the permutation problem.

Model training and evaluation

To train and evaluate models, we followed the original split of the WSJ0-2 corpus?? consisting of 20,000 train
samples, 5000 validation samples and 3000 test samples. However, while the speech mixtures of the WSJ0-2
corpus are fixed talker pairings, we increased the diversity in the dataset by randomly shuffling talkers within
each batch to generate new talker mixtures. Talker shuffling was applied solely to the train set, but not to the
validation and test set.

We trained an independent model for each input configuration, resulting in a total of seven trained
SuDoRM-RF speech separation models corresponding to the seven input configurations (Fig. 3B). Models
were implemented using the Pytorch framework® and trained for a minimum of 100 epochs (batch size =
4), after which early stopping was applied based on the validation loss (patience = 10, minimum delta = 0.1).
We used the Adam optimizer®! and a learning rate of 10™* with a decay of 0.2 every 50 epochs. After model
training completed, we utilized the network weights corresponding to the best epoch (lowest validation loss) to
subsequently assess model performance on an independent test set.

Evaluation metrics

We employed the Scale-invariant Signal-to-Distortion Ratio (SI-SDR)"® and its improvement variant (SI-SDRi)
as evaluation metrics to assess the performance of the model. The SI-SDRi quantifies the increase in SI-SDR in
the cleaned speech waveforms in comparison to the initial two-talker mixture. Although the model was trained
on the SI-SDR loss (see the section “Experimental procedures”), the SI-SDRi is more informative for comparing
speech separation performance across different input configurations due to the differences in baseline SI-SDR
between input configurations as a result of the spatialisation and reverberation. We calculated both distortion
metrics using the Asteroid framework®. Additionally, we measured the perceptual quality of the cleaned speech
segments using the Short-Time Objective Intelligibility (STOI, range [0,1])®* and Perceptual Evaluation of
Speech Quality (PESQ, range [-0.5, 4])®* metrics. Both perceptual metrics were derived using the Torchaudio
Toolbox®. Finally, we report model efficiency in terms of the number of trainable parameters (in millions) and
inference time (in milliseconds).

)58

Zero-shot transfer to a behind-the-ear (BTE) microphone

As described above, naturalistic two-talker speech mixtures were spatialized with the HRIR of the T-microphone
of the Advanced Bionics CI device, which is situated at the entrance of the ear canal. We conducted a zero-
shot transfer test to assess to what extent speech separation performance of models trained on speech mixtures
spatialized with T-microphone HRIRs, generalizes to mixtures spatialized with behind-the-ear microphones. To
this end, we generated an additional version of the independent test set of the WSJ0-2 corpus (3,000 samples,
see above) using the HRIR of the back microphone (Fig. 1C). We then evaluated speech separation performance
of each trained SuDoRM-RF speech separation model on this back mic-version of the WSJ0-2 test set in a zero-
shot setting. That is, the models were evaluated on the WSJ0-2 test set spatialized with the back-microphone
HRIRs without seeing any mixtures spatialized with the back-microphone during training.

Generalization to CI listening experience

As the electrical stimulation of a CI replaces a sound wave with a sparse and spectrotemporally distorted
representation of the original sound wave, a CI user’s listening experience deviates considerably from the
listening experience of a normal hearing listener. Speech separation performance metrics based on the sound
waves of the separated speech streams as produced by a speech separation model - such as the SI-SDR, STOI
and PESQ metrics used here - may therefore not relate directly to improvements in listening experience for
a CI user listening to a sparse, spectrotemporally degraded version of these separated speech streams. We
therefore quantified the impact of the speech separation approaches proposed in the present paper on the
listening experience of CI users. Specifically, we utilized a vocoder to simulate the degradation of the separated
speech streams introduced by the CI and re-calculated speech separation performance metrics based on these
ClI listening simulations.

The vocoder utilized here was an eight-channel noise vocoder simulating the auditory processing of a
cochlear implant®. Vocoder channels comprised eight frequency bands defined by center frequencies ranging
from 366 Hz to 4662 Hz and corresponding bandwidths. To process sound waves with the vocoder, waveforms
were first resampled to 22 kHz and pre-emphasized with a high-pass Butterworth filter (1.2 kHz cut-off). Next,
bandpass filters were applied to isolate each channel and the signal in each band was rectified and low-pass
filtered at 128 Hz to extract the envelope. To generate the CI output signal, Gaussian noise was generated for
each channel and modulated by the extracted envelopes. The resulting modulated Gaussian noise signals were
then bandpass filtered and summed across all channels to create the vocoded output. The output signal was
normalized to maintain the same overall energy as the input.

To simulate CI listening experience, we passed the model’s output for the WSJ0-2 test set — that is, the
separated speech streams - as well as the original two-talker mixtures and the true targets through a vocoder. We
then re-calculated all speech separation performance metrics (SI-SDRi, STOIi and PESQ) for these simulations
of the degraded CI listening experience.
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Results

The present work aimed to quantify the impact of latent and pre-computed spatial cues captured by CI
microphones on speech separation in naturalistic listening scenes. We therefore assessed and compared speech
separation performance for eight different input configurations, which vary in the presence and strength of latent
and pre-computed spatial cues (Fig. 3B and Table 2). Furthermore, we evaluated separation performance both
on regular speech and on simulated CI output - that is, vocoded speech - in order to determine the effectiveness
of the approach for real-world CI applications.

Baseline: speech separation for dry, non-spatial scenes

To establish a baseline, we first trained and evaluated the SudoRM-RF model on one-channel, dry and non-
spatial two-talker mixtures (i.e., the original WSJ0-2mix dataset*?). As outlined in Table 2 (row 1), the model
obtained an SI-SDRi of 12.96 dB for this dataset, indicating that the model accurately separated two concurrent
speech streams. Although other, larger speech separation models outperform the current SuDoRM-RF
implementation on the WSJ0-2mix dataset*"”, we selected this small and efficient model as it can potentially be
deployed on a CI. Moreover, we did not pre-process two-talker speech mixtures (for example, silence removal)
even though this may boost separation performance, in order to ensure that sound scenes maintained their
natural characteristics.

Speech separation in naturalistic acoustic scenes

We quantified to what extent speech separation performance of the SuDoRM-RF model deteriorated when the
model was trained on one-channel, naturalistic speech mixtures. Results show that the overall quality of the
resulting separated speech waveforms was substantially lower when the model was trained on one-channel,
naturalistic two-talker mixtures (SI-SDRi = 7.24 dB, STOIi = 0.13, PESQi = 0.46) than when the model was
trained on one-channel, non-spatial, dry two-talker mixtures (SI-SDRi = 12.96 dB, STOI = 0.23 and PESQ =
1.22; Table 2). The observed decline of 44.2 % in SI-SDRi demonstrates that a model which performs well on
non-spatial, dry two-talker mixtures does not generalize to naturalistic, spatial, and reverberant acoustic scenes.

Effect of incorporating latent and pre-computed spatial cues

We examined how speech separation performance in naturalistic listening scenarios improved by incorporating
latent and pre-computed spatial cues (Methods). Table 2 (rows 2-4) shows that incorporating strong latent
spatial cues significantly improved speech separation performance. In particular, training the model on two-
channel, bilateral input with strong latent spatial cues resulted in better separation performance than training
the model on one-channel, unilateral input with weak spatial cues (improvements: +9.6 % SI-SDRi, +24.2 %
STOIi, and +14.4 % PESQIi). Similarly, training on two-channel, bilateral input outperformed training on two-
channel, unilateral input with intermediate spatial cues, showing additional gains of +4.6 % SI-SDRi, +7.9 %
STOL. PESQi did not show an improvement (-0.6 %). Furthermore, training the model on two-channel speech
mixtures containing latent spatial cues does not affect either the number of parameters or the inference time
significantly (Table 2). These findings demonstrate that the SudoRM-RF model can efficiently leverage latent
spatial cues in multi-channel speech mixtures to support speech separation in naturalistic listening scenes.

Adding pre-computed spatial cues such as IPDs and ILDs as auxiliary input features for the separation
module further enhanced performance across all configurations, with varying degrees of improvement (Table
2, rows 5-8). Training the model on two-channel, bilateral speech mixtures with IPDs as auxiliary features (i.e.,
combining latent and pre-computed spatial cues) resulted in the best performance: 9.19 dB SI-SDR, 0.19 STOIi
and 0.75 PESQIi. Adding ILD as an auxiliary feature had a comparatively much smaller impact on separation
performance (Table 2, row 7). Speech separation performance was also higher when IPD alone was provided as
auxiliary input in comparison to when both IPD and ILD were provided: +5.2 % SI-SDRi, +3.2 % STOI, and
+5.9 % PESQI. Thus, our results indicate that IPDs are a more effective cue for enhancing speech separation in
naturalistic listening scenes than ILDs.

To obtain insight into why IPDs enhanced speech separation by the SuDoRM-RF model in naturalistic two-
talker mixtures more than ILDs or the combination of IPDs and ILDs, we analyzed the occurrence of IPDs and
ILDs in such naturalistic scenes. That is, we calculated IPDs and ILDs for a low-pass white noise (0-4 kHz) in
a representative naturalistic scene (RTs0 = 0.3) at five different locations (see Supplementary Materials S3 for

Acoustic scene | Input configuration Spatial cues Params (M) | Time (ms) | SI-SDRi | STOI | STOIi | PESQ | PESQi

Non-spatial, dry | One-channel None 2.6 26 12.96 0.89 1023 297 122
One-channel Latent 2.6 26 7.24 0.76 ]0.13 2.35 | 0.46
Two-channel, unilateral Latent 2.6 28 7.58 0.78 |0.15 2.36 0.53
Two-channel, bilateral Latent 2.6 28 7.93 0.79 |0.16 236|053

Naturalistic Two-channel, unilateral, IPD Latent, Pre-computed | 3.8 35 8.08 0.79 |0.16 2.42 0.58
Two-channel, bilateral, IPD Latent, Pre-computed | 3.8 35 9.19 0.82 |0.19 2.59 0.75
Two-channel, bilateral, ILD Latent, Pre-computed | 3.8 35 8.00 0.79 [0.17 240 | 0.56
Two-channel, bilateral, IPD, ILD | Latent, Pre-computed | 5.1 45 8.74 0.81 0.19 2.55 0.71

Table 2. Speech separation performance for all model input configurations. The row in bold shows the best
performing model.
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details). This revealed that the presence of reverberation in a naturalistic scene attenuates both ILDs and IPDs,
but introduces more variability and distortion in ILDs than IPDs (Supplementary Figure S3). Thus, IPDs were
more consistent and informative in the naturalistic scenes in the present study than ILDs.

Finally, in terms of model efficiency we found that adding one pre-computed spatial cue as auxiliary feature
to the input to the separator module - that is, either IPDs or ILDs - resulted in an increase of 25.0 % in inference
time due to the STFT computations. Adding IPDs or ILDs as auxiliary feature also increased the number of
model parameters by 46.2 % as a consequence of the increase in input dimensionality for the separator module.
Adding both IPDs and ILDs simultaneously as auxiliary spatial further increased inference time with 60.7 % and
the number of model parameters with 96.2 % (Table 2).

Speech separation as a function of talker distance

Since our results demonstrate that input configurations including latent and/or pre-computed spatial cues result
in better speech separation, we examined whether greater spatial distance between talkers led to improved
speech separation. Table 3 shows that for all input configurations that include either latent or latent and pre-
computed spatial cues, separation performance (SI-SDRi) varied as a function of talker distance (Kruskal-Wallis
H tests, FDR corrected for multiple comparisons), see Fig. 4.

Interestingly, our findings show that incorporating spatial cues in the input not only enhances the separation
of spatially distant talkers but also of spatially overlapping talkers. Comparing speech separation performance for
speech mixtures with 0° talker distance revealed that input configurations incorporating IPD performed better
on mixtures of spatially overlapping talkers than other input configurations. The other input configurations
consist of single-channel speech mixtures, two-channel speech mixtures (without pre-computed spatial cues
as auxiliary features), and two-channel speech mixtures with pre-computed ILDs added as auxiliary feature.
In contrast, both the two-channel, unilateral IPD input (SI-SDRi = 7.48 dB) and the two-channel, bilateral
IPD input (SI-SDRi = 7.93 dB; see Supplementary Materials S1) yielded higher performance. These findings
indicate that incorporating IPDs into the input of speech separation models benefits separation even for spatially
overlapping talkers.

Spectral and spatial cues for speech separation interact

Given that speech separation models trained on conventional, non-spatial and dry acoustic scenes primarily
rely on spectral differences between talkers to separate speech streams®, we hypothesized that spatial cues are
particularly beneficial for separating speech mixtures when talkers’ voices are spectrally similar, that is, when
spectral cues are ambiguous. To test this, we examined the effect of spatial talker distance on speech separation
performance as a function of talker gender pairing for those input configurations that showed an effect of talker
distance (see Table 3, Fig. 4). The results show that the impact of spatial talker distance was largest for speech
mixtures consisting of two female talkers (F-F), intermediate for mixtures consisting of two male talkers (M-M),
and smallest for mixtures consisting of one male and one female talker (M-F; Fig. 5, Table 4). For example, for
the two-channel, bilateral input configuration with IPD as auxiliary feature, the difference in speech separation
performance between talkers at small spatial distances and at large spatial distances was 28.3 % for mixtures
consisting of two female talkers, 18,1 % for mixtures consisting of two male talkers and 11,0 % for mixtures
consisting of one male and one female talker. Thus, speech mixtures consisting of talkers of the same gender
exhibited a larger benefit from talker distance than speech mixtures consisting of talkers of different genders.
These findings indicate that spectral and spatial cues are complementary, with spatial cues compensating when
spectral distinctions are limited.

Zero-shot transfer to behind-the-ear (BTE) microphones

We found that the SuDoRM-RF model trained on naturalistic two-talker mixtures spatialized with
T-microphone HRIRs, performed comparable when tested in a zero-shot setting on mixtures spatialized with
back-microphone HRIRs (Table 5). In particular, speech separation performance metrics were comparable for
all input configurations, irrespective of which CI microphone was used for spatializing the naturalistic two-
talker mixtures.

Input configuration x*(4) Significance
One-channel 4.76 0.44
Two-channel, unilateral 2.99 0.56
Two-channel, bilateral 2489 | 0.02**
Two-channel, unilateral, IPD 4.67 0.43
Two-channel, bilateral, IPD 176.5 | 2.4e-36***
Two-channel, bilateral, ILD 268.8 | 7.1e-56***
Two-channel, bilateral, IPD, ILD | 284.1 2.0e-59***

Table 3. Effect of spatial distance on speech separation. Kruskal-Wallis H tests with False Discovery Rate
(FDR) correction®®.
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Fig. 4. Speech separation performance as a function of spatial distance between talkers. Panels show the
average SI-SDRI for a specific input configuration (Fig. 3B, Table 2). Colors reflect spatial cues in input: latent
(blue) and a combination of latent and pre-computed (green; consistent with Fig. 3B). Error bars depict
standard error of the mean (SEM). The gray dashed line represents the average SI-SDRi at 0° separation
(overlapping talkers). Asterisks indicate a significant difference to SI-SDRi at 0° talker distance (p < 0.0001).

Generalization to Cl listening experience

Table 6 shows that SI-SDRi for the simulations of CI listening experience - that is, the vocoded version of
the separated speech streams (Methods) - ranged from 2.64 dB to 3.31 dB, depending on the model input
configuration. Although these SI-SDRi were overall lower than the SI-SDRi for the regular version of the
separated speech streams (Table 2), this is still a substantial improvement. Moreover, we found that the boost in
speech separation performance that effects of incorporating spatial cues SI-SDRi was highest for the vocoded
The results show that incorporating spatial cues into the input resulted in similar benefits for vocoded speech
as for regular speech: SI-SDRi was largest for vocoded speech streams that were separated by a model trained
on speech mixtures with strong latent and/or pre-computed spatial cues (Table 6, rows 4-8). Moreover, in
agreement with the results for regular speech, SI-SDRi was largest for the vocoded output of the model trained
on two-channel, bilateral speech mixtures with IPD added as an auxiliary feature. Figure 6 shows the results for
this configuration. Finally, also for vocoded speech, we found that separation performance varied as a function
of talker distance (Fig. 6A) and that spectral and spatial cues interact (Fig. 6B). Similarly to the performance
on regular speech, speech separation for 0° talker distance mixtures showed that IPD-based configurations
outperformed others on spatially overlapping talkers (see Supplementary Materials S2). Note that we display
the results for the STOIi metric rather than the SI-SDRi metric as STOI is less affected by distortions that are

introduced by the vocoder but not dependent on separation performance.

Discussion

In this study, we investigated to what extent latent and pre-computed spatial cues captured via cochlear
implant (CI) microphones improve speech separation performance in naturalistic listening scenes, taking also
model efficiency in terms of model parameters and inference latency into consideration. We first confirmed
that a SuDoRM-RF speech separation model trained on dry, non-spatial mixtures does not generalize well to
reverberant, spatialized acoustic environments (see also’>3®7%). Next, we showed that training a SuDoRM-RF
model on multi-channel naturalistic speech mixtures containing latent spatial cues improved speech separation
performance in naturalistic listening scenes, while preserving model efficiency. Training a SuDoRM-RF on
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Fig. 5. Speech separation performance as a function of talker gender pairing and spatial distance for various
input configurations. Bars show average SI-SDRi across small (0° and 15°) and large (60° and 90°) talker
distances. F-F two female talkers, M—-M = two male talkers, F-M one male and one female talker. Asterisks
indicate a significant difference between small and large distances (Kruskal-Wallis H tests, FDR corrected: ***

=p <0.0001).
F-F 5.74 8.08 40.8 64.69 | 1.5e-15%**
Two-channel, bilateral M-M 6.82 8.62 26.4 89.78 | 1.2e-20%%*
F-M 7.73 8.91 15.4 79.27 | 1.4e-18***
F-F 7.14 9.16 28.3 59.88 | 1.5e-14**
Two-channel, bilateral, IPD M-M 8.24 9.73 18.1 56.31 | 8.5e-14%**
F-M 9.03 10.03 11.0 54.24 | 2.2e-13%**
F-F 5.97 8.37 40.2 65.97 | 9.8e-16***
Two-channel, bilateral, ILD M-M 6.89 8.69 26.1 87.01 | 3.2e-20%**
F-M 7.66 8.94 16.7 89.46 | 1.1e-20***
F-F 6.64 9.23 39.0 7229 | 4.8e-17***
Two-channel, bilateral, IPD, ILD | M-M 7.59 9.38 23.6 79.32 | 1.6e-18***
F-M 8.42 9.70 15.3 89.48 | 1.9e-20***

Table 4. Speech separation performance as a function of gender pairing and spatial distance between talkers.
Kruskal-Wallis H tests with False Discovery Rate (FDR) correction.
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Input Spatial cues SI-SDRi STOI STOIi PESQ PESQi

One-channel Latent 7.15 (+0.09) | 0.77 (-0.01) | 0.14 (+0.01) | 2.29 (+0.06) | 0.46 (+0.00)
Two-channel, bilateral Latent 7.86 (+0.07) | 0.79 (+0.00) | 0.16 (+0.00) | 2.36 (+0.00) | 0.53 (+0.00)
Two-channel, bilateral, IPD Latent & pre-computed | 9.19 (+0.00) | 0.82 (+0.00) | 0.19 (+0.00) | 2.59 (+0.00) | 0.75 (+0.00)
Two-channel, bilateral, ILD Latent & pre-computed | 8.40 (-0.40) | 0.80 (-0.01) | 0.17 (+0.00) | 2.46 (-0.06) | 0.62 (-0.06)
Two-channel, bilateral, IPD, ILD | Latent & pre-computed | 8.63 (+0.11) | 0.81 (+0.00) | 0.18 (+0.01) | 2.52 (+0.03) | 0.69 (+0.02)

Table 5. Zero-shot transfer test on naturalistic speech mixtures spatialized with back-microphone HRTFs.
Depicted is the score for each metric, as well as the difference between the scores for the mixtures spatialized
with the back-microphone HRTFs and the scores for the mixtures spatialized with the T-microphone HRTFs
(that is, as depicted in Table 1; here, difference = T-microphone score - back microphone score).

Acoustic scene Input Spatial cues SI-SDRi | STOI | STOIi | PESQ | PESQi

Non-spatial, dry One-channel None 3.30 0.61 |0.15 |2.10 |0.30
One-channel Latent 2.64 0.46 |0.08 1.95 |0.14
Two-channel, unilateral Latent 2.94 0.47 ]0.08 1.96 |0.14
Two-channel, bilateral Latent 3.04 0.48 | 0.09 1.98 0.16

Spatial, reverberant | Two-channel, unilateral, IPD Latent & pre-computed | 3.14 0.47 1 0.09 1.97 ]0.14
Two-channel, bilateral, IPD Latent & pre-computed | 3.31 049 |0.11 2.01 |0.20
Two-channel, bilateral, ILD Latent & pre-computed | 3.13 0.49 |0.10 2.00 0.18
Two-channel, bilateral, IPD, ILD | Latent & pre-computed | 3.04 049 |0.11 201 |0.19

Table 6. Generalization to CI listening experience: speech separation performance for the vocoded version of
the separated speech streams for all model input configurations. The row in bold shows the best performing
model.
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Fig. 6. Speech separation scores for vocoded speech. A) Average STOIi as a function of talker distance for one
input configuration (two-channel, bilateral, IPD). The dashed line indicates average STOII at 0° (overlapping
talkers). B Average STOli as a function of gender pairing and talker distance for the same configuration. Bars
represent average scores for small (0°, 15°) and large (60°, 90°) distances. F-F = two female talkers, M-M =
two male talkers, M—F = one male and one female talker. Asterisks indicate significant differences between
distances (Kruskal-Wallis H tests, FDR corrected): *** = p < 0.0001.

multi-channel naturalistic speech mixtures augmented with pre-computed spatial cues (IPDs and/or ILDs)
resulted in even larger speech separation improvements, but at the cost of reduced model efficiency.

Although this work focused on the SuDoRM-RF model because of its low latency and high efficiency®,
the spatial separation framework we explored is broadly applicable. Both latent and pre-computed spatial
cues can be integrated into time-domain as well as time-frequency separation models®****7172, making these
findings relevant across a wide range of architectures. Moreover, we showed with a zero-shot transfer test that
this multi-channel speech separation approach is robust to CI-microphone configuration: A model trained on
speech mixtures spatialized with T-microphone HRIRs performed equally well on mixtures spatialized with
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back-microphone HRIRs. This indicates that the spatial and spectral cues that the model learns from the multi-
channel speech mixtures generalize across CI microphones. Crucially, these results demonstrate that such a
multi-channel SuDoRM-RF speech separation framework does require re-training or fine-tuning for each
particular CI-microphone configuration: A trained model can be employed both for speech mixtures captured
with a T-microphone and for speech mixtures captured with a behind-the-ear microphone, irrespective of
whether the model was trained on speech mixtures spatialized with the HRIRs of that microphone.

Based on the analysis of IPDs and ILDs in naturalistic scenes with reverberation (Supplementary Materials
S3), we posit that the finding that IPDs enhance speech separation performance in naturalistic two-talker
speech mixtures more than ILDs or a combination of IPDs and ILDs can be explained by the difference in the
impact of reverberation on IPDs and ILDs. First, as IPDs exhibit a stable pattern across sound locations despite
the presence of reverberation, the SuDoRM-RF model can learn the association between IPDs and the latent
representation of a two-talker speech mixture more easily than the association between the inconsistent pattern
of ILDs across sound locations and the latent representation of the two-talker speech mixture. Second, as a
consequence of the inconsistent pattern of ILDs, there is no consistent relationship between IPDs and ILDs.
Hence, combining IPDs with ILDs does not result in a similar benefit for speech separation as providing IPDs in
isolation as the lack of a consistent relationship between the two spatial features makes their combination more
difficult to learn than the IPDs in isolation.

Interestingly, our findings demonstrated that spatial cues are especially beneficial for speech separation
for speech mixtures consisting of talkers with spectrally similar voices (for example, same gender talkers). In
particular, we observed the smallest benefit from spatial cues for M-F mixtures and the largest improvements
for F-F and M-M mixtures, supporting the idea that spatial cues are especially helpful when spectral cues are
limited. A similar effect of voice spectral similarity on speech perception difficulty in multi-talker scenes has
been reported in human psychophysics studies”.

Crucially, simulating the listening experience of a CI user by applying a vocoder to the separated speech
streams revealed that these spatial cues provided a similar benefit for vocoded speech as for non-vocoded speech.
Notably, IPD-based models improved separation for both spatially distant and overlapping talkers, whereas
latent spatial cues were more limited in handling overlapping sources. These patterns were also reflected in
perceptual intelligibility metrics such as STOI and PESQ, further supporting the benefit of spatial cues for CI
users, especially in acoustically complex conditions involving spectrally similar talkers.

Finally, while our modified model operates within a latency range that may support offline or near-real-time
use, further optimization is needed to meet the strict delay constraints of real-time CI systems. Additionally, a
key limitation of this study is that findings are based on simulated acoustic scenes and vocoded speech; future
work should validate these results through behavioral testing with CI users. Finally, the use of idealized shoebox
room models limits ecological realism, and extending this approach to more acoustically diverse environments
remains an important direction for future work.

Conclusion

This study explored the potential of leveraging spatial cues derived from cochlear implant microphones for
efficient speech separation in naturalistic acoustic scenes. Our results highlight that training DNN models
on speech mixtures in ecologically valid listening scenes (i.e., including reverberation and spatial location)
is crucial for the development of speech separation technology for real-world applications such as front-end
speech processing in a CI or other assistive hearing device. Moreover, our findings demonstrate that strong
latent spatial cues boost speech separation accuracy in naturalistic listening scenes without decreasing model
efficiency. Yet, adding IPD as auxiliary feature boosts speech separation accuracy most and, strikingly, also
improves separation of spatially overlapping talkers. These insights pave the way for the development of more
efficient speech separation approaches for listeners using Cls or other assistive hearing devices in everyday, noisy
listening situations.

Data availability
Data and code can be found on github here: https://github.com/sayo20/Leveraging-Spatial-Cues-from-Cochlea
r-Implant-Microphones-to-Efficiently-Enhance-Speech-Separation-
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