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Benchmarking UMI clustering
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sequencing
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Accurate detection of low-frequency variants utilizing next-generation sequencing (NGS) is of
paramount importance in both biomedical research and clinical diagnosis. However, its analytical
sensitivity is impeded by NGS’s inherently high error rates. An efficient solution employs unique
molecular identifiers (UMIs) to tag individual DNA molecules before amplification to mitigate NGS
errors. Nevertheless, UMIs are prone to collisions and amplification- or sequencing-induced errors,
leading to the inaccurate clustering of UMI-tagged data. Multiple UMI clustering tools have been
proposed to address these challenges; however, a systematic evaluation of theirimpact on low-
frequency variant detection remains lacking. Here, we conducted a comprehensive benchmarking of
eight UMI clustering tools—AmpUMI, Calib, CD-HIT, Du Novo, Rainbow, Starcode, UMICollapse, and
UMI-Tools—utilizing simulated, reference, and sample datasets to evaluate their clustering efficiency,
low-frequency variant detection accuracy, and computational performance. UMI utilization and read
family counts are largely consistent across tools, while data loss differs markedly among clustering
algorithms. The sensitivities of all tools, except AmpUMI, are influenced by both variant allele
frequencies (VAFs) and sequencing depths. Conversely, the precisions and F1 scores of most tools—
excluding AmpUMI, CD-HIT, and UMICollapse—exhibit a stronger dependence on sequencing depth
as VAFs decreased. Furthermore, UMI clustering tools demonstrate a substantial reduction in false-
positive (FP) calls across datasets. Concerning computational efficiency, AmpUMI achieves the fastest
execution, Rainbow exhibits the lowest memory consumption, and Calib performs robustly in both
aspects, particularly on small datasets. Overall, Calib exhibits the most balanced performance and is
recommended for UMI clustering in low-frequency variant calling. These findings may provide valuable
insights for improving variant detection and advancing the development of UMI clustering algorithms.
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Next-generation sequencing (NGS) has dramatically revolutionized biological research and clinical fields
by allowing the simultaneous detection of significant genetic variants in multiple samples!=. It is routinely
employed to detect DNA sequence variants with an allele frequency of > 5%®. However, the intrinsic error
rate of NGS, typically ranging from 0.1 to 1%, substantially impedes the detection of low-frequency variants
(< 1%), as authentic variants are often masked by NGS errors originating from library preparation and
sequencing, hindering their reliable identification™®. Concurrently, the demand for highly sensitive detection
of low-frequency variants has been rapidly escalating in both research and clinical contexts, as accumulating
evidence indicates that low-frequency variants play pivotal roles in cancer biology, including non-invasive
cancer diagnostics, cancer therapy guidance, and post-treatment monitoring™*—as well as in a spectrum of
biomedical fields such as early diagnosis of diseases by drug-resistance or organ transplant rejection®!!, prenatal
diagnosis'>'3, aging!, and forensic analysis'®.

Numerous error suppression strategies leveraging unique molecular identifiers (UMIs) have been developed
in recent years to improve the sensitivity and accuracy of NGS in detecting low-frequency variants'®-2!. In these
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approaches, each original DNA molecule is uniquely tagged with a UMI prior to amplification, enabling precise
tracking of individual template molecules throughout the sequencing workflow!®!”. The UMI-tagged molecules
subsequently undergo PCR amplification and are then subjected to high-throughput sequencing. During data
analysis, these approaches require an initial pre-processing step to group reads from the same molecule into a
single family by clustering them based on their UMIs. After this clustering, true variants can be distinguished
from sequencing errors utilizing an overlap layout consensus approach applied to the reads within each cluster.
Accurate clustering markedly enhances the reliability of downstream variant calling and mutation detection!®1”.
Previous studies have demonstrated that UMI-based strategies enable detection of ultra-low frequency variants,
mitigate amplification bias, and improve both the accuracy and quantitative fidelity of downstream variant
analyses?*?223, However, UMIs may collide, whereby distinct molecules inadvertently receive identical tags,
leading to the undercounting, loss, or misestimation of variants. Furthermore, UMIs are also susceptible to PCR
and sequencing errors, leading to the discovery of false (erroneous) variants and a potential loss of a significant
part of the generated data?*%.

A range of computational frameworks for UMI clustering has been developed to address these challenges.
Alignment-based tools such as UMI-tools?* and UMICollapse®® perform reference-based alignment followed
by UMI clustering utilizing both alignment coordinates and UMI sequence similarity. UMI-Tools applies
a network-based clustering strategy that integrates UMI abundance and sequence similarity, effectively
mitigating the overestimation of true UMI counts. However, it relies solely on positional partitioning to resolve
UMI collisions, which may limit its accuracy?*!. UMICollapse employs a network-based clustering algorithm
adapted from UMI-Tools?* to avoid inaccurately overestimating true UMIs?®. However, these alignment-based
approaches are typically computationally intensive due to the requirement of aligning to a reference genome.
In contrast, alignment-free frameworks, such as Du Novo?, skip the alignment step and cluster reads directly
based on UMI sequence similarity, whereas others (e.g., CD-HIT?, Starcode?®, Rainbow®, Calib®, and
AmpUMTI’! perform clustering using the similarity across the entire read sequence, including UMI regions.
These approaches offer improved computational efficiency and reduced dependency on reference alignment
accuracy. An overview of these computational frameworks is provided in Table 1. Among alignment-free tools,
Du Novo groups reads by the similarity of their UMIs to form single-strand families and performs multiple-
sequence alignment within each family to generate single-strand consensus sequences*. In contrast to Du Novo,
other alignment-free approaches perform clustering based on similarity across the entire read sequences rather
than barcode regions, although their underlying algorithmic frameworks differ considerably. CD-HIT employs
a greedy incremental algorithm with sequence identity thresholding to facilitate efficient clustering of datasets?.
Starcode implements a message passing as the default clustering algorithm to iteratively collapse similar
sequences into representative “canonical” sequences®’. Rainbow initially clusters reads employing a spaced seed
methodology; it then implements a heterozygote-calling-like strategy to subdivide clusters and finally merges
sibling leaves in a bottom-up manner along a guided tree®. Calib employs a graph-based clustering paradigm
utilizing locality-sensitive hashing and MinHashing, in which edges are defined jointly by both barcode and
read sequence similarity?>. AmpUMI clusters reads by using a threshold latent variable model, which facilitates
the design and interpretation of UMI-based amplicon sequencing studies®'. These alignment-free tools bypass
the requirement for alignments, thereby enhancing computational efficiency and scalability for large sequencing
datasets. However, these clustering tools grounded in distinct algorithmic paradigms, leading to heterogeneous
performance in terms of low-frequency variant detection accuracy, UMI clustering efficiency, runtime, and
memory consumption.

Several investigations have benchmarked diverse UMI clustering tools developed for error suppression
and low-frequency variant detection. However, a systematic evaluation encompassing clustering accuracy,
performance of low-frequency variant calling, execution time, and memory utilization across simulated,
reference, and sample data remains lacking. For instance, one study compared tools such as CD-HIT, Rainbow,
Starcode, Du novo, and UMI-Tools against Calib, utilizing only simulated data and reported that their
performance was highly dependent on the parameter choices?®. Another study evaluated only two alignment-
based UMI clustering tools, UMI-tools and UMICollapse, and excluded alignment-free approaches®. A
subsequent report focus on several partially released tools (e.g., Calib, Naive, Starcode, and UMI-tools) and
found that each exhibited specific benefits and inherent drawbacks?. Despite these efforts, a comprehensive
benchmarking analysis of UMI clustering tools has yet to be reported. To address this gap, we present a systematic
evaluation of eight representative UMI clustering tools encompassing both alignment-based and alignment-free

Types tools Version | Code Methods Thread control option
AmpUMI v1.2 Python Thresholded latent variable model No
Calib v0.3.7 HTML & C++ & Python | Locality-sensitive hashing, MinHashing Yes
CD-HIT v4.8.1 Per]l & C++ & Python Greedy incremental algorithm No
Alignment-free
Du Novo v3.0.2 Python & Shell & C A networkx module No
Rainbow v2.04 | C&Perl Spaced seed method, Heterozygote calling-like strategy | No
Starcode vl4 C & Python Message passing clustering process No
UMICollapse | v1.0.0 Java & Shell Network-based algorithms No
Alignment-based
UMI_Tools vl.l.4 Python & Cython Network-based algorithms No

Table 1. Summary of the eight UMI clustering tools included in this study.
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frameworks, including AmpUMI, Calib, CD-HIT, Du Novo, Rainbow, Starcode, UMICollapse, and UMI-tools.
The principal features of each tool are summarized in Table 1. We evaluated their performance across multiple
sequencing data types—including simulated, reference, and sample data—to systematically assess clustering
efficiency, low-frequency variant detection accuracy, runtime, and memory consumption. This comprehensive
analysis provides practical insights for accurate low-frequency variant detection and future optimization of UMI
clustering algorithm design.

Results
Effects of UMI clustering tools
UMI clustering tools enable the consolidation of reads from the same original molecule into read families
based on shared UMI tags. This clustering process is critical for enhancing the precision of downstream variant
detection and mutation analysis®>. However, inaccurate clustering may introduce spurious variant calls and
cause substantial data loss, thereby compromising the detection of ultra-low-frequency variants®*?>. To assess
these effects, we systematically benchmarked the performance of diverse UMI clustering tools across simulated,
reference and sample data. We evaluated eight widely ultilized open-source UMI clustering tools—UMICollapse,
UMI-tools, AmpUMI, Calib, CD-HIT, Du Novo, Starcode, and Rainbow—each implementing distinct clustering
strategies under default parameters (minimum read family size > 2). The evaluation was performed employing
a simulated dataset with a sequencing depth of 20,000X at a VAF of 1%, a reference dataset (N0015), and a
sample dataset (M0253). Performance metrics included UMI utilization (the proportion of UMISs retained after
clustering) and the total number of read families generated. Both UMI utilization and read family counts varied
substantially among the clustering tools (Table 2). AmpUMI, Calib, CD-HIT, Du Novo, and Starcode maintain
full UMI utilization (100%), whereas Rainbow exhibits slightly reduced rates (92.62-99.62%). On the other
hand, all tools exhibit consistent read family counts except CD-HIT, Rainbow, and UMICollapse (Table 2).
Subsequently, we systematically analyzed the distribution of family size (number of reads in a read family)
across six of the eight tools capable of generating cluster information. The results demonstrate that data loss in
the datasets N0015 and M0253 were more commonly associated with UMI clustering tools compared to the
simulated dataset (Table 2; Fig. 1A). Specifically, in the reference datasets, single-read families (family size=1)
and larger clusters (family size > 3) were predominant, whereas the simulated dataset was dominated by families
with sizes exceeding three. Since at least two reads per read family were required to construct a consensus
sequence, families comprising fewer than two reads were discarded during processing, thereby contributing to

UMISs before
Datasets Tools clustering UMIs after clustering | UMI utilization (%) ® | Read family® | TP | FP
AmpUMI 834,817 834,817 100 12,978 8 574
Calib 834,817 834,817 100 12,977 100 0
CD-HIT 834,817 834,817 100 12,687 96 | 3,999
Simulated data Du Novo 834,817 834,817 100 12,978 100 0
Rainbow 834,817 826,482 99 15,674 99 | 1,793
Starcode 834,817 834,817 100 13,058 100 2
UMICollapse 834,817 834,817 100 13,667 100 | 10,122
UMI-Tools 834,817 834,817 100 13,243 100 134
AmpUMI 11,333,980 11,333,980 100 1,356,821 336 | 2,100
Calib 11,333,980 11,333,980 100 974,269 336 | 1,937
CD-HIT 11,333,980 11,333,980 100 206,909 334 | 10,955
Reference data Du Novo 11,333,980 11,333,980 100 931,190 336 | 1,981
Rainbow 11,333,980 10,818,614 95.39 1,046,036 336 | 3,095
Starcode 11,333,980 11,333,980 100 984,959 336 | 2,045
UMICollapse | 11,333,980 11,333,980 100 1,603,119 338 | 4,826
UMI-Tools 11,333,980 11,333,980 100 1,005,548 336 | 2,064
AmpUMI 16,473,938 16,473,938 100 1,645,001 24 | 1,594
Calib 16,473,938 16,473,938 100 1,278,196 27 | 1,197
CD-HIT 16,473,938 16,473,938 100 287,920 16 | 13,788
Sample data Du Novo 16,473,938 16,473,938 100 928,475 21 | 6,158
Rainbow 16,473,938 15,259,502 92.62 1,354,234 26 | 2,418
Starcode 16,473,938 16,473,938 100 1,310,096 27 | 1,580
UMICollapse | 16,473,938 16,279,189 98.82 2,497,634 27 | 14,705
UMI-Tools 16,473,938 16,279,189 98.82 1,319,567 27 | 1,442

Table 2. UMI utilization and read family distribution for the eight UMI clustering tools on the simulated,
reference, and sample datasets, respectively. Note. The lowest counts of UMI utilization and read families are
highlighted in bold and grey. * UMI utilization is calculated as the number of UMIs after clustering divided by
the initial number of UMIs. ® The total number of read families for each tool.
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Fig. 1. Effects of the eight clustering tools. (A) Distribution of family sizes in different UMI clustering tools
in the simulated data, standard data (N0015), and sample data (M0253). (B) The sensitivities of the eight
clustering tools at various VAF levels and sequencing depths. Note that AmpUMI exhibited markedly inferior
performance and has been omitted from the plot for clarity.
substantial data loss. Finally, SINVICT (v1.0), a variant caller specifically designed for low-frequency variant
calling, was employed to call variants and its performance was evaluated based on true-positive (TP) and false-
positive (FP) rates. While clustering tools exert little effect on the number of TPs, their configuration markedly
affects the incidence of FPs, as evidenced by substantial inter-tool variability.
Performance of UMI clustering tools varies with VAF and sequencing depth in simulated
datasets
UMI-based sequencing strategies typically employ redundant sequencing to generate multiple reads originating
from the same DNA molecule, which are subsequently grouped by identical UMIs to form molecular read
families. Strand-specific consensus sequences are generated independently for each read family and subsequently
compared between complementary strands. This duplex consensus principle enables confident discrimination
of true variants from sequencing and PCR artifacts, as complementary errors are statistically unlikely to occur
at identical positions across both DNA strands!”**. The performance of UMI clustering tools was systematically
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evaluated utilizing the simulated datasets spanning a broad range of VAFs (10%, 5%, 1%, 0.5%, 0.25%, 0.1%,
0.05%, and 0.025%) and sequencing depths (1000X, 5000X, 10,000X, 15,000X, 20,000X, and 25,000X) (Fig.
1B). At higher VAFs (= 1%), sequencing depth exerts negligible influence on clustering performance and
variant detection accuracy. However, as VAFs decrease from 1% to 0.05%, a pronounced decline in sensitivity
is observed, particularly under lower sequencing depths, reflecting the increasing challenge of distinguishing
true low-frequency variants from background noise. Overall, the sensitivities of all clustering tools—except
AmpUMI—are influenced by both the VAFs and the sequencing depths, with lower-frequency variants requiring
greater coverage for reliable identification.

Additionally, the precision of each tool across varying VAFs and sequencing depths is presented in Fig. 2.
AmpUMI, CD-HIT, and UMICollapse consistently exhibit low precision across all sequencing depths, whereas
the precision of others shows considerable variation with decreasing VAFs. Specifically, as the VAFs drop, the
precision of all clustering tools—except AmpUMI, CD-HIT, and UMICollapse—becomes more dependent on
sequencing depths. Finally, the F1 scores of each tool across varying VAFs and sequencing depths are illustrated
in Fig. 3. Consistent with precision trends, AmpUMI, CD-HIT, and UMICollapse maintain low F1 scoresacross
all depths, whereas other tools exhibit depth-dependent fluctuations as VAF decreased, indicating concordance
between declines in precision and overall detection performance.

Performance of UMI clustering tools in variant calling utilizing a reference dataset

We next systematically evaluated the performance of eight UMI clustering tools for low-frequency variant calling
using reference dataset N0015. optimize computational efficiency and memory usage, the analysis was restricted
to chromosome 1, which harbors 338 annotated variants. SINVICT—an established variant caller designed
for low-frequency variant calling—was applied to consensus reads generated by each clustering tool, utilizing
platform error rate parameters of 0.01, 0.001, and 0.0001, respectively. SINVICT employs a Poisson distribution
to call variants based on expected platform-specific sequencing error rates**. For comparison, SINVICT was also
applied to the original unclustered reads as a baseline. As illustrated in Fig. 4A, when the sequencing error rate
decreased from 0.01 to 0.0001, the number of verified or reported variants identified—either with or without
UMI clustering—revealed no appreciable variation across error-rate settings. However, the number of FPs
identified by UMI clustering tools is lower than in unclustered data, suggesting that UMI-based clustering has
substantial potential to suppress false-positive calls. Among the eight clustering tools, Calib exhibits superior
performance, achieving a high number of verified variants without a proportional increase in FPs. Conversely,
CD-HIT performed suboptimally, yielding the fewest verified variants and the highest number of FPs.
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Fig. 2. The precision of eight clustering tools at various VAF levels and sequencing depths.
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Fig. 3. F1 scores of the eight clustering tools at various VAF levels and sequencing depths.
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Fig. 4. Variant calls using different clustering tools on various datasets at different sequencing error ratios
(0.01, 0.001, and 0.0001). The X-axis is presented on a logarithmic scale, representing the number of calls. (A)
Reference dataset N0015, which contains 338 known variants. (B) Sample dataset M0253, which contains 37

known variants.
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Performance of UMI clustering tools in low-frequency variant calling utilizing sample data

To further evaluate the performance of eight UMI clustering tools in low-frequency variant calling employing
empirical sample data, we utilized the M0253 dataset, which contains 37 verified or reported variants with a VAF
of approximately 0.5%. Each tool was first employed to perform UMI clustering, followed by variant calling using
SiNVICT (v1.0) under sequencing error rates of 0.01, 0.001, and 0.0001, respectively. Results are summarized in
Fig. 4B. As the sequencing error rate decreases from 0.01 to 0.0001, most clustering tools—except CD-HIT and
Du Novo—identifies a greater number of true variants compared to the unclustered control. Concurrently, their
false-positive counts are consistently lower than those obtained without clustering. These findings demonstrate
that, apart from CD-HIT and Du Novo, most clustering tools effectively suppress FPs during variant calling
(Fig. 4B). Among the eight clustering tools, CD-HIT and UMICollapse detect the highest numbers of TPs but
also exhibit the highest and second-highest FP counts, at an error rate of 0.01. In contrast, Calib, UMI-Tools, Du
Novo, Starcode, AmpUM]I, and Rainbow report four verified or reported variants while maintaining reduced FP
levels. At a sequencing error rate of 0.001, UMICollapse producsthe largest number of TPs but also the highest
FP rate, whereas CD-HIT yields the fewest verified variants yet exhibits the second-highest FP count. This
disparity became even more pronounced at an expected error rate of 0.0001. At the lowest error rate (0.0001),
Du Novo, Rainbow, AmpUMI, Starcode, and UMI-Tools successfully recover over 21 verified variants while
maintaining moderate FPs. In contrast, Calib identifies 28 verified variants with the fewest FPs, highlighting its
superior accuracy and efficiency for low-frequency variant detection.

Computational efficiency
We conducted a systematic benchmarking analysis of eight UMI clustering tools to assess their computational
performance in terms of runtime and memory utilization (Table 3). Each tool was executed on three
representative datasets: a simulated dataset (10,000X coverage, 10% VAF), a reference dataset, and a sample
dataset. The minimum execution times and memory consumption for each dataset are denoted in bold and
shaded in light gray in Table 3.

For small-scale datasets (simulated dataset), Calib exhibits the shortest runtime, whereas UMI-tools is the
slowest. Calib also demonstrates the lowest memory footprint, while UMICollapse and UMI-tools exhibit the
highest memory consumption. For large-scale datasets (reference and sample datasets), AmpUMI, Rainbow, and
Starcode exhibit the shortest execution times, whereas CD-HIT is the slowest. Rainbow and Calib demonstrate
superior memory efficiency, whereas UMICollapse requires the largest memory consumption. The elevated
memory consumption observed in UMICollapse and UMI-tools likely stems from the inclusion of an alignment
step during execution. Overall, AmpUMI exhibits robust performance in execution time across all dataset scales.
Rainbow exhibits commendable performance in both execution time and memory utilization for both small

Datasets Tools Time (min) - mean (SD) | Memory (GB) | Default parameters
AmpUMI 0.12 (+0.01) 0.24 --min_umi_to_keep 0
Calib 0.06 (£ 0.005) 0.07 e2-k4-m7-t3
CD-HIT 1.45 (+0.10) 0.32 - 0.90

Simulated data (1.8 M reads) DuNovo 062 (+0.08) 009 a1
Rainbow 0.11 (+£0.02) 0.07 -m 4
Starcode 0.14 (£0.03) 0.25 0:50:3:3
UMICollapse 1.58 (+0.12) 18.36 -k1-p0.5
UMI-Tools 1.64 (+0.11) 18.36 --edit-distance-threshold 1
AmpUMI 1.49 (+£0.15) 2.59 --min_umi_to_keep 0
Calib 10.20 (+£1.20) 1.21 -e2-k4-m7-t3
CD-HIT 231.51 (+5.30) 4.14 -c0.90
Du Novo 37.64 (£2.90) 6.21 -d1

Reference data (11.3 M reads)
Rainbow 2.59 (+0.30) 0.99 -m 4
Starcode 2.08 (£0.25) 4.10 0:50:3:3
UMICollapse | 44.93 (+2.40) 28.13 -k1-p0.5
UMI-Tools 43.93 (+1.50) 27.86 --edit-distance-threshold 1
AmpUMI 2.29 (+0.20) 3.95 --min_umi_to_keep 0
Calib 13.94 (£1.50) 1.79 -e2-k4-m7-t3
CD-HIT 124.52 (+8.10) 6.12 -c0.90

Simple data (16.4 M reads) DuNovo 1263 (£1.10) 091 1
Rainbow 3.55 (+0.40) 1.52 -m4
Starcode 3.21(+0.35) 6.21 0:50:3:3
UMICollapse | 66.60 (+3.80) 25.20 -k1-p0.5
UMI-Tools 67.36 (£2.30) 24.86 --edit-distance-threshold 1

Table 3. The runtimes (mean +SD of three independent runs) and the memory usage of the eight UMI
clustering tools on the simulated, reference, and sample data, respectively.
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and large datasets. Calib demonstrates exceptional efficiency in execution time and memory usage, particularly
excelling on small datasets. Considering the trade-off between execution time and memory consumption across
datasets of varying scales, Calib represents the most balanced and computationally efficient solution.

Discussion

The detection of low-frequency DNA variants (below 1%) has become increasingly critical in biomedical
research and clinical diagnostics. However, conventional NGS platforms remain limited by intrinsic error rates,
which obscure authentic low-frequency mutations®. A robust error-correction strategy employs UMIs to label
and trace individual template molecules'”. The UMI-based strategy involves an initial clustering step that groups
reads derived from the same template molecule according to their UMIs. However, UMIs may collide and are
prone to PCR or sequencing-induced errors, thus leading to the misestimation of variants?®. To address these
issues, diverse algorithmic frameworks for UMI clustering have been developed, including AmpUMI, Calib,
CD-HIT, Du Novo, Rainbow, Starcode, UMI-Tools, and UMICollapse. Some tools that rely on mapping the
reads to a reference genome are computationally intensive. In contrast, alignment-free approaches that cluster
reads solely based on UMIs or full read sequences may lead to the underrepresentation, loss, or inaccurate
quantification of variants. Notably, despite their essential role in low-frequency variant detection, there has been
no comprehensive assessment of UMI clustering tools to date.

In this study, we systematically benchmarked eight UMI clustering frameworks—six alignment-free
(AmpUMI, Calib, CD-HIT, Du Novo, Rainbow, and Starcode) and two alignment-based (UMI-tools and
UMICollapse)—to comprehensively evaluate their computational and analytical performance. We quantitatively
compared clustering efficiency, low-frequency variant calling, execution time, and memory consumption across
simulated, reference, and sample data. Marked variation in read family size distribution is observed among
datasets. Both the reference and sample datasets exhibit a predominance of singleton read families (family size
= 1), whereas the simulated dataset contained comparatively fewer singleton families. The elevated proportion
of singleton read families in the reference and sample data is likely attributable to sequencing or PCR errors
occurred in the UMI sequences?’.

All tools except Rainbow demonstrated comparable UMI utilization efficiency. The reduced UMI utilization
observed in Rainbow is likely attributed to the -e (exact-matching threshold) parameter in Rainbow’s clustering
module, which controls the stringency of UMI matching during the clustering process®. In addition, CD-
HIT exhibits suboptimal performance across all three datasets, showing both reduced clustering efficiency
and compromised variant detection accuracy. This limitation likely stems from its fixed 90% sequence identity
threshold, which can erroneously merge distinct read families and distort consensus construction. Because
consensus generation requires at least two reads per family, singleton families inherently preclude consensus
formation, leading to marked data loss. UMI-Tools and Starcode exhibit the highest data loss primarily due to
the stringent filtering of read families containing fewer than two members during clustering.

Across simulated datasets spanning multiple variant allele frequencies (VAFs) and sequencing depths,
AmpUMI exhibits suboptimal clustering and variant detection performance (Figs. 1, 2 and 3; Tables S3-S8).
This discrepancy is likely attributable to the simulated dataset generated by UMI-GEN being incompatible
with AmpUMI. When evaluated on reference and sample data, we further observed that as the sequencing
error rate decreased from 0.01 to 0.0001, analyses performed without UMI clustering yield substantially higher
FP variant calls compared with those incorporating clustering (Fig. 4A and B). This likely reflects the ability
of UMI clustering to suppress sequencing and PCR-induced errors, thereby improving the accuracy of low-
frequency variant detection!’. Furthermore, compared with the simulated dataset at 0.5% VAF, the sample
dataset demonstrates a pronounced reduction in variant detection sensitivity. This decrease likely results from
the exclusion of singleton read families during filtering, potentially leading to the loss of reads containing critical
mutation information.

Among the eight UMI clustering tools, CD-HIT exhibits the fewest TPs and a relatively elevated level of
FPs across various sequencing error rates. This may be partly explained by CD-HIT’s reliance on a fixed global
sequence identity threshold of 90%. Conversely, Calib exhibits superior clustering performance, achieving a
consistently higher TP rate while maintaining the lowest FP rate across all sequencing error levels (Fig. 4). This
superior performance is likely attributable to Calib’s graph-based framework, which integrates both UMI and
read-level sequence similarity during clustering, thereby enhancing molecular family reconstruction accuracy
and overall robustness?*. The computational runtime and memory utilization are largely influenced by whether a
given tool requires reference-based alignment, as this step substantially increases both processing complexity and
data handling overhead. The two alignment-based tools, UMI-Tools and UMICollapse, exhibit markedly lower
computational efficiency than alignment-free frameworks in both runtime and memory consumption, primarily
owing to the additional computational burden introduced by sequence alignment (Table 3). Specifically, in the
smallest dataset (a simulated dataset), Calib demonstrates superior performance over all other clustering tools
in both execution time and memory consumption (Table 3) since Calib applies locality-sensitive hashing and
MinHashing techniques to construct similarity graphs, making it faster and accurate?’. Conversely, CD-HIT
exhibits relatively prolonged runtime on the simulated dataset, primarily attributable to the iterative nature of
its greedy incremental clustering algorithm, which incurs substantial computational overhead?®. Moreover, both
Rainbow and Calib demonstrate both Rainbow and Calib exhibit consistently high computational efficiency and
favorable memory usage across datasets of varying scales. However, Rainbow is less effective in UMI clustering.
When considering the integrated metrics of runtime, memory utilization, and clustering accuracy, Calib
represents the most computationally efficient and balanced framework among the evaluated tools.
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Data Read length (bp) | VAF (%) | Coverage Mean read pairs per UMI (bp) | No. of Variant | Data content
110 10 5,000X-25,000X | 12 100 Targeted sequencing data
110 5 5,000X-25,000X | 12 100 Targeted sequencing data
110 1 5,000X-25,000X | 12 100 Targeted sequencing data
Simulated data 110 0.5 5,000X-25,000X | 12 100 Targeted sequencing data
110 0.25 5,000X-25,000X | 12 100 Targeted sequencing data
110 0.1 5,000X-25,000X | 12 100 Targeted sequencing data
110 0.05 5,000X-25,000X | 12 100 Targeted sequencing data
110 0.025 5,000X-25,000X | 12 100 Targeted sequencing data
Reference data (N0015) | 150 5 / 12 338 Targeted sequencing data
Sample data (M0253) 150 bp 0.5 / 12 37 Targeted sequencing data

Table 4. The simulated and real sequencing datasets used in this study.

Conclusions

We conducted a comprehensive benchmarking of eight UMI clustering tools across simulated, reference, and
sample datasets, evaluating their performance in UMI clustering efficiency, variant calling efficiency, execution
time, and memory consumption. Our findings reveal that UMI utilization and read family counts are strongly
influenced by the choice of clustering tool, while data loss is also associated with the specific algorithm employed.
For all clustering tools except AmpUMI, sensitivity was positively associated with both VAF and sequencing
depth, underscoring the necessity of deeper sequencing to ensure reliable detection of ultra-rare variants.
Furthermore, precision and F1 metrics for all tools—except AmpUMI, CD-HIT, and UMICollapse—exhibit
parallel dependence on both VAF and sequencing depth. All evaluated UMI clustering tools substantially reduced
FP counts, highlighting the effectiveness of UMI-based consensus clustering in error suppression. In terms of
computational efficiency, alignment-based tools incur substantially higher runtime and memory overhead than
alignment-free approaches. Notably, Calib demonstrates consistently superior overall performance when all
evaluation matrices are considered simultaneously. Accordingly, Calib is reccommended as a robust and efficient
tool for UMI clustering in low-frequency variant detection workflows. Collectively, these findings offer critical
benchmarks and methodological insights for enhancing low-frequency variant detection and guiding the future
development of UMI clustering algorithms.

Materials and methods

Datasets

To conduct a comprehensive evaluation of the UMI clustering tools, we employed both simulated sequencing
data and real sequencing data (Table 4). Simulated datasets containing predefined variants serving as truth sets
were generated, and two real datasets representing distinct sequencing data types were included for validation.
The real datasets comprised a reference dataset (N0015) and a clinical sample dataset (M0253). The details of the
datasets are described in Table 4.

Simulated data

We used UMI-Gen® to generate paired-end reads with UMI tags. UMI-Gen applied multiple real biological
samples to estimate the background error rate and base quality scores at each position, and it then introduced
real variants into the final reads. UMI-Gen converts the variant probabilities specified in the variant file into
variant frequencies. Subsequently, it calculates the minimum initial number of DNA fragments necessary to
incorporate true variants, corresponding to the number of reads containing these variants. UMI-Gen takes three
main input parameters: a list of control samples with sequencing alignments stored in sequence alignment/map
(SAM) or binary alignment/map (BAM) format, a browser extensible data (BED) file with coordinates of the
targeted genomic regions, and a reference genome in FASTA format containing BWA index files. Three control
BAM files and a BED file listing the selected regions (Table S1), as described in the original study, were used to
estimate background error rates and define the targeted sequencing panel. The Genome Reference Consortium
Human Build 37 (GRCh37) was applied as the reference genome and downloaded from UCSC Genome Browser
(https://hgdownload.soe.ucsc.edu/goldenPath/hg19/bigZips/latest/hgl9.fa.gz). A total of 100known variants
with VAFs of 10%, 5%, 1%, 0.5%, 0.25%, 0.1%, 0.05%, and 0.025% were randomly introduced into the simulated
reads (Table S2). Additionally, for each VAE, multiple sequencing depths (1000X, 5000X, 10000X, 15000X,
20000X, and 25000X) were simulated to assess the performance of clustering tools under various sequencing
depths and VAFs. In total, 48 simulated datasets with different sequencing depths and VAF levels were generated.
Each simulated paired-end dataset contained a random 12-bp UMI sequence and an average read length of
110 bp. The resulting R1 and R2 FASTQ files included UMI tags attached to the end of the read name (e.g., @
read_name_UMI).

Reference data

The reference data N0015% from Chang Xu et al. was obtained from the NCBI Sequence Read Archive (SRA)
repository under accession number SRX1742693. The NO0015 dataset contained high-confidence variants
released by the Genome in a Bottle (GIAB, v3.3.2), with a VAF of approximately 5% at a sequencing depth of
4,825X. This dataset was generated by sequencing a mixture of 10% NA12878 DNA and 90% NA24385 DNA
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on an Illumina NextSeq 500. Due to the large size of this dataset, we restricted our analysis to chromosome 1,
encompassing 338 annotated single-nucleotide variants (SNVs), to ensure computational efficiency.

Sample data

Data M0253% in the study of Chang Xu et al. were downloaded from the NCBI SRA repository under accession
number SRR6794144. M0253 was prepared by mixing Horizon Dx’s Tru-Q 7 reference standard (verified 1.3%-
tier variants) with Tru-Q 0 231 (wild-type) at a ratio of 1:1 to simulate 0.5% variants at a sequencing depth
of 4,980X. The Horizon sample was sequenced with the QIAseq Human Actionable Solid Tumor 232 Panel
(QIAGEN; cat. no.r DHS-101Z7)%.

Data pre-processing

Prior to clustering, simulated data underwent quality control and adapter trimming utilizing FASTP (v0.23.4)
to filter out low-quality reads and remove adapter contamination. Simultaneously, UMIs were extracted from
the read names and appended to the corresponding read sequences. For the N0015 and M0253 datasets,
preprocessing involved adapter trimming with ReadTrimmer (v1.0), quality control employing FASTP (v0.23.4),
and UMI extraction from read names followed by integration into the read sequences.

UMI clustering

UMI clustering was conducted employing eight tools, comprising two reference alignment-based tools
(UMICollapse and UMI-Tools) and six alignment-free tools (AmpUMI, Calib, CD-HIT, Du-Novo, Starcode, and
Rainbow) across simulated, reference and sample datasets to ensure comprehensive performance evaluation. All
tools were executed with their default parameter settings to ensure comparability and to avoid biases introduced
by manual parameter tuning. Following clustering, the tools produced output files in diverse data formats. Some
tools (AmpUMI and UMICollapse) directly generated consensus sequences during clustering, while others
(including Calib, CD-HIT, Du Novo, Rainbow, Starcode, and UMI-Tools) produced both cluster information
and consensus sequences. To ensure consistency across tools, only cluster information was extracted for
subsequent analysis. Additionally, the calib_cons module was employed to generate single-strand consensus
sequences (SSCSs), as it enables SSCS construction based on both cluster information and read indices.

Variant calling

Since the output files generated by each UMI clustering tool were in different file formats, they were standardized
prior to consensus sequence generation. An in-house Python script was applied to convert the clustering output
files into a unified CLUSTER format for downstream processing. The error-correction module Calib (Calib_
cons v0.3.7) was executed on each cluster to generate duplex consensus sequences (DCSs)?. The DCS files
were then aligned to the Genome Reference Consortium Human Build 37 (GRCh37) with BWA mem?2 (v2.2.1).
Alignment flags were then filtered using SAMtools (v1.17) to remove unmapped reads, unmapped mates,
secondary alignments, and supplementary alignments, retaining only properly mapped read pairs. BWA-MEM2
(v2.2.1) was selected because variant calling results are largely independent of the specific aligner utilized during
somatic variant analysis®®. Ultimately, variant calling was conducted using SiNVICT (v1.0). For comparison,
SINVICT was also applied directly to the raw reads without UMI clustering or error correction to evaluate the
impact of these preprocessing steps>*.

Performance evaluation

The performance of each clustering tool on the simulated datasets was evaluated based on the calculation of
sensitivity, precision, and F1 score, which collectively measure accuracy in low-frequency variant detection.
Sensitivity, precision, and the F1 score were calculated as follows:

e s, TP
Sensitivity = 7p1 (1)
ci o __ TP
Precision = TPLFP )
F1 score = 2X sensitivity X precision (3)

sensitivity+precision

Here, a TP was defined as a variant existing in the ground-truth dataset and correctly identified by the analysis
pipeline. An FP was referred to a variant absent from the ground-truth dataset but incorrectly identified, whereas
a false negative (FN) represented a variant present in the ground-truth dataset but missed by the pipeline.

All computational experiments were performed on a dedicated high-performance server running Ubuntu
22.04, equipped with an Intel Xeon Platinum 8375 C CPU operating at a base clock of 2.90 GHz (32 physical
cores), 256 GB of RAM, and 12 TB of local storage. Hyper-Threading was disabled to maintain a one-to-one
mapping between physical and virtual cores, ensuring computational reproducibility.

Data availability
The data that support the findings of this study are available from the Sequence Read Archive (SRA). The N0015
and M0253 datasets are under accession numbers SRR3493407 and SRX4395159, respectively.
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