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Advanced additive manufacturing capabilities have enabled a transformational ability to create
sophisticated cellular structures using diverse materials. By altering the topology of the unit cell,

the mechanical behavior, such as the stress-strain response during compression, can be modulated.
Nevertheless, identifying a printable topology within an enormous design space that would precisely
deliver the targeted nonlinear material response is challenging. We propose a data-driven generative
framework based on a conditional variational autoencoder (cVAE) architecture that can inverse design
the cellular structure based on the intended nonlinear stress-strain response. Trained on a dataset

of structure-property pairs, the cVAE learns a compact and expressive latent space that enables
efficient mapping from targets to feasible geometries. Two inference modes are explored: (1) decoder-
only generation, which enables the exploration of diverse designs conditioned solely on the desired
mechanical response, and (2) encoder-decoder generation, which further allows for the incorporation
of desired topologies, ensuring the generated structure conforms to both mechanical properties and
to desired-topology constraints. The results demonstrate that the model can generate structurally
plausible and mechanically accurate designs, with the predicted stress-strain curves closely matching
the targets. Even under joint conditioning, the model effectively balances geometric fidelity and
functional performance.

Keywords Cellular structures, Architectured materials, Cellular automata, Conditional variational
autoencoder, Inverse design

The emergence of advanced additive manufacturing technologies has enabled the 3D printing of complex cellular
structures using a wide range of materials, including polymers!, metals?, and ceramics’. Cellular structures (or
materials) are often used for light-weighing and impact attenuation in the automotive, defense, and aerospace
industries°. These cellular structures typically consist of a periodic arrangement of millimeter-scale building
block called a cell, which has substructures that locally experience complex deformation mechanisms such
as bending, buckling, and shearing during global compression. With an ability to tailor the topology, these
structures can potentially exhibit a combination of energy absorption capability and stiffness-to-weight ratio
unrealizable by the bulk material counterpart’~.

The mechanical behavior (e.g., the stress-strain response) of the cellular structures can be effectively
predicted through numerical simulation at the mesoscale, i.e. resolving the individual strut and the pore spaces,
using non-linear finite element (FE) analysis!®~!3. However, addressing the inverse problem, i.e., identifying
the topology for a desired mechanical stress-strain response, poses a significant computational challenge.
Traditional approaches to inverse design, such as topology optimization'*!5, parametric sweeps'é, and heuristic-
based algorithms!”, have been studied extensively; however, they predominantly focus on the linear properties
such as Young’s modulus and Poisson’s ratio. The adoption of these methods to nonlinear stress-strain response
is either analytically and computationally challenging because these methods suffer from high computational
costs and limited scalability.

In recent years, data-driven models and deep generative frameworks have emerged as a powerful alternative,
offering the ability to learn complex structure-property relationships, enabling rapid realization of the candidate
designs'®!®. Generative AT models have shown immense potential in solving inverse design problems across
a variety of domains, including image synthesis?*?!, material science?>?’, drug discovery?, and structural
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designs?®. Among these, variational autoencoders (VAEs)?, Generative Adversarial Networks (GANs)?, and
Denoising Diffusion Probabilistic Models (DDPMs)?® have been widely used. These models learn to map complex,
high-dimensional design spaces to lower-dimensional latent representations, from which new, plausible data
samples—such as mesostructural topologies—can be generated. When extended to conditional variants?®-!, these
models allow for the targeted generation of outputs based on specified conditions such as mechanical properties
or topology, making them highly relevant for performance-driven materials design. In the context of cellular or
architected materials, several recent works have demonstrated the use of generative models for inverse design
of metamaterials. Comprehensive reviews by Lee et al.>? and Zheng et al.** provide an overview of this growing
field. Some notable contributions include VAE** and GAN?*¢-3, DDPM-based models****° for inverse design
of architected materials. These studies demonstrate the growing maturity of generative Al-based inverse design
models, especially for 2D or 3D structures.

In this study, we implemented a cVAE model as the generative tool to inverse design the cellular 2D
mesostructures from nonlinear stress-strain curves. While we acknowledge the effectiveness of ML models in
previous studies, our approach offers several complementary and novel features that distinguish it from models
in the existing literature. First, our training dataset comprises over several thousand diverse cellular structures
generated using a cellular automata-based process, which produces a wider variety and more intricate set of
topologies than conventional strut- or lattice-based approaches!®!%3>3%41 These structures exhibit complex pore
arrangements, curved walls, and variable connectivity, thereby enriching the design space and enabling the
model to learn a more expressive mapping between geometry and mechanical behavior. Second, unlike most
existing studies that condition generative models on a limited set of scalar properties such as Young’s modulus,
Poisson’s ratio, or stiffness tensors>*3742, our framework performs inverse design based on the entire nonlinear
stress—strain curve. This functional conditioning enables the generation of structures that not only satisfy elastic
performance but also capture complex deformation characteristics such as yielding, buckling and densification
commonly encountered in real-world applications. Third, we explored two inference capabilities: generating
structures based solely on the stress—strain curves, and generating mesostructures based on both a desired shape
and a target stress—strain curve. In the first mode, the model samples mesostructures conditioned solely on the
mechanical response, allowing for rapid generation of multiple topologically diverse mesostructures that exhibit
similar nonlinear behavior. In the second mode, the model incorporated both the target mechanical response
and a reference mesostructure. This enabled morphologically biased inverse design, wherein the generated
mesostructures not only matched the desired stress—strain behavior but also retained key geometric features of
the reference mesostructure, which was often overlooked in the prior studies.

Methods

To train the AI model, we first generated numerous unit-cell topologies using a method based on cellular
automata. This method uses a random seed as input and generates structurally viable unit cells while adhering to
any other user-provided constraints, such as material symmetry. A detailed explanation of the methodology to
create unit cells of cellular structure can be found in our previous paper?’. Here, we summarize the workflow for
generating a database of mesostructures and the corresponding stress-strain for training the AI model (Fig. 1).

Material design
A total of 60,000 mesostructures were generated, each with a unit cell size of 5 mm x 5 mm (50 x 50 pixel grid),
using Grasshopper (a plugin for Rhinoceros 7)*. Each pixel within the grid has a value of 1 or 0 corresponding
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Fig. 1. (a) Topologies of the unit cell structures generated using cellular automata. A total of 60,000
mesostructures were generated. (b) Finite element (FE) simulation of the generated cellular mesostructures
under uniaxial compression. (c) Nominal stress-strain plots extracted from the FE simulation. (d) Principal
component analysis (PCA) was applied to the stress-strain data, enabling reduction of dimensionality to 20
principal components.
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to the presence or absence of the material. Grasshopper was used to 43 convert this binary, pixelated information
representing a mesostructure’s unit cell to arrive at a mesh, consisting of nodes and elements for the FE simulation.
The mesh utilized an element size of 0.1 mm. This mesh size was chosen based on the mesh convergence study
detailed in Supplementary S1.

FE simulation

These generated structures were subjected to uniaxial compression simulations to acquire the stress-strain
response. The simulations were performed using Abaqus/Explicit (version 2020)*, solving the elastodynamic
governing differential equation. A previously calibrated hyperelastic and viscoelastic material properties for
Elastic 50A from Formlabs'?** was used. For hyperelasticity, we chose Mooney-Rivlin model*®*’ for which the
strain energy potential (U) is given by:

Uzclo(f1 _3)+001(f2_3)+DL1(J_1)2 (1)

where C19, Co1 and D are material constants, /1 and 5 are the first and the second invariants of the deviatoric
component of the left Cauchy-Green deformation tensor, and J is the Jacobian of the deformation gradient tensor
(second order). The values of material constants obtained from the calibration process were C1o = 139019.19
Pa and Co; = 345441.15 Pa at room temperature'?. We assigned a Poisson’s ratio of 0.48, and consequently
Dy =837 x107°1/Pa 2,

For viscoelasticity, we chose a two-term Prony series'>**. The time-dependent normalized shear modulus in
the form of Prony series (gr) is:

2
grt)=1-> g(1—e ™) 2
=1

Here, g; and 7; are normalized shear modulus and relaxation time for it term in the series. The calibrated
parameters are g1 = 3.19 x 1072, 71 = 20.4s, go = 3.8 x 1072, and 7» = 3879.2 s'2

The unit cell was placed between two rigid platens, as shown in Fig. 1(b). Plane strain conditions were
assumed along the out-of-plane axis, with periodic boundary conditions (PBC) applied to the lateral walls to
constrain the in-plane motion*®. Displacements of the bottom platen were fixed in all degrees of freedom while
a constant velocity of va = —0.02 m/s (strain rate = 4 s~ ") was applied to the top platen, which was allowed to
displace to a final nominal strain of 50%. Frictional sliding was applied to all the nodes in contact with the top
and the bottom platens. We used the ‘general contact’ algorithm®® that handles the self-contacts between walls
of the cellular material and the contacts of the cellular material with the platens. The default ‘hard” contact with
the pressure overclosure relationship was used to define the normal behavior, and ‘penalty’ friction formulation
with a friction coefficient of 0.75!2 was used to define the tangential contact behavior between two surfaces. We
restricted our simulation to the quasi-static strain rate regime wherein the inertial effect can be ignored. At the
selected strain rate, the kinetic energy was less than 1% of the internal energy*’, confirming the validity of the
quasi-static approximation. The workflow, including mesostructure geometry creation, mesh generation, and
the definition of constitutive material models and boundary conditions, was scripted in Grasshopper**, enabling
high-throughput simulation of all 60,000 mesostructures.

The nominal stress was calculated from the total reaction force on the top platen at individual time points.
Stresses at every 0.5% strain increment were extracted from the simulation, resulting in a 1D array of stress values
with 100 data points. The nominal stress-strain data from the finite element simulations for all the mesostructures
were reduced in dimensionality using the principal component analysis (PCA). PCA is a multivariate statistical
method that identifies and extracts essential features for a lower dimensional representation. PCA attempts to
retain the largest variation in the original data and is expressed in terms of uncorrelated variables called principal
components*®*. In this study, only the first 20 principal components were chosen, so the dimensionality was
reduced from 100 to 20 principal components to give a compact representation of the data while minimizing
the variance loss. Consequently, the generative Al architecture was aimed at generating the topology of the
cellular structure from the principal components. The following subsection provides a detailed explanation of
the generative AI architecture, including its training process and application in inverse designing structures
from the principal components of the stress-strain data.

Conditional variational autoencoder (cVAE)

We implemented a conditional variational autoencoder (cVAE)?, which extends the standard VAE framework
by incorporating conditional information to guide the encoder to obtain the latent space representation and the
decoder to generate the reconstructed image from the latent space. The schematic of the cVAE architecture used
for inverse-design is shown in Fig. 2. The cVAE contains the probabilistic encoder and the probabilistic decoder.
The inputs to the encoder are the 5050 pixel images of the structures (X) and the corresponding 20x 1 array
representing the PCA obtained from the stress-strain data (referred to as the condition, Y). The image input (X)
passes through a series of convolution blocks consisting of convolution and pooling layers that extract features
from the image while reducing the spatial information. For each convolution block, the sequence of operations
was Conv2D-BN-Dropout-Conv2D-BN-Dropout, wherein the Conv2D is a 2D convolution layer with (3,3)
kernel, ReLU activation, and same padding, BN is the batch normalization layer, and Dropout is the dropout
layer with rate 0.1. The BN and Dropout layers were added to reduce overfitting®®>!. A total of four hierarchical
stages of convolution blocks were implemented with increasing filter size (32,64,96,128), each followed by an
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Fig. 2. Schematic of the conditional variational autoencoder (cVAE) architecture used in this work. The binary
representation of the topologies (X) and the PCAs (Y) of the cellular structures serve as inputs to the encoder,
which learns a latent distribution z. During training, the decoder combines the latent variables with the
conditional inputs (Y) to reconstruct the unit cell topologies.

average pooling layer with a pool size of (2,2) to reduce the spatial resolution. A middle block with 256 filters
was then applied to the final pooled feature maps, using a combination of 3x3 and 1x1 convolutions. Instead
of flattening the spatial output directly, a global average pooling layer was used to reduce the spatial dimensions,
resulting in a compact feature vector that summarizes the spatial information.

To integrate the conditional information (Y), the compact feature vector was batch-normalized and
concatenated with the conditional information. This combined representation was passed through a dense
layer to learn an intermediate feature embedding. Finally, two separate dense layers were used to produce
the parameters of the latent Gaussian distribution: the mean (1) and the log of variance (62), each having
20 dimensions. A stochastic latent vector, z, was sampled from this distribution using the reparametrization
technique®® to ensure end-to-end differentiability. The final encoder model outputs the mean, log-variance, and
sampled latent vector, encapsulating both image content and condition in the latent representation.

The decoder in cVAE aims to reconstruct the input image from the latent representation, while conditioning
the generation process with the condition Y. The decoder takes two inputs: the latent vector zand the condition Y.
These two inputs were concatenated to form a unified feature vector, which was then passed through a dense layer
with 1152 units and ReLU activation. This dense output was reshaped into a spatial tensor of the shape (3,3,128),
serving as the initial feature map for the upsampling pathway. The upsampling process was implemented using
a sequence of transposed convolution layers to gradually reconstruct the spatial dimensions of the image. At
each upsampling stage, the number of filters was progressively decreased (128,96,64,32) in reverse order of the
encoder. For each resolution level, two convolution layers with ReLU activation and same padding were used to
enhance representational capacity. The final layer with shape (50,50,32) is passed through as Conv2D layer with
a single filter and sigmoid activation function, producing the single 5050 pixel reconstructed image (X’).The
sigmoid activation ensures that the output values are constrained to the range [0, 1], appropriate for grayscale
image reconstruction.

After training, the encoder in cVAE learned to map both the input data X and the conditional information
Y to a structured latent space by approximating the posterior distribution ¢4(z|X,Y"), where z represents the
latent variables and ¢ represents neural network weight for the encoder. The decoder learned to reconstruct the
samples based on the learned latent representation and the provided conditions Y by modeling the conditional
likelihood pg (X |z, Y'), where 6 represents neural network weight for the decoder. The training objective can be
formulated as the minimization of the negative conditional evidence lower bound:

min Z [ log(po (X2, Y) + BDrcr (a5 (21X, Y)||p(2))] 3)

The first term represents the negative log likelihood between the reconstructed image and the input image; thus,
minimizing the negative likelihood ensures that the generated samples closely align with the input data X. The
second term is the Kullback-Liebler (KL) divergence® which imposes a penalty for deviations of the learned
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latent distribution from the prior p(z). In our cVAE model, we assume the standard Gaussian distribution N(0, 1)
as a prior i.e p(z) ~ N(0,1) (Equation 4), and use binary cross-entropy loss (L, Eq. 5) as the reconstruction
loss.

20
Dict(as(1X, V)llp(z YD) = 5 3 1+ log(or®) = pu® = o7 @
1
1 t t
Lr==g D D lmn 108(pmn) + (1= ) 10g(1 = pmn)] )

m=1n=1

In the implementation, the KL term was averaged over the latent dimension. For the reconstruction loss in
Equation 5, zpmn € {0, 1} represents the pixel value in the original configuration of the (X); cellular structure,
Dmn represents pixel values in the reconstructed cellular structure (X’);, and ¢t = 50 is the number of pixels in
the horizontal and vertical dimensions.

To allow flexible weighting between the reconstruction and regularization terms, we used a scalar coefficient
B, following the formulation of the 3-VAE framework™. This provides control over the trade-off between
reconstruction fidelity and latent space disentanglement, and prevents posterior collapse, a condition where the
KL divergence terms vanish (D, & 0). In this work, we refrain from using the KL annealing technique** and
instead implemented a constant 3 of 0.1 for which we obtained acceptable reconstruction performance. The total
loss is defined as the combination of the reconstruction loss and the weighted KL divergence. This combined
objective is minimized using the Adam optimizer. The model is trained for a total of 200 epochs with variable
batch sizes, namely 100, 20 and 80 epochs with 32, 64 and 128 batch sizes, respectivelyss. The evolution of the
total loss and the reconstruction loss for the training and validation data are plotted in Fig. 3. The validation
losses closely track the training losses, suggesting good generalization and the absence of significant overfitting.

Results and discussions

In this section, we evaluated the performance of trained cVAE framework in solving the inverse design problem
for architected cellular mesostructures. The central objective was to determine whether the model can reliably
generate structurally plausible topologies that correspond to a target stress-strain response. By leveraging a
learned mapping between mechanical behavior and topology, the cVAE serves as a generative tool capable of
synthesizing mesostructures without the need for computationally expensive iterative optimization. We present
two inference pathways for the cVAE, corresponding to different use cases of the trained model during the
generation and analysis of the cellular topologies.

Decoder-only inference

In the first case (refer to Fig. 4), only the decoder of the trained cVAE is used for inference. Two inputs are fed to
the decoder: (1) a latent vector z, randomly sampled from a multivariate standard Gaussian distribution N(0, 1),
and (2) a condition vector, which is the PCA representation of the desired stress-strain curve. The inset scatter
plot demonstrating the distribution of the first two latent variables z; and 22 obtained for the training datasets
are shown in the figure along with four randomly sampled z values. By varying the sampled z, the decoder can
generate a diverse set of plausible cellular topologies that have the stress-strain response similar to the target
condition. This approach demonstrates the model’s ability to explore the design space and produce multiple
feasible solutions for a single performance specification.
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Fig. 3. The evolution of the training loss and the validation loss during training. (Left) Total loss; (Right)
reconstruction loss-[,..
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Fig. 5. Generated cellular structures for varying values of 21 and 22, with all other latent variables set to zero.
The corresponding stress-strain data of the generated structures are shown, as well. Within the stress-strain
plot, the horizontal axis represents the nominal strain, and the vertical axis represents normalized stress.

Latent space traversal for a target stress-strain curve
We tested the trained ML in its ability to generate cellular structures by feeding the decoder with the PCA of
the target stress-strain curve and the latent variable z. For representation, we systematically chose 21 and z2
from {-2,-1,0,1,2} while fixing the remaining z to zero. The generated cellular structures are shown in Fig. 5
along with the PCA and stress-strain data. For each combination of z1 and z2, the decoder generates the cellular
structure, conditioned with the same PCA of the target stress-strain data. We observed a smooth and continuous
morphological transition across the grid (z1, z2). Variation along the z1 axis (left to right) tends to modify
the shape of the structure, resulting in relatively more overall transformation at the unit-cell level affecting the
distribution of material. As z1 increases, the connectivity of the internal elements evolves noticeably, with new
voids appearing, and the overall structure becomes increasingly intricate. In contrast, variation along 2z (top
to bottom) seems to preserve the overall shape of the structure, while modulating relatively more localized
geometrical attributes.

For all the Al-generated structures, the stress-strain responses were computed using the previously
developed ML predictor??, which mapped the mesostructure geometry to the stress-strain response. These
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predicted responses were compared with the target stress-strain curve that was used as conditional input during
generation. Across the generated samples, the resulting stress-strain curves exhibited good agreement with
the target curves, indicating that the model effectively learned to produce multiple alternative structures that
satisfied the desired mechanical response.

Conditional generation of mesostructures from functional targets

We further tested the trained decoder with widely varying targets (stress-strain curves). We used decoder-only
inference (refer to Section 3.1) wherein the inputs to the decoder were the PCA of the target stress-strain curves
and the latent variables sampled randomly from the standard Gaussian distribution. The generated structures
are shown in Fig. 6 along with the PCA and stress-strain curves. These structures exhibit distinct morphological
features, ranging from sparse and flexible to dense and stiffer configurations. This morphological diversity aligns
with the differing target stress-strain data, indicating that the Al model effectively learns the relationship between
the structural form and target mechanical function. For example, structures with greater compliant stress-strain
response appear to have lower relative density and thinner interconnected struts, while those matching stiffer
targets show bulkier geometries with higher material reinforcement.

While the majority of generated structures’ stress-strain response closely matched their target values, some
cases exhibited deviations, particularly in the high strain regime (for example, second row, third column of
Fig. 6). These discrepancies may stem from the model’s finite capacity or from regions of the design space that
are underrepresented in the training data. They indeed point to the opportunities for improvements in the AI
model.

In the majority of the cases, the model generated satisfactory geometries. These structures exhibit well-defined
connectivity and consistent feature resolution, making them viable candidates for practical realization. However,
some exceptions were observed (for example, third row, fourth column) wherein the generated structures were
poorly connected and had structural discontinuities. Such a scenario might require further exploration of the
latent space to navigate toward generating more feasible and robust designs. Alternatively, one may impose
additional criterion to exclude such structures.

Despite some challenges, the cVAE demonstrated strong performance in generating mesostructures that are
both structurally meaningful and mechanically consistent with a wide range of target stress-strain responses.
The model effectively captured the complex relationship between geometry and mechanical behavior, enabling
inverse design across a diverse design space. Even in cases where some deviations were observed, the generated
structures retained the overall characteristics of the targets, underscoring the robustness and generalization
capacity of the learned latent representation.

We also generated the structures beyond the training data domain by providing input stress—strain curves
that fall outside the range of the stress-strain curves in the training data (refer to Fig. 7). The generated structures
have volume fractions significantly different from those present in the training set (training data: 0.31-0.65,
generated cases: 0.25 and 0.75). The model maintains reliable performance across unseen property and structure
spaces, underscoring its effectiveness for inverse design beyond the training distribution.

Large-scale inference and performance evaluation

Figure 8 illustrates representative examples and statistical evaluation of decoder-generated structures from a pool
of 3000 samples of stress-strain data. These stress-strain data were generated from 3000 cellular structures from
the test data that were not used for training the AI model. The top, middle, and bottom rows show structures
corresponding to the lowest, average, and highest root mean squared error (RMSE) values, respectively, based
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Fig. 6. Generated cellular structures for different target stress-strain response. The corresponding principal
component analysis (PCA) representations and stress-strain data of the generated structures are compared
with the target values. In stress-strain data, the horizontal axis represents the nominal strain, and the vertical
axis represents normalized stress.
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Fig. 8. Representative Al-generated structures selected from a set of 3,000 samples are shown. The first,
second, and third rows correspond to the structures with the lowest, average, and highest root mean squared
error (RMSE), respectively. The rightmost plot displays the probability distribution of RMSE values across the
entire sample set.

on the deviation between predicted and target stress—strain curves. The lowest-RMSE examples exhibit excellent
agreement with the target, indicating high-fidelity reconstruction. In contrast, the highest-RMSE cases reveal
significant deviation, highlighting limitations in decoder generalization for certain regions of the latent space.
The rightmost panel presents the probability distribution of RMSE across all samples, revealing a positively
skewed trend where the majority of predictions yield low error, while a smaller subset contributes to the long
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tail of higher RMSE values. This analysis underscores the decoder’s general capability to reproduce mechanical
responses with reasonable accuracy, while also quantifying prediction uncertainty across a large sample space.

When evaluating the mechanical behavior of cellular structures, stress—strain data are frequently utilized
to derive quantitative measures that assess the mesostructures’ ability to absorb energy and endure high
stress conditions. In the context of energy-absorbing applications, the mesoscale design of a unit cell is often
engineered to maximize energy dissipation while minimizing transmitted peak stress, thereby protecting
internal components from damage. To assess the generation capabilities of the AI model, Fig. 9 presents scatter
plots comparing the Target vs Al generated structures values of two key mechanical metrics: energy density
(ED) and peak stress (PS), each evaluated at a nominal strain of 0.5. These values are computed by analyzing the
stress—strain response—specifically, ED is determined as the area under the curve up to 0.5 nominal strain, while
PS corresponds to the maximum stress reached at the same strain level. The results demonstrate reasonable
agreement between Al generated designs and target values, with coefficient of determination (R?) scores of 0.83
for ED and 0.73 for PS.

Encoder and decoder for inference

In the second case, both the encoder and decoder were used for inference (refer to Fig. 10. This mode is
particularly useful for inverse design or reconstruction tasks, where the goal is to generate a cellular structure
that closely matches a specific target topology. The encoder processes the input image alongside the associated
condition (the PCA of a target stress-strain curve) and encodes this information into a latent representation
z. This latent vector captures the complex spatial and conditional relationships necessary to reconstruct the
structure. The decoder then takes this latent representation and the same condition vector as input to regenerate
the corresponding cellular topology. This dual-module inference process ensures that the reconstructed output
is both closer to the input target shape and consistent with the desired mechanical behavior, offering a powerful
approach for data-driven structure-property mapping and interpretation.

Performance Evaluation

The test data with 3000 structure and property (i.e. the stress-strain curves) pairs were also used to evaluate the
performance of the cVAE model in the dual inference mode. Figure 11 shows the representative samples with the
lowest, the average and the highest RMSE determined from the stress-strain curves. The generated samples are
compared with the corresponding test data to assess the model’s reconstruction capability. Given the structure-
property inputs, the model is able to effectively reconstruct the original topologies. However, certain high-level
geometric features are partially lost during reconstruction as these reconstructions are created from the reduced
latent space®>*°. The averaged structural similarity index (SSIM)*’, DICE similarity coefficient (DSC)***%, and
normalized cross-correlation (NCC)>® determined based on 3000 data are 0.70, 0.88, and 0.83, respectively.
SSIM measures the perceived structural resemblance between the generated and target images by comparing
luminance, contrast, and texture. DICE quantifies the spatial overlap between two structures, indicating how
well the generated topology matches the target one. NCC evaluates the linear correlation of intensity patterns
between the generated and target images, reflecting overall similarity in spatial distribution. The relatively
high DSC and NCC values confirm strong spatial and statistical agreement between the generated and target
structures, whereas the moderately lower SSIM arises primarily from the inherent smoothness of cVAE-based
reconstructions, which tend to blur fine edges and local textures.

Mesostructure realization with desired topology and stress-strain response

Some applications of architected cellular materials— such as mechanical metamaterials, soft robotics, and
biomedical implants— require mesostructures that not only exhibit specific mechanical response but also
conform to pre-defined topological features. Achieving both structural fidelity and functional performance
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Fig. 9. Scatter plot showing Al vs. Target values for (a) energy absorption density (ED) and (b) peak stress
(PS) at 0.5 nominal strain.
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simultaneously is a non-trivial inverse design challenge. It turns out that the trained cVAE in encoder-decoder
inference mode can generate mesostructures with not only the target property but also with the desired topology.

We tested the trained cVAE model by feeding the four desired topologies, each with four target stress-
strain curves. The Al-generated structures resulting from the joint shape and property conditioning are
presented in Fig. 12. The leftmost column presents some widely popular topologies, namely, square-shaped,
X-shaped, honeycomb, and circular void lattice. These structures serve as a reference topology for the generated
designs and may represent functional motifs (e.g., symmetry, connectivity, patterns, and voids) necessary for
manufacturability, aesthetic integration, or domain-specific requirements. Across the generated samples, the
outputs preserve key visual and structural features of the desired topologies while introducing subtle geometric
modifications necessary to align with the target stress-strain curves. These modifications include adjustments in
the strut thickness and connectivity.

Thisapproach demonstratesa criticaladvancementin inverse design: theability to synthesize mesoarchitectures
that satisfy both geometric and mechanical specifications. By leveraging the flexibility of deep generative models,
the proposed framework enables multi-constraint design automation, significantly broadening the practical
utility of data-driven materials design in complex engineering domains.

Printability of Al-generated designs

Figure 13 shows the physical realization and mechanical validation of a mesostructure generated using cVAE
framework. The left images show the Al-generated topology, designed to match the user-specified nonlinear
stress-strain response. The out-of-plane dimension was set to 15 mm. This structure was subsequently printed
using Stereolithography (SLA), a vat photopolymerization method'?, using a Formlabs Form3+ (Formlabs,
Somerville, MA, USA) printer. Elastic 50A, a soft and highly deformable material, was used as the printing
resin. The Layer thickness was set to 0.1 mm, and the samples were printed without any support structures. The
center photographs show the snapshot of the printed sample. This sample was subjected to uniaxial compression
in Instron 3343 (Instron Bluehil, Norwood, MA, USA) with a 1 kN load cell, under a strain rate of 0.2 mm/s.
The tests were performed up to a maximum stress of 0.5 MPa. The nominal stress was computed from the load
cell force divided by the initial macroscopic cross-sectional area of 3 X 3 X 3 specimen: Gezp = Feap/Ao with
Ap ~ 15 mm X 15 mm. The comparison between the stress-strain responses of the printed sample and the
target stress-strain data is shown in the right plot. Uniaxial compression tests (n = 3) were conducted to assess
the reproducibility of the mechanical response. Figure 13 shows the mean stress—strain curve (black line) with
gray shaded regions indicating the standard deviation (SD) at each strain value across the samples. The range
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Fig. 12. Generated cellular structures for different target stress-strain response and target shape. The
corresponding stress-strain data of the generated structures are compared with the target values. The encoder
is used to predict the latent variable for the target shape, which is then fed to the decoder along with the
condition to generate the cellular structures.
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the mean and the dark shaded region represents the range of the standard deviation (SD).

of SD corresponds to +0.05 for Fig. 13a and +0.025 for Fig. 13b, illustrating the experimental variability in the
measured responses.

The printed structure satisfactorily exhibited a comparable mechanical response to the target stress-
strain response, notwithstanding some deviations particularly in the mid (sample-a) and high-strain regimes
(sample-b). We encountered a post-processing issue associated with printing, specifically washing the resin
off the printed specimen, the resulting outcome of this challenge is particularly noticeable by comparing the
differences in printed geometry with STL sample on the left for Fig. 13-b. These discrepancies may be due to
limitations in the resolution of the printer and error of the ML model. Despite these differences, the generated
design produced a physically viable structure that successfully exhibited nonlinear behavior quantitatively
comparable to the target. This result underscores the immense potential of the cVAE framework for producing
manufacturable designs, while also highlighting the need for further refinement in bridging the gap between
inverse designed STL and the printed specimen.

Limitations and future work

In this study, 60,000 finite element (FE) simulations were performed using a 1 x 1 unit cell to ensure high-
throughput simulations. With access to greater computational resources, this analysis could be extended
to larger domains involving multiple unit cells. For instance, training an ML surrogate on a 3 x 3 cellular
structure may capture a broader range of mechanical instabilities arising from the interactions between adjacent
deforming cells-precluded in single-unit-cell simulations. The current FE simulations employed periodic
boundary conditions for the 1 x 1 structure, chosen to approximate a uniaxial strain response. However,
such a configuration may not fully represent the global buckling modes typically observed in larger sizes (e.g.,
12 x 12 x 12 simple cubic cellular structure), demonstrated in our previous work!2,

While the cVAE was effective for rapid inverse design and exploration of the design space, it also inherits
several well-known limitations of variational autoencoders. VAEs tend to produce slightly blurred or over-
smoothed geometries and can occasionally generate topologies with broken connectivity or narrow struts that
are not physically realizable. A few generated samples in this work exhibited such discontinuities, particularly in
under-represented regions of the training space. Future work will address these issues by introducing topology-
aware loss functions, structural validity filters, and manufacturability constraints that penalize disconnected or
impractical features. Recent advances in generative modeling have shown that denoising diffusion models can
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outperform VAEs in terms of sample quality and physical realism. Consequently, denoising diffusion models can
serve as a replacement for, or a refinement stage to, VAEs-albeit at the expense of larger training datasets and
increased inference time.

The framework for generating unit cells with cellular automata can be extended into three dimensions.
Additional rules can be introduced to enforce geometric constraints that ensure printability-an important
consideration for a 3D inverse design framework.

Conclusions

We implemented a generative AI model applied for inverse designing 2D cellular mesostructures for a target
nonlinear stress-strain curve. We applied a conditional variational autoencoder (cVAE) for the realization of
multiple cellular structure designs given the desired mechanical response. By learning the complex, nonlinear
inverse mapping between stress-strain data and the desired topology, the cVAE model enabled efficient and
flexible expression of mesostructures that satisfactorily conform to the intended mechanical response for the
dataset considered. Our approach contributes towards addressing a key challenge in architected material design:
the inverse problem of generating printable topologies that not only achieves the targeted mechanical properties
but also retains the desired topology when constraints are imposed.

Through both decoder-only and full encoder-decoder inference modes, we demonstrated the potential to
generate diverse, physically realizable topologies. For the simulated 2D structures considered, the decoder-only
approach enabled exploration of the design space through conditional sampling of latent variables informed by
mechanical performance, while the encoder—decoder configuration allowed prediction of structures consistent
with both targeted mechanical responses and imposed topological constraints. The fidelity of the generated
structures to the target stress—strain responses was validated across a wide range through direct comparison of
the predicted and reference stress—strain data, both in the original and principal component representations.

Moreover, the framework was able to handle dual conditioning scenarios in our examples, allowing for
simultaneous satisfaction of geometric and mechanical criteria—a key requirement for many real-world
applications in metamaterials, additive manufacturing, and bio-inspired design. While some deviations and
impractical topologies were observed in isolated cases, these highlight future avenues for further refinement,
using methods such as integrating physics-informed priors, attention layers in the model architecture, higher-
resolution data, or post-generation optimization.

Opverall, this study used the cVAE as a tool for inverse material design of printable specimens, demonstrating
the feasibility of automated, data-driven generation of printable mesostructures tailored to functional and
topology requirements. Future work may extend this framework to 3D structures, multi-objective design (e.g.,
thermal, acoustic properties), and implementing generative feedback from printability studies.

Data availability

Data generated in this manuscript will be made available conforming to the policies of the Los Alamos National
Laboratory and upon reasonable request to point of contact Sushan Nakarmi for accessing the data from the
study.
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