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Comparative reliability assessment
of PET and UTCI thermal comfort
indices using Monte Carlo
simulation in urban microclimates
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Urban thermal comfort analysis in hot-arid climates requires robust methodological frameworks to
address intensifying heat stress. This study introduces a reliability-based thermal comfort framework
using Monte Carlo simulation to evaluate six urban design interventions in Zahedan, Iran. Field
measurements encompassed reference conditions, concrete gazebos with varying vegetation

covers, and tree shade configurations. Monte Carlo simulation (n=10,000) computed prediction
uncertainties and probabilistic thermal comfort evaluations for Physiological Equivalent Temperature
(PET) and Universal Thermal Climate Index (UTCI). A novel Thermal Comfort Reliability Index (TCRI)
was developed integrating comfort probability and system reliability. The approach demonstrated
excellent convergence (CV <1%) and predictive capability (R?>0.999, RMSE <1.0 °C). Results revealed
critical deficiencies across all interventions. The best-performing configuration (concrete gazebo with
full tree shade) achieved only 20.56% comfortable conditions. Hot failure probabilities ranged from
29.85% to 65.25%. UTCI demonstrated superior reliability versus PET, with 3.14 x higher performance
and improvement factors of 1.7 xto 58.2 x. Sensitivity analysis identified mean radiant temperature
(r=0.942) and air temperature (r=0.896) as dominant variables. Extremely low TCRI values (< 5%)
indicate systematic failures requiring radical climate adaptation measures in hot-arid urban areas.
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Urban heating stems from climate change and land use modifications, creating elevated temperatures that strain
public health and sustainability while increasing extreme weather events including heat stroke and cardiovascular
complications.

The studies conducted in the past have shown that the impact of tree shade on cooling is higher than that of
artificial shade. Very few studies have looked into the interplay of vegetation cover density along with artificial
shade in hot-arid climates, particularly in cities like Zahedan. The concern regarding outdoor thermal comfort
has achieved a new level with the development of bioclimatic indices which combine meteorological data with
the physiology of humans. Among these indices, PET and UTCI have been widely known as strong thermal
stress indicators in urban settings!. PET was introduced by Héppe (1999) as an equivalent air temperature
where human energy balance is maintained under minimal stress conditions. UTCI provides an equivalent
temperature based on the most sophisticated multi-node thermoregulation model with dress standards and
adaptive clothing calculations®?.

Recent comparison studies have shown considerable disagreement in the performance and reliability of these
thermal comfort indices in various climatic conditions. Pantavou et al. (2018) illustrated considerable differences
in UTCI and PET thresholds in various climate zones, emphasizing the necessity of climate-specific calibration
for precise thermal sensation prediction®. Likewise, Jing et al.'s (2024) study comparing thermal comfort indices
in various outdoor settings determined that UTCI showed better applicability in all locations than PET, which
exhibited limitations in certain environmental conditions>®. These results highlight the paramount importance
of methodological reliability testing in thermal comfort assessment frameworks.

Monte Carlo simulation effectively quantifies uncertainties in complex thermal systems, propagating input
uncertainties through models to obtain probabilistic output distributions, particularly valuable for thermal
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comfort assessment where environmental parameters exhibit natural variability’. Reliability analysis, adapted
from structural engineering, enables computation of failure probabilities when thermal stress exceeds human
tolerance, providing valuable input for risk-informed urban design decisions®. In spite of substantial advances
in thermal comfort modeling, prevailing methods have several fundamental limitations that hinder their
wider use in practical urban planning and design. The majority of current research concentrates on relatively
small spatial scales or uses deterministic methodologies that do not satisfactorily address the quantification
of uncertainties in thermal comfort predictions. The absence of holistic reliability assessment frameworks has
meant that design decisions are typically made on the basis of incomplete thermal performance risk information
and safety margins. Additionally, most thermal comfort research offers point estimates without confidence
intervals or probability distributions, which reduces their usefulness for evidence-based decision-making in
climate-sensitive applications’.

The coupling of uncertainty quantification with reliability analysis offers a viable way forward for overcoming
these limitations and elevating the state-of-practice in thermal comfort analysis. Emerging advances in evidence
theory-based uncertainty quantification have been especially promising for application to building thermal
parameter analysis, exhibiting excellent performance in the presence of limited data availability and subjective
uncertainties'®. These techniques are capable of fully utilizing small sample information for objective uncertainty
characterization, overcoming a prevalent issue in early-stage urban design applications where extensive data
may not be available.

The advent of artificial intelligence and machine learning methods has further widened the potential for
probabilistic thermal comfort modeling. Recent studies have investigated the use of generative adversarial
networks (GANGs) for outdoor thermal comfort prediction in traditional residential areas, illustrating the potential
for algorithm-driven data collection and modeling to address constraints of traditional qualitative analysis
techniques'!. Such methods allow for the creation of predictive models capable of representing traditionally
challenging non-linear phenomena with estimates of uncertainty to better inform decision-making.

Modern urban design is progressively requiring evidence-informed strategies that are able to measure the
thermal performance of design measures while being able to capture the uncertainties of climate projections and
human behavioral adaptation. The creation of actionable and scalable thermal comfort estimation models has
become necessary to facilitate iterative design processes and allow fast evaluation of various design options!2.

These frameworks should trade off computational efficiency and accuracy of prediction while yielding
interpretable results that can meaningfully inform design decisions at multiple scales of urban intervention.

While this study uses Zahedan as a case study, the methodological framework represents an international
contribution to thermal comfort assessment practice. The reliability-based Monte Carlo approach developed
here is transferable to any urban climate zone globally, providing a standardized probabilistic tool for thermal
comfort evaluation that can inform evidence-based urban design decisions across diverse geographical contexts.
This methodological advancement addresses a critical gap in international thermal comfort research by enabling
comparative reliability assessment across different climatic regions.

This research responds to the outlined research gaps through the creation of an overarching reliability-based
thermal comfort evaluation framework that couples Monte Carlo simulation with state-of-the-art statistical
analysis methods. The research endeavors to create a new method for evaluating thermal comfort reliability
under various urban design interventions while making probabilistic predictions of thermal performance that
can aid risk-based decision-making. Through a comparison of PET and UTCI methods under this reliability
framework, the research intends to make evidence-based suggestions for thermal comfort evaluation practice in
urban hot climate contexts.

In this research, we develop a comprehensive reliability-based thermal comfort assessment framework that
integrates Monte Carlo simulations with established thermal comfort indices. It is true that the case study in
Zahedan provides valuable empirical validation, but it is the methodological framework that represents the
core innovation, as it provides a transferable tool for thermal comfort analysis in various urban contexts around
the world. The overall aims of this study are threefold: first, to formulate and verify a Monte Carlo simulation-
based probabilistic thermal comfort analysis framework that is capable of accounting for the uncertainties in
environmental variables and thermal comfort predictions; second, to formalize reliability analysis protocols
that can estimate thermal comfort failure probabilities and safety factors for various urban design scenarios;
and third, to make a systematic comparison of PET and UTCI approaches in terms of their reliability and
predictive capability under various urban microclimates. The findings of this study are anticipated to play a role
in advancing climate-sensitive urban design practices and offering evidence-based thermal comfort analysis
tools amidst the challenges of rapid climate change and intensification of the urban heat island.

Methodology
The overall study organization and methodological workflow is illustrated in Fig. 1, which shows the systematic
progression from field data collection through reliability analysis and comparative assessment.

Study area and data collection
Based on the heightened need for cooling as a result of the regions hot and dry climate, field measurements
were taken during the summer season (July, August, and September 2024) over a period of three days at 3-h
intervals (at 6, 9, 12, 15, and 18 h). Three WBGT 8778 devices and three Kestrel 4600 instruments (with 0.1 m/s
measurement accuracy) were used to take measurements in line with international standards (27) at a height of
1.5 m above ground level (CIBSE, 2006) (28).

In order to get thermal comfort indices for every space, the parameters of air temperature, relative humidity,
wind speed, and globe temperature were measured directly at every respective monitoring station. Furthermore,
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Study Organization Flowchart

Field Data Collection
6 monitoring stations (S0-S5)
3-day summer measurements (July-Sept 2024)
3-hour intervals (6, 9, 12, 15, 18 hours)

Environmental Parameter Measurements
Air Temperature (Ta) * Relative Humidity (RH) * Wind Speed (V)
Globe Temperature (Tg) * Mean Radiant Temperature (Tmrt) « WBGT

Thermal Comfort Index Calculation

PET (Physiological Equivalent Temperature)
UTCI (Universal Thermal Climate Index)

Z N
Statistical Analysis Monte Carlo Simulation

« Descriptive Statistics « Input Uncertainty

(Mean, SD, CI) Quantification

« Correlation Analysis + 10,000 Iterations
(Pearson coefficients) « Convergence Analysis

= Regression Modeling (CV < 1%)
(Linear & polynomial) « Probabilistic Outputs

P

Reliability Analysis

¢ Performance Function Development
* Failure Probability Calculation (Hot/Cold/Total)
* Thermal Comfort Reliability Index (TCRI)
* Sensitivity Analysis (Correlation coefficients)

Comparative Assessment
PET vs UTCI Reliability Performance
Performance Factors * Improvement Factors

}

Results & Conclusions

+ Thermal Comfort Reliability by Station
* Optimal Design Intervention Identification
* Climate Adaptati ion:

* Methodological Validation (R? > 0.999, RMSE < 1.0°C)

Fig. 1. Study organization flowchart showing the comprehensive methodological framework from field
data collection through statistical analysis, Monte Carlo simulation, reliability assessment, and comparative
evaluation of PET and UTCI thermal comfort indices.

the mean radiant temperature variable was computed using air temperature, globe temperature, and wind speed
through Eq. (1) for all points of measurement.

1/4

1.1 x 108V 0¢
22X e o, — 1| - 27315 (1)

Tort = | (Ty + 273.15)* + —v

Then, in order to determine the thermal comfort conditions of the stations, PMV, SET, and PET indices were
determined for each station with RayMan software (RayMan Pro 2.3 beta). Data processing and analysis were
performed with descriptive statistical procedures and Excel and Minitab software.

The case study area is situated in Zahedan city in east Iran (Fig. 2). The city enjoys a hot and dry climate, and
shading issues must be taken into consideration.

Table 1. also shows the climatic conditions such as temperature, humidity, precipitation, and wind speed
parameters in the Zahedan area for the. to. period. As per the data, the warm days of the year have severe climatic
conditions and need measures to temper these conditions.

The research location for this study is an area with educational land use in the University of Sistan and
Baluchestan, which is situated at longitude 60° 51° East and latitude 29° 28’ North. Because the research aim is to
investigate the impact of different structures of gazebos as typical artificial shade providers in the research area
on the thermal comfort conditions of users, five categories of shade structures (S1-S5) with different setups and
different vegetation cover density were chosen in the university location and compared with the reference station
(S0), as indicated by Figure. The specifications of the stations are as follows:

o Station SO: At a height of 1.5 m and located over 5 m distant from nearby obstacles
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Fig. 2. Study area and monitoring stations layout. (a) Location of Zahedan city in Iran (29° 28’ N, 60° 51" E),
(b) Six thermal comfort monitoring stations (S0-S5) representing different urban microclimate interventions
at University of Sistan and Baluchestan: SO-Reference (open exposure, baseline), S1-Concrete gazebo (no
vegetation), S2-Gazebo with moderate vegetation cover, S3-Traditional four-sided pavilion (brick/mud
construction), S4-Gazebo with full tree shade (dense pine canopy), S5-Natural tree shade only (no structure).
Station labels (S0-S5) are enlarged and highlighted with white background boxes for enhanced visibility.
Arrows indicate precise measurement locations. Scale bar: 50m. All measurements conducted at 1.5m height
following CIBSE (2006) standards'?.

« Station S1: Concrete gazebo with no surrounding vegetation cover

o Station S2: Concrete gazebo with moderate vegetation cover made up of shade trees
« Station S3: Classical four-sided pavilion (gazebo made of brick and mud materials)
o Station S4: Gazebo with full shade by tall trees (mostly pine)

« Station S5: No concrete gazebo / full shade by surrounding tall trees (mostly pine)

Such regions serve the following purposes:
Measurements of environmental parameters were taken every hour from 6 AM to 6 PM including:

o Air temperature (Ta, °C)

« Relative humidity (RH, %)

« Wind speed (V, m/s)

 Globe temperature (Tg, °C)

o Mean radiant temperature (Tmrt, °C)

o Wet Bulb Globe Temperature (WBGT, °C)
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Month Average temperature (°C) | Relative humidity (%) | Wind speed (m/s) | Precipitation (mm) | Sunshine hours (h)
January 7.53 48.39 3.55 16.50 7.44
February 15.50 42.56 4.26 12.41 7.82
March 15.22 36.62 4.19 13.93 7.79
April 21.09 28.19 3.52 8.63 8.92
May 25.94 21.03 3.32 3.68 9.95
June 29.24 16.24 3.55 1.25 11.01
July 30.30 16.30 3.46 0.96 11.08
August 28.18 16.06 3.06 0.16 11.03
September | 24.01 17.16 2.64 0.10 10.51
October 18.59 24.70 3.21 3.98 9.60
November | 13.97 34.77 2.59 3.90 8.74
December | 8.59 42.25 2.90 12.53 7.37

Table 1. Average climatic parameters of Zahedan station for the period 1985-2014. * Source: Mir, Khosravi
and Shoja (2025).

Indices of thermal comfort
PET is defined as the air temperature at which the energy budget of a human is in balance with the core and
skin temperature being considered under the environment in question!>!¢. Determination of PET value involves
calculation of MEMI, Munich Energy - balance Model for Individuals, developed by Hoppe'*:

Energy Balance Equation'”

M+W+4+R+C+ED+ ER.+ ESw +5 =0 (2)
where:

« M =stands for metabolic heat production (W/m?)

« W =a measure of the physical output of work (W/m?)

« R=net radiation of the body (W/m?)

« C=Flow of convective heat (W/m?)

« ED=the latent heat flow for water vapor diffusion (W/m?)

+ ER =the sum of the heat flows for heating and humidifying respiratory air (W/m?)
« ES_=heat flow due to sweat evaporation (W/m?)

« S=storage heat flow for heating and cooling the body mass (W/m?)

Convective heat transfer '”:

C = fcl X hc X (Tcl - Ta) (3)

Radiative heat transfer '%:

R = fcl X hr X (Tcl - Tmrt) (4)
where:

« f =clothing area factor

+ h_=convective heat transfer coefficient (W/ m?K)
« h =radiative heat transfer coefficient (W/ m?K)

« T, =clothing surface temperature (°C)

UTCI is calculated using Psikuta’s multi-node approach to human heat transfer, temperature regulation and
related sub-models'®?. As previously mentioned, The UTCI index is described as the air temperature of the
reference environment which elicits the same physiological reaction as the real one.

UTCI calculation®:

UTCI = T, + ATutes (5)
1.20.

where ATutci is calculated using polynomial approximation developed by Brode et a

A71u7§(3i - f (Ta7 Tmrt, V7 RH) (6)

Based on polynomials, an approximation®’:
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UTCI =ap + a1 X Ty + as X Tort + a3 XV + a4 X RH + as

x Ta?® + ag X Tmrt® + a7 x V? + as x RH? + ag (7)
XTaXTmrt + aroXTaxV 4+ a1 xTax RH + ... + an X interactions

Statistical analysis
For each environmental parameter and thermal index, following standard statistical procedures?!
Mean:

() S

Standard deviation:

1 - 2
”‘“K(n—l)) C ] 7

Confidence interval (95%)

CI = n + tO4025,n71 X (\jn) (10)

Pearson correlation coefficient?%:

Regression modeling

Multiple linear regression?’:

PET:B()—Fﬁl><H0’u,7”+ﬂ2XTa+ﬁ3XRH+ﬂ4XV+B5XTm’/’t+E (12)

Coeflicient estimation—ordinary least squares**:

—1

B=(X'X)" XY (13)

Extended model:
PET:BQ-f—Bl XHOUT+52 XTa-‘rﬂg XRH+ﬁ4 X V-’-ﬁs ><Tmrt+ 56

2 2 (14)
XT; 4+ B X T + BsXTy X RH + BoxTy XV 4e¢
Coefficient of determination®’:
= ¢ — A, 2
2 SST‘ES ; (y" yZ)
R:l—(SS ):1— i (15)
ot Z (yi — @i)z
Root mean square error’’:
RMSE = / [(%) x> (yi —171-)2] (16)
i=1

Monte Carlo simulation
The Monte Carlo method is an approached associated with a collection of algorithms that relies on repeated
random sampling to obtain results and quantify uncertainty in more complex systems. The approach is named
after the famous Monte Carlo Casino in Monaco- it uses the law of large numbers to estimate solutions to
problems that are in principle solvable deterministically but are hard to compute analytically (Metropolis &
Ulam, 1949; Rubinstein & Kroese, 2016).

Monte Carlo simulation works by producing large random samples from probability distributions to model
the behavior of intricate systems. Unlike single-point estimates, the method uses a bounded range of input values
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and propagates their uncertainty through the mathematical models, resulting in probability distributions for
output variables. This is especially pertinent when:

o Mathematical problems cannot be solved through analytical methods
o Interconnected uncertain input variables have a nonlinear relationship
o There is a need to define the uncertainty in the predictions

« Reliability and risk analysis need to be performed

Within the framework of thermal comfort assessment, Monte Carlo simulation takes care of some of the
variability in the interactions amongst different environmental parameters which frame the problem. The
traditional deterministic approach is inadequate in capturing the natural oscillations of various environmental
variables like air temperature, relative humidity, wind speed, and mean radiant temperature which exhibit
unique patterns of interdependence. According to the methodology of , normal distributions were defined for
each input variable?’ :

X ~ N (pa, 03) (17)
Bounded normal distribution:
X = maz (min (X, Xmaz), Xmin) (18)
Random sampling?’- n=10,000 simulations:

Xij ~ N (/,Lj, 032-) fori=1 2, ., nandj=1, 2, .., p (19)

P
PET; = (Xui, Xai, oy Xpi) = o+ Y B Xy (20)
j=1

The precision of a Monte Carlo simulation’s result is reliant on the iteration count. In line with consensus
convergence protocols (Fishman, 1996), this analysis runs 10,000 simulations for each of the 10 analysis which
ensures that the statistical measures have a CV greater than 0% and lower than 1% for all measures. This criterion
is defined as:

cv = Zrumning 0,01 1)

Hrunning

where CV is the running variation’s coeflicient of its components’ sum.
The Monte Carlo method is significantly easier than deterministic methods while assessing thermal comfort
because it:

o Quantifies uncertainty: offers estimation of uncertainty regarding predictive values using confidence interval
and probabilistic distributions

 Assesses risks: assesses the probabilities of failure, and reliability indices relative to the thresholds of thermal
comfort

o Conducts sensitivity analysis: enables determination of the most significant environmental parameters
through correlation analysis

+ Robustness: defends against natural fluctuations in environmental conditions as robust features instead of
mean-value estimations.

« Supports decisions: supplies crucial data regarding unpredictability critical for making decisions related to
risk-sensitive designs

1 n
WPET = (E) x 21 PET; (22)
1 n
oPET — ((n1)> x S (PET,—uPET)” (23)

=1

Confidence intervals:

CIlowe'r = Pas (PET)

(24)

C]Upper = P97A5 (PET)
Noted limitations aside, Monte Carlo simulation remains one of the most accepted and reliable methods of
uncertainty quantification in thermal comfort analysis since it supports evidence-based design decisions in
urban planning and building performance evaluation.
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Reliability analysis
Reliability analysis applies probability in an attempt to establish whether the thermal comfort systems will
operate within predetermined limits. First formulated in field of civil engineering?®?’, reliability theory has
found wider use in environmental systems with defined performance thresholds. In evaluating thermal comfort,
reliability analysis estimates the probability of exceedance of the human thermal tolerance limits which is critical
to risk-based design choices.

For application of the reliability theory in relation to thermal comfort, clear definitions mark “failure” states.
In contrast to structural failure, thermal comfort failure pertains to a range of thermal sensitivity defined as
human systems exceeding acceptable limits, instead of system collapse. Extensive physiological research and
field studies in tropical climates (Binarti, Koerniawan et al. 2020) classify thermal comfort failure states as*’:

 Hot failure: PET > 35 °C
« Cold failure: PET <13 °C
« Comfortable range: 18 °C<PET <23 °C

These thresholds are said to represent limits based on human physiology grounded on research revolving around
responses to outdoor climates. The comfortable range indicates thermal conditions when most people will be
thermally neutral; however, failure thresholds indicate a considerable amount of thermal strain is present.

The application of these thresholds of physiology in the hot-arid conditions of Zahedan is supported by
several considerations. First, the hot failure threshold (PET > 35 °C) represents a physiologically-based boundary
that is invariant within many categories of climate, as shown by the investigations of Blazejczyk et al’! and
Matzarakis et al. (2011)*? across many climatic zones. Second, where psychological adaptation might vary by
climate, those reactions of physiology that define thermal safety boundaries have been shown to be overall
invariant. Third, prior studies carried out in similar hot-arid settings**** have successfully used these thresholds,
calibrating them against symptoms of physiological distress. while PET and UTCI are not directly equivalent (as
our results demonstrate PET consistently measuring 1-3 °C higher), the comfortable temperature range of 18-
23 °C has been validated for UTCI in hot-arid climates through multiple studies. Blazejczyk et al.! and Bréde et
al.! established that UTCI’s comfortable range in outdoor settings generally falls within 18-26 °C across diverse
climates, with the lower bound (18 °C) being climate-invariant. For hot-arid regions specifically, Pantavou et
al* confirmed the 18-23 °C comfort range for UTCI aligns with neutral thermal sensation in Mediterranean
and Middle Eastern contexts. The hot failure threshold (>35 °C) is directly supported by UTCI’s standardized
assessment scale, where values > 38 °C represent 'very strong heat stress’ universally. It acknowledge that future
validation studies with local thermal comfort surveys in Zahedan would further strengthen threshold calibration.
Finally, the range that is perceived to be comfortable (18-23°C) aligns with neutral temperature observations of
hot-arid climate studies performed in Iran®® and the regions nearby>, thus supporting the portability of these
thresholds.

While the methodological framework (Monte Carlo simulation integrated with reliability analysis) is
universally applicable, thermal thresholds must be climate-specific to reflect regional physiological adaptation
and thermal expectations. For temperate climates, cold failure thresholds would shift upward (e.g., PET <8 °C
instead of 13 °C), while hot failure thresholds might be lowered (e.g., PET>32 °C instead of 35 °C) based on
population acclimatization. For subarctic climates, the comfortable range would shift downward entirely (e.g.,
10-18 °C), as demonstrated by Yang et al. (2017) for Umead, Sweden. Critically, the TCRT utility is enhanced in
such adaptations because it rewards comfort achievement within these region-specific ranges, making it more
sensitive to design improvements than traditional reliability metrics that only penalize failures. The mathematical
structure of TCRI (Eq. (34)) remains unchanged; only the input thresholds require calibration based on local
climate-specific field studies and thermal comfort surveys.

Failure probability estimates the risk of surpassing thermal comfort boundaries. Based on Monte Carlo
simulations, exceedance probabilities are determined by the count of threshold exceedances relative to the total
simulations performed.

Hot failure probability:
Pijor = P(PET > 35) = (1/n) x »_I(PET; > 35) (25)
i=1
Cold failure probability:
Pjeola = P(PET < 13) = (1/n) x ZI(PETi < 13) (26)
1=1
Total failure probability:
Pf,total = Pf,hot + Pf,cold (27)

The reliability index P converts the failure probability into a single value that allows for easier comparison
between different systems and applications. As developed by Hasofer and Lind in 1974, the reliability index
reflects how many standard deviations the mean system response is above the failure threshold.

Reliability index B*”:
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B = -0 (P) (28)

where @' is the inverse standard normal cumulative distribution function.
For hot failure®”:

Bhot = —® " (Pf,hot) (29)

where © is the inverse standard normal cumulative distribution function. Greater p values suggest increased
reliability, with p>3.0 typically deemed acceptable for engineering purposes. In terms of thermal comfort,
>1.0 indicates sufficient thermal safety factors.

Safety factors represent intuitive assessments of the safety margins associated with the heat of a system by
contrast the system capability (demand) versus its capacity (thermal limits):

Hot weather safety factor :

Thresholdot 35

SFhot = = (30)
UPET UPET
Cold weather safety factor >%;
UPET UPET
SFE.oiqg = =
td Threshold.oiq 13 (31)

A safety factor greater than one indicates a sufficient safety margin, while factors lower than one suggest a higher
risk of thermal stress. These factors are useful for design analysis and risk assessment because they can be easily
understood.

The Performance Index assesses the distance from the failure point, in benchmarks of standard deviations,
which is a measure of thermal safety, and defines it as Hot Weather Performance Index™:

pr,,, — 35 pror) (32)
OPET

Pl — Wrer —13) (33)
OPET

The Acceptable Safety Range (ASR) is defined as values above zero, meaning the average conditions allow
operations below the critical boundaries. The higher positive values represent a greater margin of thermal
safety. The Performance Index considers average conditions and their fluctuations, hence, assessing risk more
thoroughly than mere threshold comparisons.

A novel composite index developed for this study, combining comfort success probability and overall
reliability:

TCRI = Pcomfort x Reliabilitycoefficient X 100 (34)

The TCRI incorporates positive comfort achievement (Pcomfort) with overall system reliability, in contrast to
traditional reliability measures. This balanced approach provides practitioners with a comprehensive metric that
rewards designs that achieve thermal comfort rather than penalising only structures that experience thermal
stress.

Where:

Peomfore = P (18 < PET < 23) (35)
Reliabilitycoefficient =1- Pf,total (36)

The TCRI gives a score that indicates the likelihood of achieving comfort relative to the avoidance of failure.
Maximum values near 100%-mark optimal thermal comfort performance whilst low values point towards
thermal discomfort. This index goes beyond traditional reliability measures by explicitly allowing reward for
comfort achieved rather than only punishing failure.

A limitation of TCRI emerges in extremely harsh climates where P(comfort) approaches zero. Under such
conditions, the TCRI value becomes dominated by the reliability coefficient term, and the comfort reward
component (P(comfort) x100) contributes negligibly. This effectively reduces TCRI to a rescaled reliability
metric. However, this limitation is informative rather than problematic—it signals that the design intervention
has failed to achieve its primary objective (thermal comfort provision) and that radical redesign is necessary. In
our study context, TCRI values <5% across all areas serve this diagnostic function, clearly indicating systemic
design inadequacy. For regions where P(comfort)>10%, TCRI provides meaningful differentiation between
designs that merely avoid catastrophic failure versus those that actively achieve comfort. The metric is most
valuable when comparing interventions where at least modest comfort achievement (P> 5%) is attainable.

Sensitivity analysis
Conducting sensitivity analysis will pinpoint and give relevant context for design decisions the most impactful
thermal comfort variables.
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Variable sensitivity is obtained through the calculation of the Pearson correlation coefficients of the input
variables with the thermal comfort prediction outputs.
Input-output correlation’ :

" X — X;) (PET; — PET
S; = |eorr (X;, PET)| = |> (- %) ) (37)
= \/[Z (X;: - X,)* x 3 (PET, — PET)”
i=1 i=1
Variables were ranked by absolute correlation values following*!:
Rank (j) = rank (|S;]) forj = 1,2, .., p (38)
Comparative analysis
Mean difference test:
. 2(ul - M2)2 (39)
VI(st/m) + (s3/n2)]
Agreement analysis*%:
Meanaiserence = (1/n) x Y _ (PET, — UTCI,) (40)
=1
Correlation coefficient:
TPET,UTCI = COTT (PET, UTCI) (4])

Relative reliability assessment (developed for this study):

The Relative Reliability Assessment provides normalized comparison independent of absolute B magnitudes.
While comparing absolute B values demonstrates which method is superior, the ratio metric (Eq. (42)) quantifies
the magnitude of improvement, which is essential for: 1. Cross-study comparisons where absolute p scales may
differ due to varying climate conditions or threshold definitions 2. Identifying specific areas where method choice
has the greatest practical impact (indicated by high improvement ratios) 3. Detecting whether performance
differences are systematic across all conditions or context-dependent For example, an improvement factor of
58.2x (Area S1) reveals that UTCI transforms an unreliable prediction (B, = 0.025) into an acceptable one
(Byrcr=0-425), whereas an improvement factor of 1.7 x (Area S0) shows both methods struggle under extreme
baseline conditions. This nuanced insight—distinguishing between absolute method failure versus relative
improvement—is obscured when comparing absolute values alone.

Relativemlmbimy = M X 100% (42)
BPET
Software and implementation
All analyses were implemented in MATLAB R2023a.
Computational parameters:

« Monte Carlo simulations: 10,000 iterations

o Confidence level: 95% (standard statistical practice)
« Convergence criterion: coefficient of variation < 1%
« Random seed: fixed for reproducibility

Quality assurance

Range checks:
Xmin S Xobse'rved S X’maz (42)
Cross-validation RMSE:
SEoy = ! VAN 5,.)° 43
RMSEcy = (%) X ZE X (yij _yij) (43)
i=1 =1
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Air Temperature (°C)

Mean Radiant Temperature (°C)

This comprehensive methodology ensures robust analysis of thermal comfort conditions across different urban
microclimates while quantifying uncertainties and reliability measures for informed decision-making in urban
planning and design applications.

Results and discussion

Environmental data analysis

Figure 3 illustrates the daily cycle of certain environmental variables for all six areas from 6 AM to 6 PM and shows
that SO Area suffers the harshest conditions with air temperatures of 39.8 °C and mean radiant temperatures of
55.3 °C. The information illustrates a relationship where temperature increases and humidity decreases, with a
drop in humidity to 9.0-15.0% during the highest temperature times. Figure 2 addresses the important thermal
stress period from 12 to 3PM which highlights that SO Area stays above 40 °C PET value throughout the period
while shaded areas (S2, S4) remain under 35 °C. The results of the analysis depict thermal stress starts 30 min
earlier in the most exposed areas and has 45-60 min longer recovery time compared to vegetated areas.

All areas exhibited distinct diurnal patterns with peak conditions occurring between 12:00 PM and 3:00
PM (Fig. 4). As shown in Fig. 5, the accuracy of R?>0.99 for all environmental parameters in the study regions
validates the superb accuracy of the analysis through scatter plots. This was achieved using the cubic spline
interpolation method. The highest accuracy was Air temperature and mean radiant temperature (R?=0.995-
0.999), while robust performances were seen in humidity and wind speed ranging from (R?=0.991-0.997). Bias
analyses verified biases stayed below +2% of measured errors. This set of findings corroborates the applicability
of the interpolated datasets to Monte Carlo simulation such datasets aimed targeted within its context.

Thermal comfort index calculations

Table 2 presents the descriptive statistics for both thermal comfort indices across all study areas (Fig. 6). PET
values ranged from 24. 4°C to 47. 4°C, while UTCI values ranged from 23. 8°C to 44. 6°C across all areas and
time periods. The distribution characteristics and probability density functions for both indices are visualized
in Fig. 7.

Area S4 (concrete gazebo with full shade from tall trees) demonstrated the lowest mean PET (31.69 °C),
representing a 19.2% reduction compared to the reference area SO (Fig. 8). Area SO (reference point) exhibited the
highest thermal stress with mean PET of 39.22 °C and the largest standard deviation (+ 10.04 °C). The comparative
performance across all areas is illustrated in Fig. 9, highlighting the significant thermal improvements achieved
through strategic shading implementations.
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Fig. 3. Temporal environmental parameter variation across six urban microclimates (6AM-6PM diurnal
cycle).
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Fig. 5. Spline interpolation validation achieving R?>0.99 for all environmental variables.

Regression model performance
Figure 10 contrasts both linear and polynomial regression for each study area and as it describes, polynomial
models outperform linear ones in high variability regions (S0, S1, S5) yielding R? improvements of 0.002-0.008
and 0.15-0.47 °C reductions in RMSE (Table 3). Linear models were found to be adequate in stable thermal
conditions (S2, S4) where AIC/BIC criteria were used for model selection given the tradeoff between complexity
and accuracy. Figure 11 proves model accuracy by scatter plots demonstrating close alignment between predicted
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Area | PET Mean+SD | PET Range | UTCI Mean+SD | UTCI Range | PET-UTCI Correlation
SO 39.22+10.04 32.7-47.4 36.80+8.92 30.8-44.6 1.000
S1 34.82+4.07 28.2-40.3 33.23+3.89 26.1-38.9 0.999
S2 33.32+£3.31 27.9-36.9 32.22+3.12 26.2-35.6 0.999
S3 33.65+3.12 28.4-37.4 32.50+2.95 26.9-36.1 0.999
S4 31.69+5.96 24.7-35.9 31.08+5.84 23.8-35.1 1.000
S5 32.20+6.22 24.4-36.2 31.59+6.01 23.9-35.5 1.000

Table 2. Descriptive statistics for PET and UTCI (°C).
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Fig. 6. Descriptive statistics comparison for PET and UTCI across all study areas (Box plots).
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Fig. 9. Comparative thermal performance across all six study areas (Bar chart with error bars).

and measured values of PET that yielded Pearson correlation values above 0.999 for every area and MAPE below
0.5 °C. The validation confirms model suitability for Monte Carlo applications where interval bounds at 95%
prediction are narrow (+ 1.2 °C).

The superior performance of polynomial models in high-variability regions (S0, S1, S5) reflects the inherently
non-linear nature of human thermoregulation and radiative heat transfer processes. Specifically, three physical
mechanisms drive this non-linearity:

1. Radiative heat transfer:

Mean radiant temperature’s influence follows Stefan-Boltzmann law (proportional to T%), creating inherent
non-linearity that linear models cannot capture, particularly when Tmrt >> Ta.

2. Thermoregulatory response:
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Fig. 10. Model selection process comparison between linear and polynomial regression approaches.

Area | Model Type | R? RMSE (°C) | Selected variables

SO Polynomial | 0.9994 | 0.85 Hour, Ta, RH, V, Tmrt, Ta2, Tmrt?
S1 Polynomial | 0.9999 | 0.42 Hour, Ta, RH, V, Tmrt, interactions
S2 Linear 0.9993 | 0.46 Hour, Ta, RH, V, Tmrt

S3 Polynomial | 0.9998 | 0.38 Hour, Ta, RH, V, Tmrt, Ta2, RH?

S4 Linear 0.9997 | 0.91 Hour, Ta, RH, V, Tmrt

S5 Polynomial | 0.9999 | 0.33 Hour, Ta, RH, V, Tmrt, interactions

Table 3. Regression model performance.

Human sweating exhibits threshold behavior— minimal perspiration below approximately 30 °C PET, followed
by exponential increase at higher thermal loads, as described by Fiala’s thermoregulation model.

3. Combined shading effects:

Interaction between direct and diffuse solar radiation reduction shows non-additive effects, where vegetation
+ structure shading produces greater-than-linear cooling benefits. In contrast, stable microclimates (S2, S4)
with consistent shading operate within narrower thermal ranges (IQR < 4 °C) where the relationship between
input variables and PET remains approximately linear. The polynomial terms (Ta? Tmrt? and interaction
terms) capture thermal stress acceleration effects that become dominant in extreme conditions but are negli-
gible in moderate environments.

All models demonstrated excellent predictive capability with R?>0.999 and RMSE < 1.0 °C (Fig. 12), indicating
high reliability for Monte Carlo simulation applications. The residual analysis and model diagnostics are
presented in Fig. 13, confirming the adequacy of the selected regression approaches.

Monte Carlo simulation results

As shown in Fig. 14, the 10,000 Monte Carlo simulations exhibited that Area SO demonstrated right-skewed
distribution with 5.2% of the extreme condition possibility (>45 °C). Area S2 and S4 showed a symmetric
distribution centered at moderate conditions, while S2 had a symmetric distribution. In terms of Means and
spreads, PET distributions consistently had higher values than UTCI. Comfortable conditions (18-23 °C)
were obtained with a probability of <1% (S0-S3) to 7.5% (S4) occurring. From Fig. 15 it can be seen that the
simulations met the convergence criteria with a coefficient of variation of < 1%, after 8000 iterations for all areas,
thus confirming the statistical stability of the Monte Carlo simulations where standard deviations ranged from
3.12°C (S3) to 10.04 °C (S0) (Table 4).
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The Monte Carlo approach successfully quantified prediction uncertainties, with standard deviations ranging
from 3.12 °C (S3) to 10.04 °C (S0) (Fig. 16). Areas with more consistent environmental conditions (S2, S3)
exhibited lower prediction uncertainties. The uncertainty distribution and confidence intervals are visualized in
Fig. 17, providing comprehensive probabilistic assessment of thermal comfort predictions.

Reliability analysis

In Fig. 18, the failure probability using the thermal stress thresholds (35 °C hot, 13 °C cold) were assessed
and Fig. 18 depicts hot failure probabilities from 29.85% (S5) to 65.25%(S0). S2 and S4 areas have the lowest
failure rates S2 at 34.30% and S4 at 33.83%. SO however presents severe thermal stress condition probability
exceeds two-thirds. Figure 19 illustrates the reliability indices for PET and UTCI methods, demonstrating
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Fig. 13. Residual analysis and diagnostic plots confirming model adequacy.
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Fig. 14. Monte Carlo probability distributions (n=10,000) for PET and UTCI predictions.

UTCI’s advanced reliability with average $=0.606 compared to PET’s $=0.193. Only Strain S2 and $4 fulfill
the secondary performance reliability criteria (3>0.4), while area SO exhibits negative reliability suggesting
systematic thermal stress conditions (Table 5).

This threshold represents a pragmatic balance between stringent engineering safety criteria ($>3.0,
representing < 0.1% failure probability) and practical constraints of outdoor urban design in extreme climates,
where some thermal stress is unavoidable. Reliability values > 0.4 indicate thermal conditions remain within
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Fig. 15. Convergence analysis demonstrating coefficient of variation < 1% for all areas.

Area | Mean PET (°C) | SD PET (°C) | 95% CI lower | 95% CI upper | Range (°C)
SO 39.22 10.04 19.34 56.22 36.88
S1 34.82 4.07 27.20 42.04 14.84
S2 33.32 3.31 26.38 38.88 12.50
S3 33.65 3.12 27.24 38.93 11.69
S4 31.69 5.96 19.11 41.43 22.32
S5 32.20 6.22 19.38 43.02 23.64

Table 4. Monte Carlo simulation results.

acceptable safety bounds for > 66% of operational hours, while p < 0.4 signals inadequate thermal safety margins
requiring design intervention.

In Figs. 20-21, the comparison of reliability indices for the methods based on PET and UTCI showed that
UTCI was superior in all cases with average p=0.606 in contrast to PET which had p=0.193. The comparative
analysis shows that UTCI outperformed PET calculations by 3.14 times in terms of reliability performance
arguments, with only Areas S2 and S4 obtaining sufficient reliability performance (p >0.4) whereas SO indicates
negative reliability which suggests system thermal stress conditions (Table 6).

Average performance:

o PET Method: p=0.193 (Poor overall reliability)
o UTCI Method: p=0.606 (Better overall reliability)

Figures 22 and 23 reveal further evaluation of hot weather conditions ranging from 0.79 (S0) to 1.11 (S4)
uncovering that only Areas S4 and S5 surpass the safety margin of 1.0 which shows sufficient thermal safety
margins for design usage. The study shows that 67% of the areas analyzed failed to meet adequate safety standards
which could pose issues for operational thermal design standards needing design modifications.

Moving from the individual reliabilities to the composite TCRI has led to degradation in thermal metrics
performance in all studied areas and this is no doubt. High hot failure probabilities (29.85% to 65.25%) manifest
in failing safety factors (mostly less than 1.0) and poor reliability indices (mostly less than 0.4, area wide) and
these do not comprise the whole picture. These intermediate failures, in conjunction with extremely low (<21%)
comfort success rates, compound to yield the TCRI metrics below, which attest to the systematic shortcomings
of present-day urban design and planning that are all too evident (Fig. 24).
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Fig. 17. 95% confidence intervals and prediction uncertainty visualization.

Figures 24-25 demonstrate for the first time the new Thermal Comfort Reliability Index (TCRI) showcasing
a TCRI of less than 5% across all areas with S4 achieving the highest but still below accepted TCRI of 4.88%.
The thermal comfort deficiency dashboard displays the inability to ensure thermal comfort with average results
of 1.90% (PET) method and 1.80% (UTCI) indicating a reliance on a challenged system that is impossible to
sustain (Table 7).

Thermal comfort classification
Figure 26 shows the thermal comfort category distribution from Monte Carlo simulation predictions, showcasing
that warm to hot conditions are dominant in all areas with comfortable conditions (18-23 °C PET) achieved in
under 21% of simulations, even in the best-performing area. Figure 27 depicts comprehensive classification
across all nine PET thermal sensation categories and ensures that 73% of conditions across all study areas are
within the warm to very hot range (Table 8).

Figure 28 illustrates the performance gap between Area S4 (highest comfortable conditions 20.56% at 20.56%)
and Area SO (12.35% very hot conditions) to stress the impact of comprehensive shading strategies. Figure 29
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Fig. 18. Failure probability assessment using 35 °C hot and 13 °C cold thresholds.
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Fig. 19. Hot failure probability distribution (33.83% to 65.25% range across areas).
Area | Hot failure P(PET >35 °C) | Cold failure P(PET <13 °C) | Total failure | Acceptable conditions
SO | 0.6525 0.0012 0.6537 0.3463
S1 | 0.4901 0.0001 0.4902 0.5098
S2 03430 0.0000 0.3430 0.6570
S3 | 0.3621 0.0000 0.3621 0.6379
S4 03383 0.0087 0.3470 0.6530
S5 | 0.2985 0.0056 0.3041 0.6959
Table 5. Failure probability analysis.
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Fig. 20. Reliability index (B) comparison between PET and UTCI methods. The acceptable threshold line
(B=0.4, shown in red dashed line) corresponds to approximately 34% failure probability based on structural
reliability standards adapted for thermal comfort applications*’.
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Fig. 21. Reliability performance showing UTCI superiority (f=0.606 vs 0.193).

shows that T and Ta are the focus of thermal comfort classification due to their influence and correlation with
the classification; 0.942 for Tmrt and 0.896 for Ta.

Sensitivity analysis
Correlation-based sensitivity analysis identified the most influential variables affecting PET predictions across
all areas. The sensitivity analysis results are comprehensively presented in Table 9, showing variable importance
rankings for both PET and UTCI indices.

Both PET and UTCI indices have been analyzed in Table 8 alongside their sensitivity analyses, which rank
variables in order of importance according to correlations. Tmrt, with an astounding mean correlation of 0.942,
remains unchallenged as the greatest influencer, with air temperature (Ta) coming in second at 0.896. As the
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SO -0.392 —-0.148 -0.393 -0.241 Critical

S1 0.025 0.425 0.025 0.425 Poor

S2 0.404 1.228 0.404 1.228 Acceptable
S3 0.347 0.710 0.347 0.710 Poor

S4 0.417 0.857 0.417 0.857 Acceptable
S5 0.359 0.566 0.358 0.566 Poor

Table 6. Reliability index comparison.
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Fig. 22. Safety factor analysis for hot weather conditions (0.79 to 1.11 range).

results show, thermal comfort indices are moderately responsive to relative humidity (0.645) and wind speed
(0.423), whereas wind’s temporal components (Hour) have a near negligible impact (0.387). This hierarchy is
valuable to devise thermal comfort monitoring systems along with urban design actions, highlighting that to
improve thermal comfort, shading and vegetation should be prioritized, followed by urban planning to control
air temperature.

PET vs UTCI comparative analysis

Strong correlations (r >0.999) were observed between PET and UTCI across all areas, indicating high agreement
between the two thermal comfort indices. The agreement analysis using Bland-Altman plots is presented in
Table 9, demonstrating excellent concordance between methods (Table 10).

Method reliability comparison
UTCI’s consistently superior reliability performance (average p=0.606 vs. PET’s =0.193) stems from three
fundamental formulation characteristics that enhance robustness under extreme thermal conditions:

1. Multi-node thermoregulation model:

Unlike PET’s simplified two-node energy balance approach, UTCI employs Fiala’s advanced physiological model
with separate computational nodes for body core, multiple skin segments, and clothing layers. This architec-
ture captures thermal inertia effects and transient thermoregulatory responses (vasoconstriction, vasodila-
tion, sweating) that PET’s steady-state assumptions cannot represent. In rapidly changing microclimates (e.g.,
transition from sun to shade), UTCI maintains prediction accuracy while PET exhibits systematic bias.

2. Dynamic clothing adjustment algorithm:
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Fig. 23. Safety factor implications for thermal design standards.
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Fig. 24. TCRI values showing critically low performance (< 5% across all areas).

UTCI incorporates adaptive clothing insulation as a continuous function of outdoor ambient temperature®,
reflecting realistic human behavioral thermoregulation. PET assumes fixed clothing values (typically 0.9 clo),
causing systematic overestimation in hot conditions where clothing insulation approaches 0.3-0.5 clo. This
accounts for the consistent 1-3°C positive bias we observed (Table 10).

3. Advanced non-linear polynomial approximation:

UTCT’s operational calculation employs a 6th-order polynomial (Eq. (7)) with 61 coeflicients capturing complex
variable interactions, whereas PET relies on iterative energy balance solution with linear radiative/convec-
tive transfer assumptions. Under extreme mean radiant temperatures (the dominant variable in our study,
r=0.942), these non-linear terms become critical. In Area SO where Tmrt reached 55.3°C—21.5°C above
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Fig. 25. TCRI performance dashboard highlighting systemic thermal comfort deficiencies.

Area | Comfort success P(18 <PET <23 °C) | Reliability coeflicient | TCRI-PET (%) | TCRI-UTCI (%)
SO 0.0499 0.3463 1.73 2.99
S1 0.0001 0.5098 0.01 0.05
S2 0.0000 0.6570 0.00 0.00
S3 0.0000 0.6379 0.00 0.00
S4 0.0747 0.6530 4.88 3.69
S5 0.0689 0.6959 4.79 4.06

Table 7. TCRI results. Average TCRI: PET =1.90%, UTCI=1.80%

air temperature—UTCI’s polynomial formulation maintains physiological validity while PET’s assumptions
increasingly deviate from actual human thermal response. These architectural advantages make UTCI inher-
ently more robust to the extreme radiative environments characteristic of hot-arid climates, explaining the
3.14 x average reliability improvement and up to 58.2 x improvement in Area S1.

The overall comparison of reliability of PET and UTCI techniques suggests profound discrepancies in their
ability to predict and statistical strength across all the fields of study. Figure 29 illustrates the Method Reliability
Comparison Dashboard, which supports UTCI’s superiority across multiple measures of reliability. The
comparison of reliability indices (Fig. 30, top-left panel) reveals that there are considerable differences between
both thermal comfort evaluation methods. UTCI consistently reported greater B values for all study areas, with
extremely significant improvements for areas S1, S4, and S5. The PET method reported negative reliability
indices for area SO (= —-0. 392), showing poor predictive reliability for the reference baseline state. Conversely,
UTCI showed acceptable reliability coefficients in all domains, with the best performance being achieved in S4
(B=2.145) and S5 (B =1. 892). Reliability improvement ratio analysis (Fig. 29, top-right panel) measures UTCI’s
enhanced performance with improvement factors of 1. 7xto 58. 2 x and an overall improvement average of 3.
14 x in all study areas. S1 area experienced the maximum improvement (58. 2 x) from virtually no reliability with
PET methodology to complete predictive capacity with UTCI.

Statistical significance and effect sizes
Statistical significance testing on Fig. 31 supports there being significant differences between study areas through
all pair-wise comparisons.

Effect size analysis indicates large practical differences for significant comparisons, with Cohen’s d values
exceeding 0.8 for essential comparisons like S4 vs. SO (d=4.2) and S5 vs. SO (d=3.8). The large effect sizes
indicate that the noted differences reflect large practical significance alongside statistical significance, attesting
to the validity of the performance ranking scheme.
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Fig. 27. Comprehensive thermal comfort classification across all comfort categories.

The Monte Carlo convergence test for the simulation (Fig. 31, lower-right panel) indicates model convergence
was reached at 8,000 iterations since the coefficient of variation fell below the 1% criterion. This convergence
test confirms that the 10,000 simulations used here yield statistically valid results with adequate precision for

trustworthy inference.

Key findings

o UTCI Superiority: The UTCI approach exhibited 3.14 x greater reliability than PET across all study regions,
with factors of improvement varying between 1.7 xand 58.2 x..
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SO 0.12 045 |1.28 3.89 4.99 15.82 2547 | 35.63 | 12.35
S1 0.01 0.09 |0.58 2.87 8.95 23.48 38.92 |25.09 | 0.01
S2 0.00 0.03 |045 4.52 15.78 35.67 35.89 7.66 | 0.00
S3 0.00 0.05 |0.38 3.78 12.45 32.18 41.23 9.93 | 0.00
S4 0.87 2.13 |5.67 |13.89 20.56 31.78 21.45 3.65 | 0.00
S5 0.56 1.78 |4.98 |12.34 18.92 29.87 26.78 4.77 | 0.00

Table 8. Thermal comfort distribution (% of simulations).
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Fig. 29. Mean radiant temperature (T_ ) and air temperature (T,) as critical variables.
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Rank | Variable | Average correlation | Influence level
1 Tmrt 0.942 Very high

2 Ta 0.896 High

3 RH 0.645 Moderate

4 \4 0.423 Moderate

5 Hour 0.387 Low

Table 9. Variable sensitivity ranking (absolute correlation with PET).

Area | Correlation | Mean difference (PET-UTCI) | SD difference | Agreement level
SO 1.000 2.42 1.12 Excellent
S1 0.999 1.59 0.18 Excellent
S2 0.999 1.10 0.19 Excellent
S3 0.999 1.15 0.17 Excellent
S4 1.000 0.61 0.12 Excellent
S5 1.000 0.61 0.21 Excellent

Table 10. PET-UTCI comparison. Average difference: 1.25 °C (PET consistently higher than UTCI).
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Fig. 30. Comprehensive reliability assessment between PET and UTCI methodologies across six urban design
interventions.

o Universal Thermal Stress: All study zones fell beneath the minimum acceptable level of 20% thermal comfort,
with the highest-scoring zone (S4) only achieving 7.47% comfort success.

 Design Hierarchy Confirmed: The ordering of performances (54 > S5>S2 >S3 > S1 > S0) persisted over a num-
ber of reliability metrics, validating the application of the multi-criteria assessment process.

« tStatistical Robustness: Strong statistical significance (p <0.

« Methodological Validation: Model convergence at 8,000 iterations confirms the statistical accuracy of the
Monte Carlo simulation method.
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Fig. 31. Statistical Validation of inter-area performance differences and Monte Carlo simulation convergence
analysis.

These results show that although UTCI enables better methodological consistency in thermal comfort analysis,
the intrinsic difficulty of ensuring sufficient thermal comfort in the built-up environments of hot climates is not
resolved in all the design interventions examined. The findings confirm that the existing urban design strategies
are inadequate to reduce thermal stress and more aggressive climate adaptation is necessary to attain sustainable
levels of thermal comfort in the urban environment.

The findings of this thermal comfort assessment indicate that there is a significant divergence between
urban design approaches and the thermal safety standards integral for sustainable, livable cities. Striking an
equilibrium between urban design and sustainability for hot climates seems nonexistent due to the lack of
thermal comfort reliability (TCRI <5%), which is a design flaw on its own; however unfathomable as hot climate
urban sustainability frameworks go. Achieving the best performance scenario involving extensive tree canopy
coverage had even less than desired 20. 56% comfortable conditions. The 19. 2% boost falls tremendously below
expectations set internationally.

Our results reveal that thermal comfort deficiencies extend beyond specific design limitations to
fundamental inadequacies in the current paradigm of urban design for hot-arid climates. Critically, even Area
S$4 representing best-practice integration of concrete structures with mature, full-canopy tree coverage achieved
only 20.56% comfortable conditions, barely meeting the minimum 20% acceptability threshold. This marginal
performance under optimal conventional design conditions suggests that traditional approaches (passive
shade structures + vegetation) are necessary but fundamentally insufficient for extreme hot-arid environments.
Advanced integrated strategies not evaluated in our current study might include:

« High-albedo cool pavement materials:
Capable of reducing surface temperatures by 8-15 °C, thereby lowering mean radiant temperature by 4-8 °C.
« Active evaporative cooling systems:
Misting installations reducing air temperature by 3-7 °C in pedestrian zones.
« Optimized urban morphology: high height-to-width ratios (H/W >2.0) creating extended shadow patterns
during peak thermal stress periods (12-3 PM).
o Integrated water features: providing localized evaporative cooling and psychological thermal comfort en-
hancement.
 Phase-change materials:

Thermal mass systems moderating diurnal temperature fluctuations We hypothesize that only radical, multi-
strategy integration targeting simultaneous reduction of both Tmrt (r=0.942) and Ta (r=0.896) could achieve
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TCRI values>20% in Zahedan’s extreme summer conditions (mean daily maximum >40 °C). This represents
a paradigm shift from aesthetic comfort enhancement to survival-oriented, climate-resilient design. The
reliability-based framework developed here enables quantitative evaluation and optimization of such integrated
strategies—a critical direction for future research and urban climate adaptation policy.

To facilitate practical implementation of TCRI in design decision-making, we propose the following
interpretation framework for hot-arid climate urban spaces:

TCRI Classification Scheme:

o TCRI<5%: Systematic failure—fundamental redesign imperative, space unsuitable for human occupancy
during peak thermal stress periods

o TCRI 5-15%: Marginal performance—significant thermal mitigation improvements required before public
use approval

o TCRI 15-30%: Acceptable performance—meets minimum safety standards for public spaces with brief oc-
cupancy

o TCRI>30%: Good performance—suitable for prolonged occupancy and active use

« Context-Specific TCRI Targets for Zahedan’s Summer Conditions: Based on our empirical findings and oc-
cupancy duration requirements, we recommend:—Public transit stops (5-15 min occupancy): TCRI>10%—
Urban parks and recreational spaces (30-120 min): TCRI>20%—Outdoor dining and commercial areas
(60-180 min): TCRI>30%—Children’s playgrounds (extended exposure): TCRI>35%

Urban planners should employ TCRI in iterative, evidence-based design workflows:

1. Define occupancy requirements:
Establish typical usage duration and vulnerable population exposure

2. Set TCRI targets: Select appropriate threshold based on above classification

3. Simulate baseline conditions: Apply Monte Carlo framework to current design

4. Evaluate interventions: Test shading, vegetation, cooling strategies using sensitivity analysis priorities (target
Tmrt first, then Ta)

5. Iterative refinement:

Adjust design until TCRI target achieved with adequate safety margin.

The probabilistic nature of TCRI enables transparent risk communication to stakeholders. For example,
TCRI=18% explicitly means approximately 82% probability of thermal stress conditions during any given
operational hour—information critical for informed public health policy and urban planning decisions. This
represents a fundamental advancement over deterministic metrics that obscure thermal safety uncertainties.

Conclusion

This extensive thermal comfort evaluation of six urban microclimates demonstrates the severe shortcomings of
contemporary urban design practice in hot climate settings. In spite of applying diverse shading and vegetation
measures, none of the study locations attained satisfactory thermal comfort criteria, with Thermal Comfort
Reliability Index (TCRI) values of less than 5% for all locations. Even the most successful location (S4—concrete
gazebo with complete shade) only attained 20.56% comfortable conditions, which was far from meeting the
minimum 20% threshold for sustainable urban settings. The research illustrates that UTCI methodology is
more reliable than PET, with 3.14 x higher performance and improvement factors between 1.7 x and 58.2 x. This
methodological improvement enables more reliable thermal comfort predictions for urban planning practice.
The reliability analysis indicated that mean radiant temperature (Tmrt) and air temperature (Ta) are the most
influential variables for thermal comfort, with correlations of 0.942 and 0.896 respectively, highlighting the
overarching importance of holistic shading strategies in urban design. The Monte Carlo simulation method
effectively estimated prediction uncertainties and delivered probabilistic estimates crucial for risk-based design
decisions. Hot failure probabilities varied between 29.85% and 65.25% among study areas, portraying pervasive
thermal.

stress conditions with considerable public health risks, especially to vulnerable populations.

Our sensitivity analysis (Table 9) identified mean radiant temperature (r=0.942) and air temperature
(r=0.896) as the dominant drivers of thermal stress, with relative humidity (r=0.645) and wind speed (r=0.423)
playing secondary roles. Based on this quantitative evidence hierarchy, it propose the following prioritized,
radical climate adaptation measures:

« High-albedo surface materials [Directly addresses Tmrt, r=0.942]:
Implementation of cool pavement and high-reflectance building materials reduces surface temperatures by
8-15 °C (literature values), thereby lowering longwave radiation emission. A 10 °C surface temperature re-
duction translates to approximately 4-6 °C mean radiant temperature reduction in our study contexts, poten-
tially improving TCRI by 8-12 percentage points based on our simulation results.

« Integrated evapotranspiration systems [Dual mechanism targeting Tmrt and Ta]: Strategic dense vegetation
deployment provides:

Scientific Reports |

(2026) 16:3431 | https://doi.org/10.1038/s41598-025-33440-6 nature portfolio


http://www.nature.com/scientificreports

www.nature.com/scientificreports/

o Primary effect: Canopy radiation interception reducing Tmrt by 5-13 °C (evidenced by our SO vs. S4 com-
parison showing 13.2 °C Tmrt reduction)

« Secondary effect: Evaporative cooling reducing Ta by 2-4 °C

« Combined TCRI improvement potential: 15-18 percentage points

« Active misting and evaporative cooling [Targets Ta, r=0.896]:
Mechanical evaporative systems in pedestrian zones provide 3-7 °C air temperature reduction with estimated
TCRI improvement of 5-8 percentage points, particularly effective during peak thermal stress periods (12-3
PM) when Ta>40 °C.

« Optimized urban morphology[Addresses Tmrt through shadow engineering]:
High height-to-width ratios (H/W >2.0) in street canyons create extended shadow patterns during critical
hours. Based on solar geometry analysis for Zahedan (29.5° N), H/W =2.5 could reduce Tmrt by 6-10 °C dur-
ing 12-3 PM peak stress period, with projected TCRI improvement of 10-14 percentage points. These recom-
mendations are rank-ordered by correlation strength with thermal comfort indices, ensuring evidence-based
resource allocation for maximum thermal stress mitigation effectiveness.

Limitations and future research directions

This study acknowledges several limitations that suggest avenues for future research. First, field measurements
were conducted over three summer days, which may not capture seasonal variability in thermal comfort
patterns. Future longitudinal studies spanning multiple seasons and years would provide more robust datasets
for reliability assessment. Second, the study focused on a single hot-arid climate zone (Zahedan, Iran), and
validation in diverse climate contexts (humid tropical, temperate, cold) is needed to establish global applicability
of the proposed reliability framework.

Third, the Monte Carlo simulation assumed independent input variables, though meteorological parameters
exhibit dependencies that could affect probability distributions. Future research should incorporate copula-
based methods or multivariate probability distributions to account for variable interdependencies. Fourth,
the proposed TCRI index requires validation through comparison with subjective thermal comfort surveys to
ensure alignment with user perceptions.

Future research should investigate temporal dynamics of thermal comfort reliability by incorporating
transient thermal comfort models and time-series reliability analysis. Integration of climate change projections
into the Monte Carlo framework would enable assessment of future thermal comfort reliability under various
emission scenarios, supporting long-term urban adaptation planning. Finally, cost-benefit analysis of design
interventions based on reliability metrics would provide practical decision-support tools for urban planners and
architects.

Data availability
The datasets generated and/or analyzed during the current study are available from the corresponding author
on reasonable request.
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