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Landslide hazard assessment of
an urban agglomeration in central
Guizhou Province based on an
information value method and
SVM, bagging, DNN algorithm

Junhua Luo®, Zulun Zhao, Wei Li, Liang Huang & Weiquan Zhao™*

The urban agglomeration in central Guizhou is located in a crustal deformation area caused by tectonic
uplift between the Mesozoic orogenic belt of East Asia and the Alpine-Tethys Cenozoic orogenic belt,
with high mountains, steep slopes, fractured rock masses and a fragile ecological environment; this
area is the most affected by landslides in Guizhou Province, China. In the past decade, there were a
total of 613 medium and large landslide disasters, resulting in 137 deaths and a direct economic loss
of 1.032 billion yuan. Therefore, this study selected 12 indicators from the topography, geological
structure, and external inducing factors, and conducted factor collinearity analysis using the variance
expansion coefficient to construct a landslide hazard assessment index system. The statistical analysis
model was combined with a variety of machine learning models, and the selection of negative

sample points was restricted in various ways to improve training data accuracy and enable machine
learning model predictions with sufficiently supervised prerequisites. The accuracy of the model

was validated by ROC curve analysis. The AUC values of the SVM, DNN, and bagging models were

all greater than 0.85, indicating that the results were credible. However, the overall accuracy was
SVM>DNN >Bagging; that is, SVM was more suitable for landslide hazard assessment of the urban
agglomeration in central Guizhou. Finally, field surveys were used to validate multiple sites with
historical landslides in extremely high-hazard areas and analyse their development characteristics.
The evaluation results can provide strong guidance for engineering design, construction and disaster
prevention decision-making of urban agglomeration in central Guizhou.

Keywords Urban agglomeration in central Guizhou, Landslide hazard assessment, Information value
method, Machine learning

Geological disasters refer to geological processes or phenomena that, under the action of the natural environment
or human factors, cause the loss of human life and property and damage the environment®. The spatial-
temporal distribution pattern is often the result of the joint action of humans and nature. The common types of
geological disasters include landslides, collapses, debris flows, ground subsidence, and ground fissures. Disasters
are complex and rapid, involving many factors, such as regional geological, hydrology, vegetation conditions
and human activity intensity. China is a country with frequent geological disasters and severe disasters: there
were 7840 geological disasters in 2020, including 4810 landslides, 1797 collapses and 899 debris flows; in 2021,
there were 4772 geological disasters, including 2335 landslides, 1746 collapses, 374 debris flows; there were
5659 geological disasters in 2022, including 3919 landslides, 1366 collapses and 202 debris flows. As the type
of geological disaster with the highest proportion, landslides have always been the focus of researchers, mainly
on early identification®?*°%, susceptibility evaluation?** and hazard evaluation?!2. Disaster identification refers
to the early screening of hidden landslide points using remote sensing, geophysical prospecting, and manual
inspection. Susceptibility assessment, the most basic research work in landslide disaster assessment, refers to the
static investigation of the likelihood of disasters occurring in a relatively stable disaster-conceiving environment
based on topographic and geological conditions. Hazard assessment involves adding external inducing factors
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such as rainfall and road network density on the basis of susceptibility assessment to perform a more in-depth
expression of the likelihood of a disaster.

Previously, hazard, susceptibility, and risk evaluations were often used together to describe the possibility
of geological disasters or the degree of damage that may be caused to society without a clear conceptual
differentiation between the three. At the Sixth International Landslide Symposium, Hutchinson?! clearly defined
landslide hazard assessment as the possibility of landslide occurrence within a specific time period and divided it
into two methods: local and regional evaluations. Three study directions are separated. Based on this concept and
previous studies, the development of landslide hazard assessment methods has undergone a progression from
the theoretical foundation and technical refinement of deterministic approaches to the practical exploration of
non-deterministic methods and the intelligent evolution driven by data-driven technologies.

Deterministic methods refer to the use of traditional mechanical models to evaluate landslide disaster
hazards based on the physical mechanism of landslide occurrence; the main methods include the limit numerical
simulation method and the limit equilibrium method. However, the traditional model is more suitable for specific
single landslide studies because of its clear physical meaning, high accuracy requirements for the underlying
physical parameters, difficulty obtaining data and lack of regional generalization of the research method. The
development of this method can be divided into three stages: the theoretical foundation phase (1960-1970s),
the application expansion phase (1970s to the end of the twentieth century), and the model optimization phase
(twenty-first century to present). Representative research achievements include Newmark® proposed the classic
cumulative displacement theory and further calculated the permanent displacement of the slope body under
seismic conditions, which was used as the basis for seismic landslide hazard zoning. Morgenstern®® proposed
the limit equilibrium method, which can be used to solve the safety factor of side slopes with arbitrary shapes.
Satio®” proposed the classic creep theory “Saito method” and used topography, geology, slope and other factors
as simulation conditions to accurately calculate the time to slip for a specific side slope. Wilson® used the
Newmark model to carry out a hazard assessment of the slope area along the fault zone. Milesa®* calculated the
landslide displacement value of the East Bay Mountains in San Francisco based on the Newmark model and used
the GIS platform to compile the seismic landslide hazard distribution level figure. Based on the improvement
of the existing Newmark model, Rathje** proposed a complete probabilistic framework for assessing landslide
displacement and completed the seismic landslide hazard assessment for the California region. Kumar?* used
the limit equilibrium method as the theoretical basis. The minimum safety factor for a specific landslide body
is obtained using the particle swarm optimization method, and a corresponding landslide hazard assessment
system is developed based on the MATLAB platform.

Nondeterministic methods comprehensively consider the factors affecting landslide occurrence, such as slope,
lithology, curvature, and vegetation coverage, and implement landslide hazard assessments through two means:
knowledge- and data-driven methods. The knowledge-driven method is more subjective; the weight of each
factor is more influenced by expert experience; the research results lack objectivity. Common implementation
methods include the analytic hierarchy process, fuzzy mathematics, etc. In contrast, the data-driven approach
involves performing statistical analysis on a large quantity of landslide sample data to identify patterns and
calculate the hazard assessment results. This approach can effectively avoid subjective assessment of the weight
values of the influencing factors, and the main implementation methods include the information value method
and machine learning. The knowledge-driven methods can be divided into the experiential analysis stage (1970-
1990s), the logical reasoning stage (1990s to the end of the twentieth century), and the integrated application
stage (twenty-first century to present), with representative research achievements including: Al-Homoud*
combined Monte Carlo simulation technology with fuzzy mathematics theory and comprehensively considered
geology, topography, precipitation, and drainage conditions. He proposed a side slope damage potential index,
which can be used to determine the degree of slope stability. Yoshimatsu®® used the analytic hierarchy process
to assign values to topographic factors in remote sensing images and to assess landslide hazards for all of Japan
according to different scores. Cemiloglu!! conducted a landslide hazard assessment for Maragheh County by
selecting factors such as elevation, altitude, slope, aspect, and rainfall, integrating them with GIS software, and
utilizing a logistic regression model. The data-driven methods can be categorized into the emergence phase
(1980-1990s), the exploration phase (1990s to the end of the twentieth century), and the intelligent optimization
phase of driven models (twenty-first century to present), with representative studies including: Neuland®® used
the binary discriminant analysis method to assess the hazard of 250 slopes in Germany based on indicators
of geological processes, rock and soil lithology, and structural characteristics, Carrara'® used indicators such
as slope gradient, slope height, and lithology to evaluate landslide hazard in the mountainous areas of central
and southern Italy using multiple regression analysis and multivariate statistical models.. Based on a landslide
cataloguing database, Akbar! used an information value model to assess the hazard of the Kaghon area in
Pakistan. Nanehkaran®®*’ systematically elaborated on how to train a riverbank landslide hazard evaluation
model based on remote sensing, geological, topographical, and hydrological data using artificial neural networks
as the theoretical foundation. Mao®® introduced a series of hybrid machine learning predictive models, including
SVM, RE, and FL, and integrated the TOPSIS method to assess landslide hazard in the surrounding areas of the
basin.

In contrast, a data-driven approach is more objective and convenient when evaluating a nonspecific target.
However, statistical analysis models cannot resolve the nonlinear relationships among disaster-prone factors
well. In contrast, machine learning models have strong learning abilities but are computationally intensive and
prone to overfitting. Therefore, in areas with complex geological structures and frequent landslides, a single
model cannot be used for assessment; however, a variety of models need to be combined to improve the accuracy
of assessment results. In addition, the division of the basic evaluation unit of the study area and the location
selection of the negative sample points in machine learning are also topics of considerable controversy in the
current research. A large evaluation unit size will cause information confusion and reduce accuracy, while a
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small size will affect efficiency and cause data redundancy; the short distance between the positive and negative
sample points will cause the factor information of the sample dataset to be too large. These results are similar,
affecting the model training accuracy. These are the directions that need to be investigated in follow-up studies.

As a rapidly growing economic sector in western China, the urban agglomeration in central Guizhou is also
an important fulcrum for the implementation of the “two horizontal and three vertical” urbanization pattern
and the implementation of national strategies such as the “One Belt, One Road” and “western development”
This study combines the information quantity method and a variety of different machine learning algorithms
to evaluate the landslide hazard of urban agglomerations. It compares the accuracy of different models to
determine the best evaluation result, which provides references for subsequent hazard prediction and prevention
of landslide disasters in this area.

Overview and data preparation of the study area

Study area

The urban agglomeration in central Guizhou is located in the central part of Guizhou Province, with a
geographic location between 104°51'-108°12’E and 25°25'-28°29'N (Fig. 1). The overall terrain is high in the
southeast and low in the northwest, with an average elevation of 1299 m. The average annual temperature is
15.3 °C, and the average annual precipitation is 1132 mm. Karst landforms in the territory account for more
than 70% of the total area, with a complete range of morphologies, including karst fissures, karren formations,
solution depressions and peak forests, with large undulations of the mountains, high depths of the canyons, and
prominent environmental problems such as soil erosion, rock mass fracture and rocky desertification. Moreover,
the risk of ecosystem degradation and natural disasters is high. This urban agglomeration is one of the 19 urban
agglomerations planned in China, straddling five prefectures and cities, including 33 districts and counties, with
a total area of approximately 54,000 square kilometres. The permanent population of this area in 2020 is 16.4347
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Fig. 1. Location map of the urban agglomeration in central Guizhou.
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million, and the GDP is 711.128 billion yuan, accounting for 67.71% of all of Guizhou Province. It is the core
economic, cultural, and transportation area of Guizhou Province and has important location advantages and
development potential.

Basic data sources

The main basic data used in this study included remote-sensing images, digital elevation models, geological
maps, landslide disaster points, and meteorological raster data. The remote sensing images are from Landsat 9
OLI-2 on the USGS website (https://earthexplorer.usgs.gov/) and were used for vegetation coverage calculation
and selection of nonlandslide point samples in machine learning. The digital elevation model is from NASA
(https://search.earthdata.nasa.gov/) and is used to extract slope, aspect, curvature, and TWI topographic
moisture index. The 1:250,000 geological map and geological cross-section database are all from the Geological
Cloud (https://geocloud.cgs.gov.cn/), which is used for lithology classification and calculating the distance to
faults. The landslide hazard site data are from the Resources and Environmental Science and Data Centre of the
Chinese Academy of Sciences (https://www.resdc.cn/) and Chinese Qiyan Network (https://r.qiyandata.com),
covering the period from 2004 to 2022. The meteorological data are from the China Meteorological Data Sharing
Service Network (https://data.cma.cn/) and were interpolated by the data of each station. The vector data of
administrative divisions, roads and water systems are from the National Geographic Information Resources
Catalogue Service System (https://www/.webmap.cn/).

Methods

Information value model

As an evaluation method that combines information theory and statistics, the information value (IV) method was
formally proposed by Shannon®! and used in the communication field. It was not until the 1980s that the concept
of information entropy was accepted by researchers in the geological field and was applied to geological disaster
assessment. Geological disasters are formed by the comprehensive action of geological tectonic, topographic and
geomorphic factors. The information value model is based on probability statistics and comparative mapping
theory after extracting the information contributed by each factor to the occurrence of geological disasters.
The information value of each factor in the evaluation unit is combined and superimposed to obtain the total
information value I. A larger I value indicates a greater probability of geological disasters. The basic formula is:

P(Y,x122- - Zn)

I(Y, 2122+ 2n) =1
(Y,z120 - 20) n PY)

(1)

where I(Y,x,x,...x,) is the amount of information provided by geological disasters under the combination of
evaluation factors x,x,..x,, P(Y, x| X,..x,) is the probability of geological disaster under the combination
of evaluation factors x| x,...x,, and P(Y) represents the probability of geological disaster. This formula is a
theoretical calculation model of information value. However, since it is difficult to accurately estimate the
probability of geological disasters caused by each factor, the sample frequency method is used to calculate the

total information value of the evaluation unit under each factor combination. Formula (1) can be expressed as:
n n
N;/N
[7;I(mi,A)7;ID S./8 )

where I is the total information value under » evaluation factor combination conditions, I (m., A) represents the
information value provided by the evaluation factor xi for geological disaster A and N is the total number of
geological disasters in the study area. N, is the number of evaluation factors x; in the study area, S is the total
study area, and S, is the study area containing the evaluation factor x,.

Support vector machines

As a classification prediction model based on mathematical statistics, support vector machines (SVMs) were
proposed by Vapnik® and applied to linear problems. The basic principle is to construct an optimal separating
hyperplane, and this plane is the closest to both sides. The sample point distance is maximized to achieve the
classification of sample data. This model was not good at solving nonlinear problems in the early days. It was not
until” introduced the kernel function on the original basis and successfully solved the computational difficulty
of nonlinear SVMs that this model was widely used in various fields. However, a nonlinear relationship exists
between landslide disasters and each influencing factor, so that SVMs can be used.

For linearly inseparable data {xl,,y i}, x,ER d V€ {— 1,+1}, R represents the real number, i is the number of
samples, d is the dimension of the data, and nonlinear mapping ¢ (x) is needed. The original data are mapped
to a feature space. ¢ ¢ (x) + b=0 is the hyperplane equation; in this case, the classification interval is 2/||w||. To
make 2/||w|| maximum, allowable ||w||? is the minimum, and the classification line must satisfy the constraint
condition:

yi(w @i +b) > 1—¢i,(ei > 0) 3)

where ¢ ; is a slack variable. When solving the classification hyperplane, the smaller the value of ¢, is, the better.
Therefore, the original problem can be converted to solve the quadratic programming problem of the minimum
value of ||w||*/2+ C (Ze,) under the constraint of Eq. (3), where C is the penalty factor, and the discriminant
function obtained from the solution is:
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f(z) = sgn {Z iy [p(xi) - ()] + b} (4)

where K(xi,yj)z(p () - ¢(x) is the kernel function. Currently, the commonly used kernel functions include
polynomial, radial basis, linear kerels and sigmoid kernels.

Deep neural network

Deep neural networks (DNNs) were first proposed by Hinton'® and used in image processing. As an improved
artificial neural network (ANN) algorithm, the two have similar network structures, both consisting of input,
hidden, and output layers. However, the traditional ANN structure usually contains only one hidden layer, while
DNN' s can have as many as dozens of layers. Therefore, the DNN algorithm can perform more sufficient space
mapping on complex data and handle nonlinear problems well, thus allowing the in-depth mining of the feature
relationships between data.

The DNN model includes three parts: topological structure, activation function and loss function, and DNN
training algorithm. The topological structure is also known as a multilayer perceptron. The constituent units of
each layer are called neurons. The neurons are connected by weights w, with an additional offset value b. The
activation function is responsible for mapping the neuron input to the output end, and the activation function
includes sign, sigmoid, tanh, ReLU, and maxout functions. The loss function is used to measure the distance
between the DNN output result vector and the sample expectation vector. The commonly used functions are
cross-entropy, mean square error, L1 loss, and L2 loss. The DNN training algorithms can adjust the connection
weights and bias values to reduce the error value of the network output. The main methods include the
backpropagation algorithm and stochastic gradient descent methods.

In the schematic diagram of the DNN model (Fig. 2), XX, and X, are the input values, b is the offset value
of the neural unit in the hidden layer, W, W, and w, are the weight values, Y is the model output value, and the
calculation formula is:

Y=g()=g <Z wixi + b) ®)
i=1

In Formula (5), g is the activation function and z is the linear relationship between the input end and the output
end. In this study, ReLU was chosen as the activation function, and x represented the input information of the
previous neuron. The formula is as follows:

f(#) = max(0, z) (6)

Bagging trees

The bagging (bootstrap aggregation) algorithm, an integration algorithm in the machine learning field,
was first proposed by Breiman®. The basic idea is to integrate multiple classifiers into a strong classifier. The
implementation steps include self-service resampling of the original data, parallel training the sampled datasets,
and outputting the fitting results (Fig. 3). The characteristic of the bagging algorithm is that each weak classifier
has no interdependence and can run independently. Therefore, the final output model has low variance and a
low probability of overfitting. The commonly used base classifiers include decision trees, logistic regression, and
SVMs.
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Fig. 2. Diagram of the DNN structure.
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Fig. 3. Bagging flowchart.

Results

Division of evaluation units

According to the “General Rules for Regional Environmental Geological Survey” promulgated by the China
Geological Survey, the assessment units are divided into two main categories: (1) the study area is divided into
many grid units with the same shape and size, and (2) The study area is divided into natural evaluation units of
varying sizes using criteria such as physical geography, administrative divisions, or economic development units.
This study chose the first method and referred to the existing empirical formula®*:

Ge=749+10"*%x 9 —-20x10"%+29x 1071 x §2 (7)

where G _is the suggested value of the grid unit and § is the denominator of the scale of the study area. Based
on the scale of the basic data. The basic size of the grid unit was 30 x 30 m, and a total of 60 010 660 grid units
were divided.

Selection of evaluation indicators

Topographic and geomorphic factors

Topography and geomorphology impact on the occurrence, development, and evolution of geological disasters.
Five relevant factors for the area, including slope, aspect, TWI, NDVI and plane curvature, were extracted based
on the GIS platform. (1) Slope: This indicator is one of the key factors causing landslides. Figure 4e shows
that with increasing slope angle, more frequent landslides occur'®. (2) Slope aspect represents the projection
direction of the slope surface from high to low. It affects ecological and environmental factors such as sunlight
direction, thus affecting slope stability*®. (3) TWI is a regional topography that has an important impact on the
runoff flow direction®’. (4) NDVTI is related to soil structure stability?’. Figure 4b shows that most landslides
occur in areas with low vegetation coverage. (5) Plane curvature: This indicator can reflect the topographic
change rate of the slope in the horizontal direction and greatly impacts landslide development*!.

Geological structure factors

Geological conditions are important internal factors for landslide occurrence, and height affects slope structure,
accumulation type and sliding bed morphology. Two relevant factors, rock group and fault density, were
selected for analysis. (1) Rock group: Different lithologies have different effects on the occurrence of landslides.
For example, rocks with lower strength are more likely to slide and fall and are more affected by erosion and
weathering!®!7. The 138 rock groups in this area were divided into five types according to hardness: hard rock,
relative soft rock, soft rock and very soft rock. As shown in Fig. 4g, landslides mostly occurred in the soft lithology
zone. (2) Fault density: In comparison, the rocks around faults are less stable and more prone to landslides®".

Inducing factors

Geological disasters occur under the joint action of various factors, among which external inducing factors play
an important role in landslide formation. Four relevant factors, precipitation, evaporation, road network density
and river network density, were selected for analysis. (1) Precipitation: The infiltration of large amounts of
rainwater will cause the saturation of the soil-rock layer on the slope and the accumulation of water in the aquifer
at the lower part of the slope increases the weight of the sliding mass triggering landslides*>. (2) Evaporation:
In a dry climate, increased evaporation on the slope reduces soil moisture and causes soil to shrink, causing
larger cracks on the slope surface and increasing landslide probability?®?”. (3) Road network density: Road
construction requires filling and excavating natural slopes, which changes their original stress state, making
them unstable and leading to destruction®. Figure 4k shows that when the road network density is greater than
0.8, the density of disaster points is the highest. (4) River network density: Rivers can erode slopes on both sides
of the river under the prolonged river scouring, forming a free surface, and landslides will eventually form under
the action of gravity on the slope®.
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Fig. 4. Disaster site density and information value for each factor.

Factors T VIF Factors T VIF

DEM 0.931 1.074 | Rock 0.952 | 1.051
NDVI 0.940 1.064 | Faultage density 0.828 | 1.208
TWI 0.826 1.211 | Precipitation 0.506 | 1.975
Plan curvature | 0.962 1.039 | Evaporation capacity | 0.537 | 1.863
Slope 0.001 | 8508.728 | Road density 0.718 | 1.392
Aspect 0.001 | 8508.736 | Drainge density 0.861 | 1.162

<0.1 0.1-0.2 0.2-03 0.3-04 >04

Table 1. Diagnostic results of factor collinearity. T represents tolerance, which is the reciprocal of the VIE

Collinearity analysis of factors
When collinearity exists among multiple evaluation factors, a change in one of the factors willlead to corresponding
changes in one or more other factors, resulting in error and reducing the accuracy of the evaluation model*’. This
study used the variance inflation factor (VIF) to assess the collinearity between the factors quantitatively. When
the VIF is greater than 10, the collinearity between the factors is high and should be addressed; when the VIF is
less than 10, it is considered to be no collinearity among the factors?>%7. As shown in Table 1, the VIF values of
the slope and aspect were significantly greater than 10 among the 12 selected evaluation indicators, indicating
that a high correlation existed between them. Figures 4 and 5 show that the slope aspect is significantly greater
than 10. The information value of the factors was lower, and the disaster point density values corresponding to
different slope aspects were more similar. Therefore, the slope aspect factor was excluded, and the remaining 11
indicators were substituted into the model to continue the landslide hazard assessment.
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Fig. 5. Distribution diagram of the information value of each factor.

Selection and training of negative sample points
In the machine learning classification problem, both positive and negative sample points must fully reflect the
actual situation to achieve optimal classifier performance. There were 1947 landslide disaster sites within the
urban agglomeration in central Guizhou, that is, 1947 positive sample points. This study used a 1:1 ratio and
selected 1947 nonlandslide hazard sites to form the final sample dataset (Fig. 6). The selection rules are as follows:

(1) To improve nonlandslide sample site accuracy, the 11 influencing factors were overlaid and calculated to
obtain the evaluation results of the information value method. The natural break point method was used to
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divide them into different zones. The negative sample points were selected from extremely low-prone areas
and low-prone areas.

(2) The geological structure of the landslide site was already in a state of instability, and the probability of a
geological disaster occurring again was high; therefore, the distance between nonlandslide and landslide sites
was greater than 500 m.

(3) To reduce the redundancy of feature information at negative sample points, the distance between non-
landslide sites was greater than 500 m.

We randomly selected 70% of the total sample dataset as training samples and 30% as testing samples. The GIS
platform was used to assign the evaluation result of the information model to the attribute of each sample point
and used it as the input parameter of machine learning. Model training was completed in MATLAB and Python.

Model evaluation and comparison
The evaluation results of the SVM, deep neural network and bagging tree models were classified by the natural
break point method, and the division intervals were consistent with those of the information value method:
extremely low hazard, low hazard, moderate hazard, high hazard and extremely high-hazard; the results are
shown in Fig. 7. In general, the hazard evaluation results calculated by the three models have high similarity. The
high-hazard and extremely-high-hazard areas are mainly distributed in the middle and the upper regions of the
urban agglomeration in central Guizhou, which is the central hub of the urban agglomeration. The geological
structure is complex, the faults are densely distributed, and human engineering activities are extremely frequent.
The lithology of the lower-left area is fragile, and the topography is large. It is also a high-hazard and extremely
high-hazard landslide area. The moderate-hazard area is mainly distributed on both sides of the high-hazard
area due to the similarity in geological structure. The low-hazard and extremely low-hazard areas are mainly
distributed in the southern and western regions, where lithology is stable, and human activity intensity and
external factors such as precipitation and evaporation are low. Therefore, landslide disasters are relatively rare.
Table 2 lists the statistical results of the SVM, DNN and bagging models. From the perspective of disaster
density, the three types of models included extremely low-hazard areas<, low-hazard area<, moderate-
hazard area <, and high-hazard area < extremely-high-hazard area, showing a gradual increasing trend, which
corresponds with the objective disaster occurrence pattern. According to the distribution of the number of
landslide sites, the three types of models all exhibited extremely high-hazard areas <extremely low-hazard
areas <low-hazard areas, moderate-hazard areas<high-hazard areas, the number of extremely-high-hazard
areas was the lowest due to having the smallest zoning area; therefore, this area also corresponds with the actual
distribution of landslide sites. From the perspective of hazard zoning areas, the prediction results of the three types
of models revealed that low-hazard areas had the largest area; however, some differences existed in the zoning
of the remaining types. SVM represented as extremely high-hazard areas < extremely low-hazard area <high-
hazard area<moderate-hazard area <low-hazard area. DNN was extremely high-hazard areas<high-hazard
area < moderate-hazard area < extremely low-hazard area <low-hazard area. Bagging represented an extremely
low-hazard area < extremely high-hazard area < moderate-hazard area <high-hazard area <low-hazard area.

Model accuracy validation
The receiver operating characteristic (ROC) curve is widely used in model evaluation in the machine learning
field and was promoted by Fawcett!® for in-depth interpretation. In this landslide hazard assessment, the
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Fig. 6. Partitioning of the information value method and selection of negative sample points.
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horizontal axis of the ROC curve represents the probability of being misclassified for the land slope sites of
different hazard levels. The vertical axis represents the probability of correctly classifying land slope sites. The
area enclosed by the ROC curve and the horizontal axis is the area under the curve (AUC). The closer the AUC
is to 1, the higher the classification accuracy of the model. The model comparison results are shown in Fig. 8.
The AUC values of the SVM, DNN and bagging machine learning models under different hazard levels were all
greater than 0.85, indicating that the three types of models had high classification accuracy. However, in general,
the AUC values of the extremely low-hazard area, low-hazard area, moderate-hazard area, high-hazard area, and
extremely high-hazard area are all SVM > DNN > bagging; therefore, the SVM model has higher accuracy and is
more suitable for landslide hazard assessment of urban agglomeration in central Guizhou Province.

Discussion

In landslide hazard assessment research, regardless of whether the method is deterministic or nondeterministic,
strict or not, the influence of human subjectivity is unavoidable in the evaluation process, which leads to deviation
in model reliability and accuracy. Therefore, many scholars often attributed it to the lack of reasonable and
comprehensive evaluation models and introduced new mathematical methods. However, geological disasters
are complex geoscience events, and model evaluation results are not consistent. If an overall understanding
of geological disasters, from disaster formation to disaster causes, is lacking, and overall thinking about the
relationship between the occurrence of disaster events and the surrounding environment cannot be established.
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Model | Hazardous level Area (km?) | Area proportion (%) | Number of landslides | Landslide proportion (%) | Disaster density
Extremely low hazard 6476.571 | 0.120 105 0.054 0.016
Low hazard 23,638.275 | 0.437 439 0.225 0.019
SVM Middle hazard 13,839.903 | 0.256 490 0.252 0.035
High hazard 8653.572 | 0.160 567 0.291 0.066
Extremely high hazard 1487.619 | 0.027 346 0.178 0.233
Extremely low hazard | 12,608.703 | 0.233 105 0.054 0.008
Low hazard 24,956.586 | 0.461 412 0.212 0.017
DNN Middle hazard 11,076.606 | 0.205 495 0.254 0.045
High hazard 4696.677 | 0.087 564 0.290 0.120
Extremely high hazard 757.368 | 0.014 371 0.191 0.490
Extremely low hazard 5301.189 | 0.098 104 0.053 0.020
Low hazard 17,656.335 | 0.326 398 0.204 0.023
Bagging | Middle hazard 11,155.095 | 0.206 514 0.264 0.045
High hazard 12,361.167 | 0.229 563 0.289 0.046
Extremely high hazard | 7622.154 | 0.141 368 0.189 0.048

Table 2. Hazard assessment results of different models.
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Fig. 8. Accuracy comparison of the SVM, DNN, and bagging models.

Introducing algorithms will also lead to biased evaluation results. In the course of this research, the following
points are worth discussing.

Indicator selection and data acquisition

Selecting evaluation indicators is the most important step in landslide hazard assessment. Additionally,
different combinations of factors will lead to different assessment results®. At present, indicator selection is
carried out using expert experience and subjective judgement. The differences between different studies lie in
including subsequent factor correlation analysis, factor quantification and normalization, and data accuracy
improvement!'%. This study used the VIF for factor screening. The Pearson correlation coefficient and the grade
point average?>*® are commonly used. Whether different methods of factor collinearity analysis affect the final
model evaluation result can be studied in the future. Considering factors with high-dimensional characteristics,
the data are excessively redundant, and the calculation cost is high. Therefore, it is necessary to discretize the
continuous disaster factors and unify the format for the convenience of subsequent evaluation; however, different
discretization values will also affect the evaluation results. Additionally, some input data needed for direct or
indirect evaluation are from planar maps, such as topographic maps and geological maps, such as geological
elements, including soft interlayers and weak bases?®, which often have a great impact on slope stability, however,
it is difficult to reflect this role in the floor plan.

Division of evaluation units

The commonly used assessment units in landslide hazard assessment include slope and grid units®!. In the
former case, the study area should be divided into slope units based on geomorphic theory and the hydrological
analysis model, however, this will increase calculation complexity and the uncertainty of the model evaluation
results. In contrast, dividing the grid units is simple, and the calculation is straightforward. The scale bar of the
sample data and the size of the study area should be appropriately selected; however, this would separate the
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inherent internal relationships of the slope system. Both have their advantages; however, it is difficult to choose.
This can be considered an important proposition for comparative study in the future.

Model selection

Landslides are complex geological problems that cannot be explained by statistical analysis models alone?®. In
contrast, machine learning has a strong learning ability and can integrate landslide hazard assessment into a
simple classification problem. Therefore, a supervised machine learning method can be used to mix a statistical
model with a machine learning model to improve the accuracy of the evaluation results. This study used the
evaluation result of the information model as the input parameter and called several machine learning models
such as Bayesian, logistic regression, KNN, RE bagging, SVM, BP neural network, and DNN. Finally, the
model with the highest accuracy among SVM, DNN and bagging was selected for result analysis. However, in
this process, we did not perform in-depth parameter tuning or algorithm optimization for a single algorithm,
therefore, the accuracy of future models can be further improved.

Sample cleaning and dataset construction

When extracting the discrete values of the evaluation indicators based on historical landslide sites, there may
be some blank values (0) or anomalous values (9999). This study used only the average value of the pixel size
3 x 3 neighbourhood of the outlier point to replace the attributes, and the multiple smoothing methods were not
compared. Therefore, the evaluation accuracy of the model may be further improved. During dataset construction,
the selection rules of negative samples and the imbalance in the proportion of positive and negative samples will
directly affect the evaluation accuracy of the model. Compared with the random generation method, selecting
negative samples in this study was restricted in three ways; however, it is still possible to improve the quality of
the dataset further.

Field investigation

In the geological disaster prevention policies of this region, small-scale landslide disaster sites are usually
reported by lower-level administrative units and then handled independently; for large-scale landslide disaster
sites, professional and technical personnel deploy a large quantity of slope deformation monitoring equipment
around the sites to accurately monitor point positions. Based on the above landslide hazard assessment results,
an area with extremely high hazard was screened, and 12 known landslide sites in this area were selected for
field disaster investigation (Fig. 9). Currently, three field situations exist: (1) Large-scale historical landslide
sites. The characteristics of the slope are a long movement distance, wide area, severe damage to surface soil and
vegetation, exposed bedrock, and severe damage to the ecological environment. This type of disaster point is
extremely harmful to residential areas and roads at the slope foot. (2) Landslide sites are difficult to find. Because
the urban agglomeration in central Guizhou is a mountainous area with lush vegetation, this type of landslide
occurs in the middle of the forest and is not easy to detect manually; however, they will not cause damage
to the socioeconomy or residential property. This type of landslide site also indirectly reflects that the NDVI
can be used only as an important factor in landslide hazard assessment and does not play a decisive role. (3)
Disappearance of disaster sites. Due to road construction of different grades, the expansion of residential houses
and the development of tourist attractions, some small landslide sites have been artificially managed by terrain
adjustment, surface reinforcement, and crop cover. Although this type of landslide site has disappeared or only
some remaining traces are present, the surrounding lithology, fault distribution, and hydrometeorological
conditions have changed very little, and the possibility of a subsequent occurrence remains. Therefore, it is still
a high-hazard area according to the assessment results.

Future prospects

To further optimize the model, big data technologies can be leveraged to obtain massive high-resolution
information from historical remote sensing data, landslide records, and environmental monitoring data.
This approach enhances the quality of input parameters, improves feature selection, and elevates dataset
quality®¥2. Additionally, advanced deep learning algorithms or hybrid optimization techniques, such as Deep
Belief Networks (DBN) and neuro-fuzzy systems integrated with evolutionary algorithms, can be introduced
to strengthen the model’s ability to capture complex nonlinear relationships***’. In practical applications, the
model can be deeply integrated with GIS systems to combine evaluation results with real-time data on rainfall,
human activities, and surface deformation. This allows for dynamic updates of landslide susceptibility maps,
enabling precise disaster response in specific regions, and providing robust support for community safety and
sustainable infrastructure development.

Conclusions

This study combined a statistical analysis model with a machine learning model and selected 11 indicators,
such as the DEM, NDVI, and TWI, to assess the global landslide hazard of the urban agglomeration in central
Guizhou. The specific innovations and findings are as follows:

(1) The upper-middle and lower-left areas of the urban agglomeration were the extremely high-hazard and
high-hazard landslide areas, respectively. The low-hazard areas and the extremely low-hazard areas were
mainly distributed in the southern and western regions, respectively. The remaining areas were considered
moderate-hazard areas. Regional governments with different hazard levels need to adopt corresponding dis-
aster prevention measures to protect the safety of people and property.

(2) The variance expansion coeflicient was used to carry out collinearity diagnosis on the evaluation indica-
tors. There was a high correlation between the slope and aspect in this area. After comprehensive consider-
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Fig. 9. Field conditions of landslide sites in some extremely high-hazard areas.

ation of the information value and the disaster point density of the two indicators, those with less influence
were excluded. The slope aspect factor and follow-up work should be continued to reduce the evaluation
model error effectively.

(3) After the low-landslide-hazard area is preliminarily identified based on the information value model, the
negative sample points are randomly selected, and the distances between the negative sample and positive
sample points and between each negative sample point are equal. A distance greater than 500 metres can
effectively improve the overall sample dataset quality.

(4) The output values of the statistical analysis model were used as the input values of the SVM, DNN, and
bagging machine learning models to achieve the machine learning model prediction with sufficient super-
vision. The AUC values of the three model types were all greater than 0.85, indicating excellent classification
performance. However, the overall accuracy was SVM > DNN > bagging, indicating that SVM is more suita-
ble for landslide hazard assessment of the urban agglomeration in central Guizhou. It also shows that combin-
ing and comparing different methods can improve the accuracy and stability of landslide hazard assessment.

Data availability
The data that support the findings of this study are available from the corresponding author, upon reasonable
request.
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