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YiYin%?, Jianwei Pan', Fang Wang?, Peihang Li*, Zhen Cai? & Xin Xu%>**

Foam ceramics are widely used in industrial applications due to their unique properties, including
high porosity, lightweight, and high-temperature resistance. However, their complex microstructure
presents significant challenges for image analysis. Traditional machine learning methods often fall
short in capturing both global feature dependencies and detailed representations. To address this,

a novel artificial intelligence recognition model, FD-Conv, is proposed, which combines the global
information processing capabilities of Transformers with the local feature extraction strengths

of convolutional neural networks. Additionally, a frequency domain block detail enhancement
mechanism is introduced to improve recognition accuracy. Experimental results demonstrate that
the FD-Conv model enhances recognition accuracy by at least 7.6% compared to state-of-the-art
methods. Furthermore, the model effectively identifies foam ceramics with varying compositions and
formulations and quantifies their microstructural phase characteristics. This research aims to advance
the application of foam ceramic microstructure image analysis by improving recognition accuracy,
particularly in multi-source microscopic image feature learning and pattern recognition.

Keywords Foam ceramics, Multi-source Microstructure images, FD-Conv, Frequency domain block

The excellent properties of foam ceramics, including lightweight construction, sound absorption, thermal
insulation, and corrosion resistance, have led to their extensive use in a variety of fields, including automotive
manufacturing, metallurgy, chemical industry, electronics, construction, nuclear reactors, and others!. These
properties demonstrate significant potential and value in a range of applications. The microstructure of foam
ceramics is complex and multifaceted, encompassing a multitude of structural characteristics, including
pore distribution, connectivity, morphology, and material composition. This information, taken together,
determines the performance of the material®. It is therefore of practical necessity to gain an understanding of the
microstructure information of foam ceramics.

Machine learning techniques are predominantly employed for the analysis of material microstructure data
now’. However, accurately identifying the microstructure of heterogeneous foam ceramics is a highly challenging
endeavor, and the effective recognition of its microstructure is a prerequisite for material analysis.

Traditional machine learning has made some progress in the field of materials microstructure recognition®,
covering several key application areas, including microstructure image classification, feature extraction,
quantitative analysis, automated processing, and pattern recognition of complex structures®~’. First, deep
learning algorithms, especially convolutional neural networks (CNNs)®, have been widely used for automatic
feature extraction and classification from microscopic images®!?, as well as for the segmentation of backscattered
electron (BSE) images!'""!2. This method efficiently identifies similar types of microstructures!?, such as grains,
phase boundaries, and defects, thereby supporting the evaluation and prediction of material properties'*~16.
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Secondly, machine learning has demonstrated strong capabilities in the quantitative analysis of microstructures,
enabling precise measurements of features such as grain size and shape distribution through semantic
image recognition, thus making material property evaluations more scientific'”!8. With the development of
high-throughput microscopy techniques'®?, traditional machine learning can more effectively understand
the relationship between microstructures and material properties through statistical spatial mapping!'>?!.
Additionally, in dealing with complex materials, machine learning algorithms can analyze large datasets®?, deeply
understanding the relationships and patterns among different microstructures?®, further advancing materials
science. However, despite the great potential of machine learning in this field, it still faces some challenges, such
as the high dimensionality and imbalance of data, and the reliance on experimental validation?*.

It can be observed that traditional machine learning methods primarily employ a statistical learning
approach when identifying material structures, using composition, process, and microstructure information
extracted from images as model inputs. However, early machine learning methods were constrained by their
inability to fully understand and capture global dependencies, facing challenges in this regard. Additionally, they
had limited feature representation capabilities and insufficient interpretability?®. A notable issue was that these
machine learning methods often failed to accurately identify and predict the structures of unseen materials®.

As the development of artificial intelligence technology advances, the application of the Transformer
architecture’s principles can be considered for the identification and prediction of microstructures in foam
ceramics?’. Al algorithms based on the Transformer architecture are adept at interpreting various positions
and features within an image, while also accommodating images of different scales, thereby enhancing the
interpretability of the model. This robust deep learning model framework is extensively utilized in image
prediction research, where it can automatically extract image information without the necessity for human
intervention?. In comparison to traditional machine learning methods, models that integrate Transformer
concepts are more adept at capturing global non-linear relationships and spatiotemporal dependencies within
the images of microstructures in foam ceramics®.

In the field of image recognition, Al has given rise to a series of SOTA algorithms, each distinguished by its
unique algorithmic design and performance advantages. These algorithms have achieved significant results in
image processing tasks™.

The latest SOTA methods have made significant strides in the field of image recognition. However, they
still face certain limitations when dealing with images of material microstructures. Firstly, there are limitations
in feature extraction. For instance, images of foam ceramics microstructures contain complex micro-
organizational structures that often require extremely high resolution and detail-capturing capabilities. These
structures frequently include minute defects, cracks, phase transformations, and other features that are crucial
in the analysis of material microstructures®"*2. Consequently, fine-grained processing is necessary, but these
features and their processing methods may be too complex for traditional image recognition models, surpassing
the feature extraction capabilities of conventional CNNs or Transformer models. Secondly, data on material
microstructures often exhibit high heterogeneity. Different materials, preparation processes, and imaging
conditions can all result in varying image characteristics, necessitating a model that can adapt to diverse data
distributions. This leads to material microstructure images being highly detail-sensitive. The data on foam
ceramics microstructures in this study provides a clear illustration of this phenomenon. These images cannot be
easily predicted by the eye to belong to specific materials or to have been made with certain additives. Therefore,
it is particularly important to design an Al algorithm specifically for the structural recognition of material
microstructure images. Such an algorithm needs to adapt to the complexity and sensitivity to detail of material
microstructure images*!~%.

This paper puts forth a novel approach, namely FD-Conv method, for processing microstructure images of
foam ceramics. The FD-Conv method integrates the design concepts of Transformers with Convolutional Neural
Networks with the objective of constructing a network architecture that demonstrates exceptional performance
across a range of visual tasks. Compared to traditional machine learning methods, the FD-Conv method not
only inherits the concepts from Transformers in handling long-range dependencies and global information
but also fully utilizes the strong capabilities of convolutional neural networks in local feature extraction and
hierarchical feature learning. To further enhance the algorithm’s sensitivity to and processing capability for
the fine details of microstructure images, the FD-Conv method specifically introduces a frequency-domain
block design. This innovative design enables more precise capture of subtle features in microstructures, such
as small pores, cracks, and phase transitions, by analyzing and processing images in the frequency domain.
The introduction of the frequency domain block allows the FD-Conv method to exhibit higher accuracy and
robustness when processing complex and variable microstructure images. This paper includes multiple classes
of foam ceramic microstructure images, marking the first attempt to conduct a comprehensive analysis of multi-
source foam ceramic microstructure images with uneven spatial resolution.

FD-conv model network architecture

The FD-Conv model is designed for processing, analyzing, and recognizing foam ceramic microstructure images.
It integrates high-pass filters, frequency domain blocks, and Blocks to enhance feature extraction and processing
efficiency. The high-pass filter emphasizes edges and textures by focusing on high-frequency components. The
frequency domain block uses fast Fourier transform, high-pass filtering, and inverse Fourier transform for
efficient feature extraction in the frequency domain. The Block employs depthwise separable convolution, layer
normalization, pointwise convolution, and the activation function for effective feature processing. Additionally,
downsampling layers and residual connections improve feature extraction and generalization. These components
enable the FD-Conv model to accurately recognize foam ceramic microstructures. The architectural design is
depicted in Fig. 1.
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Fig. 1. The frequency domain block enhances image details and removes noise through a combination of
Fast Fourier Transform, high-pass filtering, and inverse Fourier Transform, thereby improving the FD-Conv
model’s image processing capability.

High-pass filter

The high-pass filter function is utilized to remove low-frequency information while retaining high-frequency
information when processing images or signals. In image processing, low-frequency information typically
corresponds to smooth regions of the image, whereas high-frequency information corresponds to edges or
details*’. The purpose of this function is to suppress low-frequency components in the Fourier (frequency
domain) representation of the image, thereby highlighting the image’s high-frequency details.

First, the function checks the four dimensions of the input, which, for a batch of image data, are (N, C, H,
W), representing the batch size, number of channels, image height, and width, respectively. Next, the high-pass
filter function creates a mask ‘mask’ with the same shape as the input. To achieve high-pass filtering, the low-
frequency regions of the mask are set to 0, and the high-frequency regions are set to 1, defining a cutoff threshold
for low frequencies. Specifically, in both the horizontal and vertical directions, the threshold region from the
edges to the center of the mask is set to 0. Considering that the edge regions of microstructure images can be
affected by edge effects®®, imaging artifacts*®, non-uniformity®’, and human-induced defects®, using a high-pass
filtering method can obtain more accurate and representative material characteristic data. Then, by element-wise
multiplying the mask with the (H, W) dimensions of the input, the high-frequency information is retained while
the low-frequency information is suppressed, as shown in the HPF part of Fig. 1. Only the positions with a value
of 1 in the mask (high-frequency regions) are retained, while the positions with a value of 0 (low-frequency
regions) are filtered out.
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This high-pass filtering method is integrated into the FD-Conv model’s Spectrum Block, enhancing feature
extraction capabilities by focusing on high-frequency image details*. This method effectively removes low-
frequency noise, enhances edges and details, and improves the model’s performance in image processing tasks.

Frequency domain design

The primary objective of the Frequency Domain Block (FDB) is to analyze the input image from a complex
number perspective, capturing a range of frequency components to extract local frequency-domain features.
It consists of a Fast Fourier Transform (FFT) layer, a High-Pass Filter layer, and an Inverse Fourier Transform
(IFFT) layer, as depicted in Fig. 1.

Initially, the input microstructure image is normalized using Layer Norm to stabilize training. The input is
then processed through a Multi-Layer Perceptron (MLP) network, comprising a linear layer, a ReLU activation
function, and another linear layer. This normalization and MLP processing facilitate feature transformation and
nonlinear mapping, enhancing the expressive capability of the input features and improving model performance.
Next, the FFT converts the image data from the spatial domain to the frequency domain, where a high-pass filter
processes frequency components. The IFFT converts the processed data back to the spatial domain, retaining
only the real component of high-frequency information. This ensures that the frequency-domain processed
image is accurately represented in the spatial domain. Subsequently, a second Layer Norm and further feature
extraction through the MLP refine the data. A residual module performs a point-wise summation of the
processed features and the input features, achieving feature fusion. This residual connection preserves input
information and enhances the richness and robustness of feature extraction.

The FDB, integrating FFT, high-pass filtering, and IFFT, is an effective frequency-domain feature extraction
method for the FD-Conv model. It significantly enhances image processing capabilities, particularly in noise
removal and detail enhancement, demonstrating its potential and advantages in image processing tasks.

Block design

The FD-Conv model incorporates four blocks, each designed to efficiently process and abstract input features
through a combination of depthwise separable convolution, layer normalization, pointwise convolution, GELU
activation, layer scaling, and path dropout?’.

Each block begins with a depthwise separable convolution layer (DW-Conv), using a single convolutional
kernel per input channel to significantly reduce model parameters and computational load. The DW-Conv,
configured with kernel=7, stride=2, and padding=3, consolidates channel information while preserving spatial
information and enhancing feature capture, as detailed in Fig. 1. Next, the feature maps are permuted from (N,
C, H, W) to (N, H, W, C) for LayerNorm, facilitating accurate normalization. Layer normalization standardizes
features to maintain a consistent distribution, aiding gradient computation and model convergence. Following
normalization, two pointwise convolutions with kernel=1 and stride=1 expand and compress the feature
dimension. The first layer quadruples the channels, and the second reduces them back, refining feature interaction
discernment. The GELU activation function, introducing nonlinearity, enhances the model’s expressive power
by emulating neuron activation probabilities. A learnable layer scaling parameter, gamma, modulates pointwise
convolution outputs, allowing adaptive feature intensity adjustment based on input data. This enhances model
flexibility. The feature maps are then permuted back to (N, C, H, W). A residual connection combines the original
input with processed features, followed by the DropPath operation. DropPath randomly discards outputs during
training to prevent overfitting and foster feature diversity. Throughout each block, the width and height of feature
maps remain unchanged, while the number of channels is altered. Layer normalization, pointwise convolution,
GELU activation, and layer scaling preserve feature map dimensions, and DropPath does not affect dimensions.
Consequently, the input and output dimensions of each block remain consistent with the downsampling layer.

In essence, these components elevate the model’s feature extraction capabilities and enhance generalization
performance.

FD-conv model construction

The structure of the FD-Conv model comprises several key components: the Stem Layer, consisting of a
convolutional layer and LayerNorm; Downsample Layers, composed of sequential LayerNorm and convolutional
layers; Stages, each comprising a series of Blocks; and the Predictive Head, which includes Global Average
Pooling and the final output layer for prediction tasks.

Initially, the microscopic structure image is processed through a convolutional layer with a kernel size of 4 and
a stride of 4, which downsamples the image and increases the number of channels. LayerNorm then standardizes
the output, enhancing model stability and training speed. The model comprises four stages of Blocks. Each
Block employs depthwise separable convolution, followed by LayerNorm, two pointwise convolutions, and a
GELU activation function, with optional DropPath and layer scaling. The number of Blocks per stage varies,
controlling the model’s size and complexity. Three downsample layers precede the Blocks of the last three stages.
Each downsample layer consists of LayerNorm and a convolutional layer with kernel=2 and stride=2, reducing
feature map size and increasing the number of channels to deepen the model. Additionally, the FDB layer is
incorporated before the Blocks of the first two stages to enhance feature extraction in the frequency domain.
Finally, Global Average Pooling (GAP) is applied after the last Block to average each channel’s values. A linear
layer then maps this output to the recognition predictions, with the output dimension corresponding to the
number of classes.

The FD-Conv model includes an initial stem layer followed by three downsample layers, each connecting
different model stages. The input image dimension is 96 x 1 x 224 x 224, with subsequent downsampled
dimensions being 56 x 56 x 96, 28 x 28 x 192, 14 x 14 x 384, and 7 x 7 x 768. The depths of the
four Blocks are set to [3, 3, 9, 3]. The input and output dimensions for each stage match the corresponding
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downsample layer. Ultimately, the model employs a MLP output layer to classify different refractory material
microstructure images.

The FD-Conv model enhances image feature extraction capabilities by combining advanced techniques
such as DW-Conv, frequency domain processing, MLP, and residual connections. DW-Conv effectively reduce
computational load and parameters, thereby improving computational efficiency. Meanwhile, frequency
domain processing (FFT and IFFT) aids in extracting high-frequency information from images, enhancing
detail and noise suppression, and ensuring more accurate feature capture. The model’s multi-stage structure
and downsampling layer design not only optimize the feature extraction process but also improve the network’s
stability and expressiveness. Furthermore, the residual connections and frequency domain enhancement provide
the model with robust information transmission and feature fusion capabilities, enhancing its generalization
ability and robustness. Although the model faces higher computational and memory demands when processing
large-scale data, the carefully designed modules and efficient computational strategies enable the FD-Conv model
to fully leverage its powerful image analysis potential while balancing accuracy and efficiency, demonstrating
excellent scalability and application value.

Dataset creation

Dataset creation starts with preparing materials and collecting data on their microstructure characteristics*!.
This involves recording synthesis methods, process parameters, physical property test data, and other relevant
details. It is crucial to meticulously document these parameters, conditions, structural characteristics, and
performance data*?. Such a dataset is vital for materials science research and engineering applications.

Preparation of materials

This section outlines the preparation methods for six materials, including BisB2Og, BPO4, 4Bi203
xB203, BigB10+2:024+432, and Mg2B205+MgB4O7 foam ceramics. By varying raw material ratios and
processing conditions, materials with diverse structures and properties were prepared and characterized. These
microstructure images are used to develop AI algorithms for recognition material properties. In addition,
classify the SEM images of MgO-C into one category.

This section presents the preparation methods for six types of materials. By varying the proportions of raw
materials and process conditions, materials with different structures and properties were prepared and their
microstructures characterized. These microstructure images will serve as the basis for artificial intelligence
algorithms to predict material properties.

(1) BiyB20Og foam ceramics: Bismuth oxide and boric acid (molar ratio 4:2.5) were mixed in a planetary ball
mill, sintered at 500°C, and ground. The ceramic powder, deionized water, dispersing agent, and zirconia
balls were mixed to prepare the ceramic slurry. A pore-forming agent and gelatin solution were added, and
the foam was molded, dried at 25°C, and heated to 570°C to produce Bi4B2Og foam ceramics*>. micro-
structure images were categorized into 9 classes, each with 1 image.

(2) BPO4 foam ceramics: Ammonium hydrogen phosphate and boric acid (molar ratio 1.05:1) were ground
with corundum balls, calcined at 900°C, cooled, crushed, and sieved. The powder was mixed with DA,
TA, and deionized water in a planetary ball mill. FA and gelatin solution were added, and the mixture was
frozen at —42°C, dried, and sintered at 1223K to produce BPO4 foam ceramics*%. Microstructures were
categorized into 15 classes, each with 1 image.

(3) 4Bi20s3 - B203 composite: Bismuth oxide and boric acid (molar ratio 4:2.5-4) were heated to 500°C and
ground to obtain ceramic powder. This was mixed with deionized water, WSM-R, and CMC, soaked with
a polyurethane foam sponge, dried at 80°C, and calcined at 600°C. Treated epoxy resin and powder were
vacuum infused to produce the 4Bi2O3 - xB20s3 composite45. Microstructures were categorized into 4
classes, each with 1 image.

(4) BigB1o+22:024+3. ceramics: Bismuth oxide and boric acid (molar ratio 3:3-3:7) were mixed with ZrOx as
the grinding media and sodium carboxymethyl cellulose as the binder. The mixture was shaped at 50 MPa
and heated to 450°C—650°C to produce BigB10+2-024+432 (x=-2,-1,0, 1, 2) ceramics*®. Microstructures
were categorized into 5 classes, each with 1 image.

(5) Mg,B205 + MgB,O7 foam ceramics: Magnesium oxide and boric acid (molar ratio 1:1.5) were ground
with a planetary ball mill and heated to 700°C. The sintered powder was wet milled, dried, and sieved before
adding a gel solution. The ceramic slurry was prepared by mixing the powder, DA, TA, and deionized water,
followed by FA and BA. The mixture was dried and heated to 900°C to produce Mg,B205 + MgB,O~
foam ceramics?’. Microstructures were categorized into 16 classes, with a total of 62 images.

(6) MgO-C refractory materials: Magnesium oxide fine powder, phenolic resin powder, metallic aluminum
powder, and boron carbide powder were mixed. Coated magnesium oxide granules were mixed with flake
graphite and the blended powder. Brick samples were formed, cured at 200°C, and heat-treated at 1000°
C to obtain MgO-C refractory materials*®. Microstructures were categorized into 1 class with a total of 4
images.The above description outlines the preparation methods for materials produced with different raw
material ratios and process conditions, each with unique microstructures and properties. During the initial
research phase, the author and collaborators accumulated significant knowledge and data on foam ceramic
micrographs. The varied materials exhibit unique microstructures and properties, supported by a substan-
tial corpus of foam ceramics micrograph data accumulated by the authors and colleagues**~%.

Dataset division
This study involved six refractory materials, including five foam ceramics and one magnesia-carbon refractory,
each exhibiting unique microstructures influenced by different additives and formulation ratios. Detailed
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microstructure insights were obtained through scanning electron microscopy (SEM), with all relevant images
presented in Fig. 2.
For structure recognition, the dataset was organized as follows:

(1) The Mg2B20s + MgB4O7 materials were classified into 16 categories based on additive ratios, with five
SEM images randomly captured from each class. One to three images per class were selected as positive
examples, resulting in 41 images. Additionally, 37 images from four other foam ceramic series were includ-
ed, totaling 78 true example images for recognition. To introduce complexity, microstructure images from
magnesia-carbon refractories were randomly mixed into each foam ceramic data type, ensuring representa-
tion of both categories across all divisions. This resulted in five series totaling 49 classes.

(2) The 49 categories were split into training and validation sets in a 9:1 ratio, while images not used in the
previous step were reserved for a separate test set. This division helps ensure the model’s generalization
capabilities and effective learning on complex datasets with noise.Overall, this approach enhances dataset
diversity and complexity, integrating magnesia-carbon refractory material noise into foam ceramic data,
thereby improving the robustness and accuracy of the structural prediction algorithm.

microstructure image processing

To prepare high-resolution SEM images for microstructure prediction, preprocessing is essential. The images
of foam ceramics and magnesia-carbon refractories from 49 categories are segmented into 224x224 pixel
blocks, with a cropping step size also set to 224 pixels to avoid overlap?**. This method decomposes each image
into non-overlapping patches, allowing them to be used independently for training, thus enhancing training
efficiency and model performance.

To further diversify the dataset, various data augmentation operations were applied to the cropped image
patches. Each 224224 pixel patch underwent 90°, 180°, and 270° rotations, vertical flips, and mix up
techniques, resulting in six augmented images per original patch. This approach maintains the distribution
characteristics of the original SEM images while significantly increasing dataset diversity and scale, enhancing
the model’s generalization to different microstructures.

As aresult, the training and validation sets contained a total of 24,453 augmented images across 49 categories.
Additionally, the test set includes 11 original unsegmented microstructure images of Mg2B2Os5+MgB4O~
. Table 1 presents the formulation ratios of five types of foam ceramics, along with a total of 49 categories
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Fig. 2. The microstructure images and quantities of all materials used as training and testing sets.
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Sample Class | SC/wt% | DA/wt% | FA/wt% | TA/wt% | BA/wt% | Compose Processed images
(1) 80 0.4 0.2 - 10 - 98
(2) 82.5 0.4 0.2 - 10 - 97
3) 85 0.4 0.2 - 10 - 96
(4) 85 0.4 0.15 - 10 - 98
BigB2Og® (6) 85 0.4 0.25 - 10 - 98
(7) 85 0.4 0.3 - 10 - 96
(8) 85 0.4 0.2 - 8 - 929
(10) |85 0.4 0.2 - 12 - 97
(11) 85 0.4 0.2 - 14 - 97
(1) 60 - 0.3 - 15 - 97
(2) 60 - 0.5 - 15 - 98
3) 60 - 0.7 - 15 - 101
4 |60 - 0.9 - 15 - 98
(5) 65 - 0.3 - 15 - 98
(6) 65 - 0.5 - 15 - 98
7 |65 - 0.7 - 15 - 100
BPO4* (8) 65 - 0.9 - 15 - 98
9) 70 - 0.3 - 15 - 98
(10) 70 - 0.5 - 15 - 95
(11) |70 - 0.7 - 15 - 100
(12) |70 - 0.9 - 15 - 95
(13) |70 - 0.3 0.1 15 - 98
(14) |70 - 0.3 0.15 15 - 100
(15) |70 - 0.3 0.2 15 - 97
1 | 825 0.4 - 1 - 4Bi,03 2.5B203 |99
4BiyOs xByOs® (2) 82.5 0.4 - 1 - 4Bi303 3B203 500
(3) 82.5 0.4 - 1 - 4Bi203 3.5B203 |99
(4) 82.5 0.4 - 1 - 4Bi303 4B203 96
BigB1ot2002443:% | (1) |79.2:208 | - - 1 - BigBsO1s 9%
(2 [739.:26.1 | - - 1 - BigBsO21 97
(BiyOs : Hy BOs) (3) [693:307 |- - 1 - Big B1oO24 99
(4)  |655:345 | - - 1 - BigB12027 9%
(5) |61.8:382 |- - 1 - BigB14030 98
(1) 40 0.25 0.1 - 3 - 1500
(2) 40 0.25 0.2 - 3 - 1512
3) 40 0.25 0.3 - 3 - 1488
(4) 40 0.25 0.4 - 3 - 1502
(5) 45 0.25 0.1 - 3 - 991
(6) 45 0.25 0.2 - 3 - 1989
(7) 45 0.25 0.3 - 3 - 1498
Mgs B2 Os +Mg BaOr¥ (8) 45 0.25 0.4 - 3 - 1501
9) 50 0.25 0.1 - 3 - 1000
(10) 50 0.25 0.2 - 3 - 1517
(11) |50 0.25 0.3 - 3 - 1000
(12) |50 0.25 0.4 - 3 - 1502
(13) 50 0.25 0.1 0.05 3 - 505
(14) |50 0.25 0.1 0.1 3 - 1008
(15) |50 0.25 0.1 0.15 3 - 1003
(16) |50 0.25 0.1 0.2 3 - 1004

Table 1. Summary of the components and additives utilized in the production of five distinct types of foam
ceramics. SC solid content, DA dispersing agent, FA foaming agent, TA thickening agent, BA: binding agent.
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and 24,147 microstructure images that have been cut and enhanced (excluding the microstructure images of
magnesia-carbon refractory materials).

Experimental and discussion

This chapter analyzes the application of the FD-Conv model in processing microstructure images of foam
ceramics, focusing on its advantages in feature extraction, generalization, and prediction accuracy. Compared to
other advanced deep learning models, the FD-Conv model shows higher efficiency and accuracy in both training
and validation sets. It effectively leverages data diversity to enhance generalization and feature extraction when
dealing with multi-source microstructure images.

Multi-source microstructure image analysis

This section demonstrates the FD-Conv model’s prediction process using multi-source microstructure images.
Training begins with Bis B2Og foam ceramics data, followed by the addition of 4Bi2O3 xB203 composite
material data, and finally BPO4 foam ceramics data. Model accuracy is assessed only on the training set, with
results illustrated in Fig. 3. When using a single category of images, the model shows higher error: MAE for
loss and accuracy are 0.8333 and 0.4444, respectively. When using images from all three categories, the model
achieves the highest accuracy, with an MAE of 0.7037. Precision refers to the probability of actual positive
samples among all samples predicted as positive. Recall refers to the probability of samples predicted as positive
among all actual posmve samples The F1 score simultaneously considers both precision and recall, and its
formula is = = 5-—-—— + 5. Topl_Acc indicates the accuracy of the model when the label with the
highest predlcted score matches the true label. Top5_Acc indicates the accuracy when the label ranked fifth in
predicted scores includes the true label. MAE stands for Mean Absolute Error. Ave_loss refers to the average loss
value calculated during each iteration of the training process in machine learning or deep learning. R@k is a
metric used to measure the model’s ability to find relevant items among the top k retrieval results.

Prediction Results of Multi-source Microstructure Images

MAE

Ave_Loss Top1_Acc
F1_Score Top5_Acc
Precision
~—&— Model1: Bi,B,0q Model2: Model1+4Bi,0;-xB,0; ——*— Model3: Model2+BPO,

Fig. 3. The addition of microscopic structure images of Bi4 BoOg, 4Bi203 xB203, and BPOj4. As the
diversity and quantity of multi-source microscopic structure image data increase, the FD-Conv model
enhances its generalization capability by learning a broader range of features and patterns, reduces overfitting,
and improves recognition accuracy through more thorough training iterations.
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The FD-Conv model’s ability to analyze multi-source microstructure images improves with increased data,
enhancing prediction accuracy. This improvement is evident in both the BPO4 foam ceramics data and the
initial Bi4 B2Og foam ceramics data after adding BPO4 data.

Increasing recognition accuracy with more diverse training sets can be explained by:

(1) Enhanced generalization: More data allows the model to learn a greater variety of features and patterns,
reducing overfitting and improving generalization. With only Bi4B20g data, the model may overfit to
specific characteristics, leading to misidentification with slight variations. Adding 4Bi2O3 xB20O3 data
improves feature learning and prediction accuracy, which further increases with additional BPO4 data.

(2) Shared features: Different materials may share microstructure features. A more comprehensive dataset al-
lows the model to identify and utilize these shared features, improving predictive abilities. For instance,
learning analogous features between Biy B2Og and 4Bi203 xB20O3 enhances classification accuracy,
which further improves with BPO4 data.

(3) More iterations: Additional data allows for more training iterations, facilitating better parameter adjust-
ment and recognition performance. As data increases from 876 Bis B2Og images to 1670 with 4Bi203

xB203 and 3141 with BPOy, the model undergoes more parameter updates, gradually enhancing
predictive capabilities and accuracy.The three categories of microstructure images have varying features.
Bi4B20g, 4Bi203 xB203, and BPO4 microstructure data were captured at scales of 500, 50, and 100
micrometers, respectively.

At 500 micrometers, Bis B2Og data shows large particle agglomeration, significant pore distribution, and large-
scale surface roughness. The model learns large-scale features, but may miss subtle structural changes, reducing
accuracy for smaller scales.

At 50 micrometers, finer structural textures such as smaller particles and subtle particle boundaries in
4Bi203 xB320s3 are observable. Introducing this data enhances the model’s ability to recognize fine features,
improving overall accuracy.

At 100 micrometers, medium-scale structural features in BPO4 data exhibit both irregular pore structures
and periodic crystalline shapes. Including BPO4 data helps the model discern features at this scale, enhancing
generalization and prediction accuracy.

The combined feature information from multiple scales allows the model to better understand foam ceramics’
microstructures, enhancing generalization capabilities, reducing overfitting, and increasing classification
accuracy. Cross-material learning from different scales enriches the model’s feature space, significantly reducing
blind spots in structural changes.

Frequency domain block effect

This section discusses the impact of the Frequency Domain Block in the FD-Conv model on predicting foam
ceramics microstructure images. Incorporating a Frequency Domain Block in the FD-Conv model offers several
advantages:

(1) Combination of Frequency and Time Domains: The FD-Conv model integrates time-domain convolution
with frequency-domain high-pass filtering, allowing the extraction of both spatial and frequency features.
This enhances the capture and understanding of complex structural features in foam ceramic microstruc-
ture images.

(2) Frequency Domain Processing Capability: By employing fast Fourier transforms and high-pass filters, the
Frequency Domain Block processes information effectively within the frequency domain. This is crucial for
capturing high-frequency details such as small pores and cracks, which are essential for evaluating material
performance.

(3) Suppression of Noise and Background Interference: The frequency domain processing capabilities of FD-
Conv help suppress noise and background interference through filtering operations, enhancing feature pu-
rity and improving model robustness and prediction performance.The FD-Conv model’s ability to combine
and process frequency and time domains enables accurate and comprehensive microstructure prediction
and analysis. These design features improve the model’s performance on metrics such as R@1, precision,
and F1 score. The Fourier transform images in Fig. 4 show original microstructure images processed
through Fourier transform, semantic segmentation, and inverse color processing, facilitating the analysis of
symmetry, ring structure, and frequency components. Figure 4a—h show images successfully predicted by
the FD-Conv model, while Fig. 4i-j depict unsuccessfully predicted images.

The spectrograms exhibit symmetry, indicating standardized experimental operations. Figure 4a-h have
simpler structures with central ring diffusion of approximately three layers, while Fig. 4i,j show more complex
structures with four layers of central ring diffusion. The complexity in Fig. 4i suggests difficulties in learning
average distance patterns between larger pores. No significant patterns were found in low and high-frequency
components, indicating possible limitations in processing different frequency components. The brightness of
images, unrelated to pore structure, is due to the shooting method.

From the prediction results, it is clear that when TA=0, the FD-Conv model struggles to accurately predict
unseen Mgz BoOs+MgB4O7 foam ceramic microstructure images when FA=0.4. However, for other parameter
changes, the model successfully makes predictions on both validation and test sets, suggesting good overall
predictive capabilities with some limitations under specific parameter combinations.
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Fig. 4. The Fourier Transform spectra shown the symmetry and ring structure characteristics of the
microstructure images. Images with simpler structures have a higher prediction success rate, while those with
more complex structures are more difficult to predict. This indicates that the FD-Conv model has limitations in
handling more complex periodic structures and high frequency components.

Visual analysis of microstructures
The FD-Conv model employs four Blocks that enhance its interpretability through visualization analysis of foam
ceramics microstructure images.

The generation of heatmaps in the convolutional layers reveals the areas of focus for the model during image
recognition®. These heatmaps highlight the contribution of various regions to the model’s decision-making,
effectively identifying critical areas during the learning process.

With Block depths set to [3, 3, 9, 3], Fig. 5 illustrates the heatmaps from each Block. Areas in deeper red
indicate higher importance in the model’s predictions, while yellow areas receive secondary attention, and
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Fig. 5. By observing the heatmaps of four Blocks, it can be seen that as depth increases, the model gradually
shifts its attention from global information to identifying key features in the image, such as grains and pores,
indicating that the model is effectively learning and focusing on areas that have a significant impact on the
prediction results.

blue areas show low influence. Warm tones signify high attention zones, while cool tones indicate less relevant
information.

Analysis of the heatmaps reveals that the first Block focuses on global information and low-level features. As
the depth increases, the model begins to concentrate on more complex structures, such as grain shape, size, and
pore distribution. The heatmap from the third Block emphasizes grains and pores, validating the model’s ability
to identify these key features. If attention shifts to irrelevant areas, it suggests a need for optimization.

The most significant change occurs between the second and third Blocks, attributed to the third Block’s depth
of nine layers. The heatmaps of the first, seventh, and eighth layers in this Block show substantial alterations,
indicating significant feature extraction progress. The initial layers focus on fundamental features like edges and
textures, while later layers recognize complex patterns such as grain arrangement and pore distribution. The
heatmaps of the third BlocK’s 8 layers are shown in Fig. 6.

These modifications in heatmaps reflect the model’s learning progression from basic feature extraction
to intricate feature recognition and integration. This systematic approach is crucial for the FD-Conv model’s
understanding and analysis of complex microstructure images. Analyzing heatmaps provides insights into the
learning mechanisms of the FD-Conv model, aiding in the optimization of its design and training strategies.

Comparison of different models on training and validation sets
This section compares the FD-Conv model with the latest SOTA methods, including EfficientNetV2°2, ViT>,
MobileViT**, ConvNeXt*’, and Swin Transformer™, in predicting the microstructures of foam ceramics.

The batch size for each model is set to 64, and all models are run on a 24-core AMD EPYC 7642 48-Core
Processor with 80GB of RAM. After training for 200 epochs on an RTX 3090, the training and validation
accuracy and loss are shown in Fig. 7. The following observations are made:

(1) Feature Extraction Capability: The FD-Conv model outperforms other models on the training set, showing
faster convergence and lower final loss values. This suggests that FD-Conv is particularly adept at extracting
key features from foam ceramics microstructures, such as grain size, shape, and pore distribution, which are
crucial for material performance evaluation.

(2) Generalization Ability: Performance fluctuations on the validation set are observed across all models, likely
due to the limited validation data. Although ConvNeXt performs slightly better in some instances, FD-
Conv shows superior efficiency. While EfficientNetV2 and MobileViT have lower time consumption, FD-
Conv achieves better overall metrics.

(3) Model Complexity and Adaptivity: FD-Conv demonstrates better generalization, potentially due to a more
complex network structure and training strategies. The dataset is enhanced with various operations like
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Fig. 6. By observing the heatmaps of four Blocks, it can be seen that as depth increases, the model gradually
shifts its attention from global information to identifying key features in the image, such as grains and pores,
indicating that the model is effectively learning and focusing on areas that have a significant impact on the
prediction results.
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foam ceramic microstructure images, achieving the highest R@1 value and F1 score among all models,

indicating its efficient recognition capability and low false positive rate in predicting the microstructure of
porous refractory materials.

rotation and flipping, increasing diversity and complexity. FD-Conv’s ability to handle and recognize trans-
formed image features contributes to its superior performance. However, this complexity also leads to high-
er computational costs and time consumption compared to ConvNeXt.

Comparison of different models on the test set
To assess the FD-Conv model’s scalability, a new set of MgsB2O5+MgB4O~7 foam ceramic microstructure
images is used for testing. These images are not included in the experimental data of previous section and extend

beyond the original database.
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Fig. 8. (a) FD-Conv model demonstrates outstanding performance in testing with new Mg BoOs5+MgB4O~
foam ceramic microstructure images, achieving the highest R@1 value and F1 score among all models,
indicating its efficient recognition capability and low false positive rate in predicting the microstructure

of materials. (b) The experiment by adjusting the depth of the Blocks shows that increasing the depth can
improve the prediction performance and feature extraction ability of the model, but it is necessary to balance
the feature extraction depth and the generalization ability of the model to avoid overfitting.

The FD-Conv model’s performance in handling complex microstructure data is compared to SOTA algorithms
such as RegNet’?, EfficientNetV2°2, ViT*3, MobileViT**, ConvNeXt*’, and Swin Transformer. Metrics such as
prediction accuracy, recall, precision, and F1 score are used for evaluation.

Experimental results indicate the FD-Conv model’s superiority. It achieves an R@1 value of 81.8%, the highest
among all models, indicating its ability to comprehensively identify the proportion of positive instances. The FD-
Conv model also attains an F1 score of 78.8%, the highest among all models, reflecting its balanced precision
and recall. Although its precision of 77.3% is slightly lower than ConvNeXt’s 79.5%, it still demonstrates high
accuracy with fewer false positives, which are shown in Fig. 8a.

Number of different blocks
This section investigates how varying the number of Blocks in the FD-Conv model affects the prediction
performance for foam ceramics microstructure images.

The original FD-Conv model uses Block depths of [3, 3, 9, 3]. To optimize performance, configurations were
adjusted to [1, 1, 3, 1], [2, 2, 4, 2], and [2, 2, 8, 2]. Results for R@1, F1 score, and precision are shown in Fig. 8b.

In this section, we set the depths of the Blocks to [1, 1, 3, 1], [2, 2, 4, 2], [2, 2, 8, 2], and [3, 3, 9, 3]. The results
for R@1, F1 score, and precision are illustrated in Fig. 8. The shallow structure with depths of [1, 1, 3, 1] produced
R@1 at 74.2%, an F1 Score of 69.6%, and Precision at 73.1%. These results indicate that the model struggled to
capture the complex features of foam ceramics. When the depths were increased to [2, 2, 4, 2], performance
improved, achieving R@1 at 77.3%, an F1 Score of 73.9%, and Precision at 74.2%, but it still did not meet the
demands of complex structures. Increasing the depth to [2, 2, 8, 2] enabled deeper feature extraction, resulting
in R@1 rising to 81.8%, the F1 Score increasing to 76.2%, and a slight drop in Precision to 72.8%. This suggests
that while the model improved its pattern recognition, it also experienced a higher rate of false positives. Finally,
with depths set to [3, 3, 9, 3], R@1 remained at 81.8%, but the F1 Score rose to 78.8% and Precision increased
to 77.3%. This indicates an enhanced ability of the model to identify microstructure features and suggests an
optimal balance between effective feature extraction and maintaining generalizability.

Increasing the depth of the Blocks generally enhances prediction performance, particularly in F1 score and
precision. However, excessive depth could lead to overfitting, demonstrating the need for a balance between
feature extraction and generalization. Key advantages of the FD-Conv model include:

(1) Feature Extraction Efficiency. Utilizing depth-wise separable and point-wise convolutions allows effective
identification of various microstructure features at a lower computational cost.

(2) Multi-Level Feature Fusion. Integration of features from different levels improves the model’s understand-
ing of structural characteristics, enhancing accuracy.
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(3) DropPath Regularization. This technique prevents overfitting by randomly dropping network paths dur-
ing training, improving generalization across diverse foam ceramics microstructures.Overall, the FD-Conv
model demonstrates strong feature recognition, depth of analysis, and generalization performance in pre-
dicting foam ceramics microstructures.

Conclusion

This paper presents the FD-Conv model, a novel approach for effectively identifying the complex microstructures
of foam ceramics. By integrating strengths of transformer architecture with CNN and introducing a frequency
domain block, the model enhances its capacity to capture intricate microstructure details. Experimental
validation on a diverse dataset of foam ceramic images demonstrates the model’s performance in identifying and
predicting microstructure features.

(1) Contribution of Multi-Source Microstructure Images. By increasing the quantity and variety of images, the
model learns richer features, improving generalization. Incorporating data across different materials allows
the model to recognize common features, enhancing predictive capabilities. The range of microstructure
data from 50 to 500 microns enables comprehensive learning of various structural textures, addressing
distributional blind spots across scales.

(2) Construction of a Universal Prediction Framework. The FD-Conv model leverages the strengths of trans-
formers for long-range dependencies and CNNs for local feature extraction. The frequency domain anal-
ysis allows for precise capture of subtle microstructure features, such as small pores and cracks, which are
critical for accurate predictions.Despite its successes, future research should focus on enhancing the mod-
el’'s generalization capabilities for a broader range of material types and complex microstructures. Future
research could explore the initialization of the FD-Conv model for analyzing complex materials beyond
foam ceramics, potentially expanding its applications in materials science and engineering. Additionally,
exploring the relationship between material microstructure and performance will provide deeper insights
into material behavior.

Data availability
The datasets used and/or analysed during the current study available from the corresponding author on reason-
able request. All other data supporting the main conclusions of this study can be found in the main text.
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