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The digital revolution in power systems has increased their complexity and interconnectivity, thereby 
exacerbating the risk of cyberattacks. To protect critical power infrastructure, there is an urgent need 
for an advanced intrusion detection system capable of capturing the intricate interactions within smart 
grids. Although traditional graph neural network (GNN)-based methods have exhibited substantial 
potential, they primarily rely on network data (e.g., IP addresses and ports) to construct the graph 
structure, failing to adequately integrate physical data from power grid devices. Moreover, these 
methods typically employ fixed activation functions in downstream deep networks, which limits the 
accurate representation of complex nonlinear attack patterns, thereby reducing detection accuracy. 
To address these challenges, this paper introduces GraphKAN, a novel intrusion detection framework 
that leverages graph attention network (GAT) and Kolmogorov–Arnold network (KAN) to enhance 
detection precision in smart grids. GraphKAN firstly constructs a graph-structured representation 
with power devices, information technology devices, and communication network devices as nodes, 
and integrates the physical connections and logical dependencies among infrastructure elements as 
edges, providing a comprehensive view of device interactions. Furthermore, the GAT module utilizes 
multi-head attention mechanisms to dynamically allocate node weights, extracting global features 
that encompass both feature information and interaction patterns. The KAN introduces learnable 
activation functions based on parameterized B-splines, enhancing the nonlinear expression of the 
global features extracted by GAT and significantly improving the detection accuracy of complex attack 
patterns. Experiments conducted on datasets obtained from Mississippi State University and Oak 
Ridge National Laboratory demonstrate that GraphKAN achieves detection accuracies of 97.63%, 
98.66%, and 99.04% for binary, ternary, and 37-class intrusion detection tasks, respectively. These 
results represent substantial improvements over state-of-the-art models, including GA-RBF-SVM, 
BGWO-EC, and Net_Stack, with accuracy gains of 5.73%, 0.89%, and 3.52%, respectively. The findings 
underscore the efficacy of GraphKAN in enhancing intrusion detection accuracy in smart grids and its 
robust performance in complex attack scenarios.
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The rapid advancement of information technologies, including the Internet of Things (IoT), big data analysis, 
and artificial intelligence, has significantly expanded the capabilities of smart grids1. However, this expansion 
has also led to increased network complexity and interconnectivity, which in turn has heightened cybersecurity 
threats to critical power infrastructures. A notable example is the 2015 cyberattack on the Ukrainian power 
grid, which resulted in a six-hour power outage for approximately 225,000 users, causing significant economic 
and social disruption2. Attackers can exploit advanced persistent threats (APTs) and coordinated attacks to 
induce severe operational failures and large-scale power outages, thereby jeopardizing the secure and stable 
functioning of the grid system. According to an analysis by POLITICO of U.S. Department of Energy data, the 
number of cyberattacks and threat incidents reported in August 2023 increased by nearly 70% compared to 
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20223. Consequently, intrusion detection systems (IDS) are crucial for ensuring the secure operation of smart 
grids, with their detection accuracy being pivotal in identifying potential threats4.

Intrusion detection systems (IDS) are mainly categorized into signature-based and anomaly-based 
detection methods5. Signature-based methods rely on network activities to known attack signatures, yet they 
are incapable of detecting unknown attacks. Anomaly-based detection methods establish a baseline for normal 
network behavior, and any deviation flagging any deviations as potential intrusions. Although anomaly-based 
methods can detect previously unoknwn attacks, they often suffer from suboptimal accuracy. To overcome these 
limitations, there has a growing interest in applying machine learning (ML) and deep learning (DL) techniques 
to intrusion detection. Various studies have employed feature selection techniques such as Information Gain6, 
Principal Component Analysis (PCA)7, Harris Hawks Optimization (HHO)8, and Particle Swarm Optimization 
(PSO)9 to extract the most representative features. Other research have utilized models like Convolutional Neural 
network (CNN)10, Deep Belief network (DBN)11, and Gated Recurrent Units (GRU)12 to capture the complex 
characteristics of input data, thereby enhancing the accuracy of intrusion detection. However, these methods 
typically treat data as isolated points, neglecting the structured relationships between data points. and thus fail 
to effectively model the interaction characteristics and topological relationships between devices in smart grids.

Smart grid data is inherently highly interconnected, exhibiting significant graph structural characteristics 
in terms of data flows between devices, communication patterns, and physical connections. Graph Neural 
Networks (GNNs), with their unique strengths in modeling graph-structured data, have become an important 
research direction in smart grid intrusion detection. Recent works have adopted methods such as Graph 
Convolutional Networks (GCN)13, Graph Attention Networks (GAT)14, and Dynamic Graph Neural Networks 
(DGNN)15, demonstrating high potential in extracting global topological and feature information by embedding 
node and edge relationships into the models to capture device interactions and abnormal behavior patterns. For 
instance, Abinesh et al.16 proposed a botnet attack detection model based on Deep Graph Convolutional Neural 
Networks (DGCNN), addressing the challenge of capturing botnet behaviors by constructing graph structures 
from network traffic. Kisanger et al.17 designed a GNN-based multi-stage attack intrusion detection framework, 
effectively overcoming the limitations of traditional methods in detecting complex multi-stage threats. 
Meanwhile, Tran et al.18 proposed a graph embedding model (FN-GNN) combining GCN and GraphSAGE, 
significantly improving anomaly detection accuracy by constructing traffic data graph structures based on IP 
relationships. However, these GNN-based methods often treat IP addresses and ports as nodes, lacking deep 
modeling of smart grid physical devices and their logical relationships, making it difficult to comprehensively 
capture the complex multi-dimensional interaction characteristics between devices. Furthermore, fixed and 
singular activation functions in GNN downstream classification tasks limit the nonlinear feature expression 
capability for complex attack patterns, resulting in insufficient detection accuracy.

The objective of this paper is to enhance the accuracy of intrusion detection in smart grids. This work 
proposes an advanced graph-driven framework for intrusion detection in smart grids (GraphKAN). GraphKAN 
constructs graphs by utilizing infrastructure devices within smart grids as nodes, with the relationship between 
devices as edges, effectively capturing the global topological characteristics of smart grids. Moreover, the 
multi-head attention mechanism of Graph Attention Network (GAT) dynamically allocates weights based on 
the importance of node interactions, comprehensively extracting global features. Additionally, the learnable 
activation functions of Kolmogorov–Arnold network (KAN) enhance the downstream threat detection model, 
improving the expression capability of nonlinear features and significantly increasing the detection accuracy 
of complex attack patterns. The integration of GAT and KAN in the proposed GraphKAN model leverages the 
strengths of GAT for capturing dynamic interactions within graph-structured data and KAN’s proficiency in 
classifying intricate attack patterns. This synergistic approach enables GraphKAN to globally analyze nonlinear 
feature relationships within smart grids and accurately detect cyberattacks. The main contributions of this paper 
are as follows:

	(1)	� A graph construction method based on the topology of power grids is proposed. Within this method, pow-
er devices, information technology devices, and communication network devices are designated as nodes, 
while physical connections and logical dependencies among grid components are utilized as edges to con-
struct a graph that accurately represents the detailed structure of smart grids. By allocating features across 
various devices, the method effectively integrates network information with physical data, comprehensively 
representing the complex multi-dimensional relationships between smart grid devices and accurately de-
scribing the topological characteristics of the grid.

	(2)	� A graph-driven intrusion detection framework for smart grids, named GraphKAN, is developed, which 
integrates the strengths of the Graph Attention Network (GAT) and the Kolmogorov–Arnold Network 
(KAN). The GAT module employs a multi-head attention mechanism to dynamically adjust the weights be-
tween nodes based on graph-structured data, effectively aggregating information from neighboring nodes 
to extract global features that capture the complex interaction patterns within smart grids. Additionally, the 
KAN module utilizes parameterized B-spline functions to construct learnable activation functions, thereby 
enhancing the model’s ability to express non-linear features extracted by GAT and significantly improving 
the precision in recognizing complex attack patterns. This synergistic approach leverages the feature extrac-
tion capabilities of GAT and the non-linear expressive power of KAN, substantially enhancing the accuracy 
of the GraphKAN model in detecting intrusions.

	(3)	� A performance evaluation of the proposed GraphKAN model was conducted using power system attack 
datasets. The experimental results demonstrate that GraphKAN achieved accuracies of 97.63%, 98.66%, 
and 99.04% for binary, ternary, and 37-class tasks, respectively. Compared to state-of-the-art models such 
as GA-RBF-SVM, BGWO-EC, and Net_Stack models, GraphKAN exhibited significant improvements in 
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accuracy, with enhancements of 5.73%, 0.89%, and 3.52%, respectively. The results verify the effectiveness 
and superiority of the proposed GraphKAN model in smart grid intrusion detection.

The remaining sections of this paper are organized as follows: the literature review is presented in the Related 
Work Section. The experimental results and comparisons are depicted and discussed in the Experimental 
Section. Conclusion and Future Work Section concludes the whole paper and proposes future work.

Related work
Smart grids, as an innovative paradigm in power systems, integrate communication technology with traditional 
power infrastructure, thereby enabling the intelligent management of electrical energy19 However, the rapid 
expansion of smart grids has increased the risk of cyberattacks20. Consequently, the majority of researchers 
have focused on intrusion detection systems (IDS) to enhance the secure operation of smart grids. For instance, 
Liu et al.21 developed an IDS approach that combines random forest (RF) and particle swarm optimization 
(PSO), achieving an accuracy of 95.89% on the NSL-KDD dataset. Chatzimiltis et al.22 introduced a distributed 
intrusion detection model for smart grids, integrating segmentation learning with federated learning techniques. 
Hu et al.23 applied the deep deterministic policy gradient (DDPG) algorithm to optimize the feature selection 
process, proposing an adaptive feature enhancement model. Similarly, Shi et al.24 developed a distributed IDS 
method that utilizes local state estimation to detect hidden attacks in smart grids, demonstrating high detection 
accuracy while reducing false alarm rates. Gupta et al.25 devised a method based on an intelligent recurrent 
artificial neural network (ILANN) to detect false data injection attacks (FDIA) in smart grids, achieving rapid 
detection by comparing system deviations and device load configurations. Kanna et al.26 developed an integrated 
spatial-temporal feature learning framework that combines an optimized convolutional neural network with 
a hierarchical multi-scale LSTM network, employing Lion Swarm Optimization for hyperparameter tuning 
to enhance model adaptability. Furthermore, Kanna et al.27 implemented a MapReduce-based Conv-LSTM 
architecture for distributed computing in power systems, enabling efficient processing of large-scale grid 
monitoring data while maintaining detection accuracy through optimized feature extraction. Additionally, 
Kanna et al.28 proposed a DoS attack detection mechanism utilizing PCA-based dimensionality reduction to 
transform network traffic patterns into two-dimensional representations, effectively reducing computational 
complexity while maintaining detection performance. Yakub et al.29 proposed a hybrid ensemble learning 
method for intrusion detection, combining multiple machine learning models to achieve anomaly detection, 
significantly improving detection accuracy while reducing false positives and false negatives. In another work, 
Yakub et al.30 introduced a DCNN and LSTM hybrid model based on autoencoder dimensionality reduction, 
achieving excellent detection performance across multiple datasets. To address the challenge of imbalanced 
network traffic, Yakub et al.31 further proposed an intrusion detection method based on Variational Autoencoder 
(VAE) and XGBoost, incorporating class-wise focal loss to enhance the detection of minority class attacks. 
Muthubalaji et al.32 proposed an intrusion detection algorithm by integrating AdaBelief Exponential Feature 
Selection (AEFS) with Kernel-based Extreme Neural network (KENN), achieving superior accuracy compared 
to traditional hand-crafted feature-based methods. Diaba et al.33 proposed a smart grid DDoS attack detection 
model combining CNN and GRU, which exploits CNN for spatial feature extraction and GRU for capturing 
temporal dependencies. Wang et al.34 proposed an enhanced intrusion detection method based on a deep belief 
network. Yakub et al.35 proposed a novel XAI-based ensemble transfer learning method (XAIEnsembleTL-IoV) 
for detecting zero-day botnet attacks. By integrating transfer learning with XAI techniques, the model effectively 
enhances detection capabilities while improving interpretability and transparency.

While these methods have demonstrated excellent performance in smart grid intrusion detection, they often 
overlook the topological structure information of power grids, which may reduce the accuracy of intrusion 
detection. To address this issue, researchers have turned to Graph Neural Networks (GNNs), which can effectively 
process data from complex network structures. Sweeten et al.36 proposed a network intrusion detection method 
based on GNNs that integrates physical and network protocol data. Wang et al.37 designed an intrusion detection 
model based on a spatiotemporal graph neural network (N-STGAT), which analyzes the spatiotemporal data 
correlation within the system. Xu et al.38 developed a self-supervised intrusion detection model based on a graph 
attention network, enhancing the representation ability of network traffic features through a graph attention 
mechanism and contrastive learning strategy. Xia et al.39 introduced an innovative method leveraging Graph 
Attention Networks (GAT) for detecting False Data Injection Attacks (FDIA) in power grids. This method 
models grid data as non-Euclidean graph signals and employs attention mechanisms to adaptively assign weights 
to graph shift operators. Evaluations on IEEE 14-bus and 39-bus test systems demonstrated that this method has 
superior FDIA localization accuracy and robustness compared to benchmark techniques.

Although the existing graph-based models have offered reliable and effective performances for intrusion 
detection in smart grid, the following key issues have not been fully explored: (1) Existing GNN-based methods 
predominantly depend on network information (e.g., IP addresses and ports) to construct graph-structured 
data, overlooking the physical information of smart grids. This oversight may lead to an inadequate capture 
of the global and local interaction characteristics of device-level topological structures, thereby diminishing 
the capability to accurately extract key features within smart grids during the feature extraction process. (2) 
most GNN methods employed in downstream classification tasks typically utilize multilayer perceptron (MLP) 
or deep neural network (DNN) architectures, which are limited by fixed and singular activation functions. 
This constraint hampers their ability to model complex nonlinear features, resulting in suboptimal detection 
accuracy, especially in scenarios involving sophisticated threats.
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Proposed method
Figure 1 illustrates the flowchart of proposed GraphKAN, which is designed to improve the precision of intrusion 
detection systems within smart grids. The initial phase involves data preprocessing of the power system attack 
dataset which including missing values, outlier values, and data types to guarantee data integrity and uniformity. 
Moreover, the model utilizes the SMOTE algorithm to address class imbalance in the dataset, enhancing its 
sensitivity to attacks from underrepresented classes. After preprocessing, the model constructs a homogenous 
graph that fuses the smart grid’s topological structure with network and physical data, laying a comprehensive 
foundation for feature extraction. The graph serves as input to the Graph Attention Network (GAT), which 
performs a global extraction of node features to deepen the understanding of intricate network interactions. 
Finally, the GraphKAN model employs the Kolmogorov–Arnold Network (KAN) for classification, accurately 
identifying diverse types of intrusion attacks and their subtypes, thus substantially advancing the security 
framework of smart grids.

Data preprocessing
Given the complexity and heterogeneity of the data, it is essential to preprocess the dataset to ensure data quality 
and minimize the influence of noise on model training and prediction accuracy. The data preprocessing steps 
include data type conversion, missing value handling, outlier correction, data balancing, and normalization. 
These steps are described in detail as follows:

Data Type Conversion: The initial step involves converting raw data from ARFF format to a structured 
format. Subsequently, non-numerical features are transformed into numerical values to maintain consistency 
in subsequent processing.

Missing Value Processing: Two strategies are implemented for managing missing values. Samples with missing 
values constituting less than 5% are eliminated, while those exceeding this threshold are treated using spline 
interpolation to retain as much data as possible.

Figure 1.  Flowchart of proposed GraphKAN model. GraphKAN integrates a graph attention network (GAT) 
with a Kolmogorov–Arnold network (KAN), while the GAT is introduced to capture the importance among 
nodes in a graph structure then extracts global features, and the KAN is integrated to learn the activation 
function and improve the nonlinear representation ability.
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Outlier Processing: Outliers within each feature are identified using the Interquartile Range (IQR) method. 
Outliers comprising less than 5% of the data are removed directly; for those exceeding 5%, spline interpolation 
is employed to adjust values and mitigate potential impacts on model performance.

Data Augmentation: To tackle class imbalance within the dataset, the Synthetic Minority Over-sampling 
Technique (SMOTE) is utilized. This process involves identifying minority class samples, calculating the five 
nearest neighbors for each in the feature space, and generating synthetic samples through random interpolation 
between the sample and its neighbors. This method increases the minority class samples to equalize them with 
the majority class, thus providing a balanced dataset for model training.

Normalization: We implement min-max normalization to reduce the scale differences among features.

Homogeneous graph construction
We construct a homogeneous graph using preprocessed data based on the framework of the power system, 
as shown in Fig.  2. In this graph, G1 and G2 represent generators, BR1 through BR4 denote breakers, and 
R1 through R4 are relays to trip circuit breakers upon detecting equipment faults. Additionally, the graph 
incorporates elements from the control panel, system logs, and intrusion detection system.

We employ the framework of smart grids to select critical components as nodes in the graph neural network. 
Physical connections and logical dependencies among infrastructure elements serve as edges in the graph. 
Network information and physical data are used to assign corresponding feature vectors to each node. The 
specific implementation steps are as follows:

Graph Construction: As illustrated in Fig. 3, We define 11 elements as nodes from the framework of the power 
system, which have corresponding values in the dataset. Additionally, since the switch is a crucial part of the 

Figure 3.  Graph-structured representation.

 

Figure 2.  Framework of the power system.
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power system, we define a switch as an extra node. We treat the above 12 elements as nodes in the homogeneous 
graph.

The edges linked nodes present the relationship between elements in Fig.  2. Furthermore, the edges 
demonstrate following types of relationships:

Breakers (BR1 to BR4): Nodes 0, 1, 2, and 3 represent breakers. Each breaker is directly connected to a relay, 
indicating a control relationship where the relays (R1 to R4) are responsible for tripping the breakers upon 
detecting faults.

Relays (R1 to R4): Nodes 4, 5, 6, and 7 represent relays. These relays are connected to the breakers they control 
and also to the switch, suggesting that the relays can communicate or send signals to the switch.

Switch: Node 8 represents the switch, which is centrally connected to all relays (R1 to R4) and also to the 
control panel, system logs, and the intrusion detection system (Snort). This central position indicates the switch’s 
role in managing data flow and coordination between different components of the system.

Control Panel: Node 9 represents the control panel, which is connected to the switch and also to the system 
logs and the intrusion detection system (Snort). This connection implies that the control panel can receive data 
from the switch and is involved in the monitoring and management of the system.

System Logs (Syslog): Node 10 represents the system logs, which are connected to the control panel and the 
intrusion detection system (Snort). This connection suggests that system logs are used for recording events and 
are accessible to the control panel and the intrusion detection system for analysis.

Intrusion Detection System (Snort): Node 11 represents the intrusion detection system, which is connected 
to the control panel and the system logs. This connection indicates that the intrusion detection system works 
in conjunction with the control panel and has access to system logs for detecting and responding to security 
threats. The edges in the graph are represented by solid and dashed lines, which may indicate different types of 
relationships or communication paths between the nodes. The solid lines could represent direct control or data 
flow, while the dashed lines might indicate indirect or less direct interactions.

Feature Assignment: In the context of the graph depicted, the feature assignment process is integral to 
the functioning of the intrusion detection system (IDS) within the smart grid framework. The features are 
assigned to each node based on the data description provided in the Dataset Section, ensuring a comprehensive 
representation of the system’s components and their interactions.

Breakers (BR1 to BR4): Nodes 0 to 3 are assigned features from four Phasor Measurement Units (PMUs), 
which are critical for monitoring the electrical characteristics of the grid. These features are essential for the IDS 
to detect anomalies in the breaker’s operation.

Relays (R1 to R4): Nodes 4 to 7 are allocated ’relay#_log’ features, which likely contain logs or data specific 
to each relay’s operation. This data is crucial for the IDS to identify patterns or deviations that may indicate a 
security threat.

Switch: Node 8, representing the switch, is temporarily assigned zero values as placeholders for features 
due to the absence of specific switch data. This ensures the switch is included in the graph structure without 
compromising the uniformity of the feature set across nodes.

Control Panel, System Logs (Syslog), and Intrusion Detection System (Snort): Nodes 9 to 11 are distributed 
features from the control panel, system logs, and the intrusion detection system, respectively. These features are 
vital for the IDS to monitor and analyze the control panel’s operations, system events, and security alerts.

The number of features for each node is standardized to 29, with nodes having fewer features being padded 
with zeros to maintain consistency. This uniform feature assignment is crucial for the graph neural network’s 
effectiveness in processing and learning from the data, as it allows for a structured and comprehensive analysis 
of the smart grid’s operations and potential security threats.

Graph attention network for feature extraction
To efficiently extract features of complex dependencies between nodes in the smart grid, this paper designs a 
two-layer Graph Attention Network (GAT) based on a multi-head attention mechanism (As shown in Fig. 4). 
The model first receives a 29-dimensional input feature for each node, which includes physical quantities such 
as voltage and current, as well as system log information. In the first feature extraction layer, the model deploys 
three parallel attention heads. Each head transforms the input features into a 16-dimensional feature space and 
calculates attention coefficients to evaluate the importance between nodes. Through feature concatenation, the 
first layer generates a 48-dimensional (16×3) node representation, effectively capturing interaction patterns from 
different perspectives.The second layer also employs a 3-head attention mechanism to process the 48-dimensional 
node features from the first layer, with each attention head outputting a 32-dimensional feature representation. 
This layer evaluates the importance of nodes relative to their neighbors and uses attention coefficients to perform 
weighted aggregation of neighboring features, highlighting critical device connection features while suppressing 
redundant information. The outputs of the three attention heads are concatenated to form a 96-dimensional 
(32×3) node representation, which is then aggregated into a graph-level representation using global addition 
pooling. The hierarchical design enables the model to achieve feature learning from local to global levels: the first 
layer’s multi-head attention captures direct interaction features between devices, while the second layer extracts 
network-level topological dependencies through feature aggregation with a larger receptive field. The resulting 
96-dimensional feature vector integrates both local interaction and global topology information, providing a 
complete feature representation for the KAN classifier.

Based on the above network architecture, we will now provide a detailed theoretical explanation of the 
feature extraction mechanism in GraphKAN. Firstly, we take the graph structure G = (V, E) as input, where 
V = {V 1

i }n
i=1 and E = {Eij}n

i=1,j=1, and V 1
i  is a group of feature vectors which denote the ith component 

of smart grids, Eij = 1 if V 1
i  and V 1

j  have a physical or communicating connection and otherwise Eij = 0. 
The input graph structure preserves the complex topology of the power grid, enabling the model to effectively 

Scientific Reports |         (2025) 15:8648 6| https://doi.org/10.1038/s41598-025-88054-9

www.nature.com/scientificreports/

http://www.nature.com/scientificreports


capture dependencies among devices, which is crucial for intrusion detection. Many potential attacks in power 
grids, such as remote tripping command injection, rely on interactions between adjacent nodes. Supported by 
this graph structure, the model can analyze inter-node relationships at the topological level, thereby identifying 
network structure-dependent anomalies and enhancing the detection capability for topology-based attack 
patterns.

Afterward, a multi-head attention mechanism is employed to calculate the ith node of the second layer in 
GNN (Namely, V 2

i ) by fusing related features from all nodes of the first layer of GNN, which is formalized as 
follows:

	
V 2

i = 1
n

n∑
j=1

EijV 1
j � (1)

Subsequently, a graph attention network (GAT) is further utilized to map {V 2
i }n

i=1 to a feature vector V GAT , 
which is described as follows:

	 et
ij = LeakyReLU(Θ(W tV 2

i ) ⊕ (W tV 2
j ))� (2)

where ⊕, W t and Θ represent a concatenation operation, the weight matrix of the tth attention head and a 
single-layer feed-forward neural network, respectively. t = 1, 2, . . . , k and k means the total number of heads 
in GAT.

	

aij
t =

exp(et
ij)∑

l∈Ni

exp(et
ij) � (3)

where Ni denotes the neighbor of the ith node.

	
gt = σ

( ∑
j∈n

at
ij(W t ∗ V 2

i )

)
� (4)

where σ represents a non-linear activation function and gt is the feature representation computed by the tth 
attention head.

	
Gi = 1

k
(g1 ⊕ g2 ⊕ · · · ⊕ gk)� (5)

By Eq. (5), we can obtain the training set of classification, namely G = {Gi}ncls
i=1 .

Kolmogorov–Arnold network for intrusion detection
To enhance the model’s ability to express the nonlinear characteristics of complex attack patterns, this paper 
introduces a Kolmogorov–Arnold Network (KAN) with learnable activation functions in the threat detection 
stage (as shown in Fig. 5). The network architecture consists of two hidden layers: the first layer contains 64 
neurons, and the second layer contains 32 neurons. Each layer is connected through parameterized B-spline 
functions as learnable activation functions, with summation operations used for feature aggregation at each 

Figure 4.  Graph attention network architecture for feature extraction.
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neuron. At the input layer of KAN, the network receives a 96-dimensional graph-level feature vector extracted 
by the GAT. The first layer processes the input features through 64 parallel neurons, each adopting a dual-branch 
structure comprising a basis function branch and a spline branch. The basis function branch performs feature 
transformation using standard basis functions, while the spline branch applies learnable B-spline functions to 
process the features. The outputs of these two branches are adaptively fused using learnable weight coefficients, 
allowing the model to dynamically adjust the importance of each branch based on the input features. The second 
layer retains the same dual-branch structure, using 32 neurons to further extract nonlinear feature representations. 
The output of each neuron undergoes a nonlinear transformation through a parameterized B-spline function, 
enhancing the model’s capacity to express complex feature patterns. In the final classification layer, the model 
selects an appropriate loss function based on the task type: cross-entropy loss for multi-class classification tasks 
and binary cross-entropy loss for binary classification tasks. This hierarchical architecture design, based on 
learnable activation functions, enables the model to adaptively capture the nonlinear relationships in different 
types of attack patterns, offering superior feature representation capabilities compared to traditional methods 
with fixed activation functions. Furthermore, the parameterized design of KAN allows the model to dynamically 
adjust the shape of the activation functions based on training data, further improving the accuracy of threat 
detection.

Given the training set G = {Gi}ncls
i=1 , we put the ith instance Gi into KAN, the tth output of the first layer is 

calculated by the following equation:

	
G1

t =
ncls∑
i=1

dGi∑
j=1

W 1
tj ∗ Gij � (6)

where G1
t  is the tth output of the first layer of KAN, and dGi  is the dimension of the instance Gi

. {W 1
t1, W 1

t2, · · ·, W 1
tdGi

}64
t=1 are the parameters of the first layer of KAN. Gij  is the jth component of Gi. 

T﻿herein, W 1
tj  is defined as follows:

	 W 1
tj = wb ∗ b(Gij) + ws ∗ spline(Gij)� (7)

where wb and ws represent the weights of the basic function b(Gij) [as shown in Eq. (8)] and the spline function 
spline(Gij) (As shown in Eq. 9), respectively.

	
b(Gij) = Gij

1 + e−Gij
� (8)

	
spline(Gij) =

M∑
v=1

cv · Bv(Gij)� (9)

Figure 5.  Kolmogorov–Arnold network architecture for intrusion detection.
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where Bv(Gij) denotes the vth basic functions of B-spline. The coefficients cv  represents the vth learnable 
control points to adjust the shape of each basic function, and M represents the total number of spline basic 
functions. The explicit formulation of B-spline basic functions are given by Eqs. (10)–(11):

For zero-degree B-splines (r = 1), the basis functions are defined as:

	
Bv(Gij) =

{ 1 if ξv ≤ Gij < ξv+1,
0 otherwise. � (10)

For higher-degree B-splines (r > 1), the basis functions are defined as:

	
Bv(Gij) = Gij − ξv

ξv+r−1 − ξj
Bv,r−1(Gij) + ξv+r − Gij

ξv+r − ξv+1
Bv+1,r−1(Gij) � (11)

where r denotes the degree of the B-spline function, [ξv, ξv+1] denotes the range in which the vth B-spline basic 
function Bv(Gij) is active.

For the second layer of the KAN model, we follow the same computation method as in the first layer, with the 
only difference is that the second layer contains 32 nodes rather than 64. Thus, the output G2

t  in the second layer 
is calculated using the same weight formulation as in Eq. (7). Finally, we leverage the cross entropy loss function 
to classify the output layer.

For multi classification:

	
Gout = −

Ncls∑
i=1

Nclass∑
i=1

yi,j ∗ log(pi,j)� (12)

For binary classification:

	
Gout = −

Ncls∑
i=1

[yi ∗ log(pi) + (1 − yi) ∗ log(1 − pi)]� (13)

where Nclass represents the total number of classes. yi,j  denotes the true label of the ith sample for class j, while 
pi,j  indicates the predicted probability of the ith sample for class j. Additionally, yi refers to the true label of the 
ith sample, and pi represents the predicted probability for the ith sample.

The specific execution details are elucidated in Algorithm 1.
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Algorithm 1.  GraphKAN Algorithm

Experiments and results
Datasets
The dataset employed in this paper is the Power System Attack Datasets developed by Mississippi State University 
and Oak Ridge National Laboratory. Figure 2 illustrates the framework of the power system, in which G1 and G2 
represent generators, BR1 to BR4 denote breakers, R1 to R4 indicate relays, and L1 and L2 are transmission lines. 
Additionally, network monitoring devices such as the Snort intrusion detection system and Syslog are included 
in the system architecture.

To support a comprehensive analysis of intrusion detection, the Power System Attack Dataset is structured 
into 15 subsets, enabling both binary and multiclass classification tasks. The dataset comprises 128 features 
generated from four Phase Measurement Units (PMUs), a control panel, a Snort, and a System logs. As shown in 
Table 1, each PMU contributes 29 features, accounting for 116 of the measurement features. Following the 116 
PMU features, 12 supplementary features are collected by the network monitoring devices, as detailed in Table 2.

Evaluation metrics
To comprehensively evaluate the performance of the Intrusion Detection System (IDS), we employed standard 
metrics including accuracy, precision, recall, F1 score, and False Negative Rate (FNR) as specified in Eqs. (14), 
(15), (16), (17), and (18). The system identifies normal and attack events accurately using true positives (TP) and 
true negatives (TN), while false positives (FP) and false negatives (FN) indicate misclassifications.

	
Acc = T P + T N

T P + F N + F P + T N
� (14)

	
P re = T P

T P + F P
� (15)

	
Recall = T P

T P + F N
� (16)
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F 1 − Score = 2 ∗ P re ∗ Recall

P re + Recall
� (17)

	
F NR = F N

T P + F N
� (18)

Accuracy directly reflects the accuracy of the IDS in all types of events. Precision assesses the proportion 
of actual attacks among events flagged as attacks, which is crucial to reducing false alarms and enhancing 
operational efficiency. Recall measures the percentage of actual attacks that the IDS correctly identifies, focusing 
on minimizing missed threats to ensure comprehensive security coverage. The FNR quantifies the proportion 
of actual attacks that the IDS fails to detect, highlighting the importance of minimizing undetected threats to 
maintain robust security.The F1 score provides a balanced measure between precision and recall, serving as 
a key indicator of overall system performance. The accuracy, precision, recall, and F1 score not only deepen 
understanding of IDS capabilities but also support security analysts and system administrators in optimizing 
detection strategies, thereby enhancing network security defenses.

Hyperparameter setting
The experiments conducted in this paper utilized the following hardware and software environment (Table 3).

In this environment, the datasets are divided into training, validation, and test sets with a ratio of 6:2:2. 
During parameter optimization, we focused on core parameters, including the number of attention heads in 
the GAT module and key parameters in the KAN module such as Grid Size, Spline Order, Scale Noise, and 
Grid Epsilon. Figure 6 illustrates in detail the impact of these parameters on classification accuracy for binary, 
ternary, and 37-class tasks. Through systematic parameter sensitivity analysis, we found that when the number of 
attention heads fluctuated within the range of 1–6, the model’s classification accuracy remained relatively stable; 
when the initial learning rate was set to 0.005, the model achieved optimal classification performance, while 

Environment Details

Operating system Ubuntu 22.04

CPU configuration 8-core CPU

GPU NVIDIA V100

GPU memory 16 GB

Framework PyTorch 2.1

CUDA version 11.8

Table 3.  The environment of hardware and software.

 

Feature Description

control_panel_log# Control Panel Log of #-th PMU

Relay#_log Relay log of #-th PMU

snort_log# Snort alert of #-th PMU

Table 2.  Features description of network monitoring devices.

 

Feature Description

PA1:VH-PA3:VH A–C voltage phase angle

PM1:V-PM3:V A–C voltage magnitude

PA4:IH-PA6:IH A–C current phase angle

PM4:I-PM6:I A–C current magnitude

PA7:VH-PA9:VH Voltage phase angle for positive, negative, and zero sequences

PM7:V-PM9:V Voltage magnitude for positive, negative, and zero sequences

PA10:VH-PA12:VH Current phase angle for positive, negative, and zero sequences

PM10:V-PM12:V Voltage magnitude for positive, negative, and zero sequences

F Relay operating frequency

DF Frequency deviation of the relay

PA:Z External impedance of the relay

PA:ZH External impedance angle of the relay

S Relay status

Table 1.  Description of PMU features.
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higher or lower learning rates led to significant decreases in classification accuracy; the model demonstrated the 
best classification performance with Grid Size of 5 and Spline Order of 4; when Scale Noise parameter was set 
to 0.1 and Grid Epsilon to 0.2, the model maintained high classification accuracy across all classification tasks.

Based on the results of the above parameter sensitivity analysis, we determined the optimal parameter 
configuration for the GraphKAN model (As shown in Table 4). Specifically, the GAT module employs 3 attention 
heads for graph feature extraction, utilizes feature concatenation mechanism to enhance feature representation, 
and sets dropout rates of 0.1 and 0.2 in the first and second hidden layers, respectively. The KAN module uses 

Figure 6.  The impact of hyperparameters on the accuracy of the GraphKAN model.
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4th-order B-splines to construct approximation functions, with Scale Noise parameter set to 0.1, Grid Epsilon 
to 0.2, and Grid Range controlled within [−1, 1]. For model training, we employed the Adam optimizer with an 
initial learning rate of 0.005, and adopted a StepLR learning rate scheduler with step size of 100 and decay rate 
of 0.9, while setting the batch size to 256, using cross-entropy as the loss function, and training for 2000 epochs.

Experimental result and analysis
In the following sections, we evaluate results of our proposed GraphKAN model by conducting ablation and 
comparative experiments in binary, ternary, and 37-class classification tasks. Specifically, to assess the individual 
contributions of each module from the GraphKAN framework for intrusion detection, we establish the baseline 
models, which including GCN-FC (Graph Convolutional Network + Fully Connected Layer)40, GAT-FC (Graph 
Attention Network + Fully Connected Layer)41, and MLP-KAN (Multilayer Perceptron + Kolmogorov–Arnold 
Network). Moreover, we review intrusion detection studies on the same dataset from recent years, including 
BGWO-EC42, RF-RBM43, Net_Stack44, and SVM-AC45. Finally, we analyze and compare the detection times for 
binary, ternary, and 37-class classifications.

Binary attack classification
Figure 7 presents the binary classification accuracy curves of four different models in the ablation study on the 
data subset 8. All models experienced a rapid accuracy improvement phase during the initial training period 
(The first 250 epochs). However, there are significant differences in convergence speed and final accuracy 
levels among the models. The GraphKAN model exhibited a faster convergence rate throughout the training 
process and ultimately achieved the highest accuracy level. After approximately 500 epochs, the accuracy of 
the GraphKAN model stabilized above 0.96, significantly outperforming the other models. This highlights 
the GraphKAN model’s ability to capture complex data features. In comparison, the GAT-FC and KAN-MLP 
models also demonstrated high accuracy but showed greater fluctuations during training and achieved slightly 

Figure 7.  Binary classification accuracy curves for ablation experiment on Subset 8.

 

Category Parameter Optimized value

 GAT-Moudle

Attention Heads 3

concat True

dropout 0.1/0.2

KAN-Moudle

grid_size 5

spline_order 4

scale_noise 0.1

grid_eps 0.2

grid_range [−1, 1]

General

Learning rate 0.005

epochs 2000

batch_size 256

optimizer Adam

loss_function Cross Entropy

lr_scheduler StepLR(step_size=100, gamma=0.9)

Table 4.  The parameters of GraphKAN model.
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lower final accuracies than GraphKAN. The GCN-FC model had a slower initial accuracy improvement and 
did not reach the final accuracy level of GraphKAN. Additionally, the GraphKAN model showed better stability 
during training, with smoother accuracy curves and no large fluctuations. This indicates that the GraphKAN 
model has good generalization ability and can stably learn the data features.

To further comprehensively evaluate the contribution of each module, Table 5 presents the binary classification 
accuracies of four models-GCN-FC, GAT-FC, KAN-MLP, and GraphKAN-across 15 different data subsets. The 
GraphKAN model demonstrates superior performance on most data subsets. Its accuracy is no lower than 95% 
across all subsets and exceeds 98% on subsets 3, 7, 8, and 11. Notably, it achieves an accuracy of 99.30% on subset 
8. In comparison, the GAT-FC and KAN-MLP models perform slightly worse on certain subsets. Additionally, 
the GCN-FC model does not match the performance of GraphKAN on multiple subsets, particularly showing a 
significantly lower accuracy on subset 9.

Table 6 represents the result of model comparison on binary classification task. GraphKAN demonstrated 
advantages across four performance metrics, highlighting GraphKAN’s high accuracy in binary classification 
tasks and its potential for practical applications. In comparison, the RF-RBM model had a slightly lower F1 score 
of 97.90%. The BGWO-EC model also showed somewhat inferior performance, with precision and recall values 
of 96.77% and 94.26%, respectively. Traditional machine learning models such as SVM-AC and PSO-SVM 
lagged significantly behind, with accuracies of 84.40% and 89.50%, respectively. Furthermore, the GA-RBF-SVM 
model showed improvements in precision and recall, but its F1 score was 87.00%, still below that of GraphKAN. 
Overall, GraphKAN’s superior performance across all metrics underscores its exceptional effectiveness in binary 
classification tasks.

Ternary attack classification
Figure 8 illustrates the validation accuracy curves of four models (GraphKAN, GCN-FC, GAT-FC, and MLP-
KAN) on the ternary classification task for Subset 8, providing insights into the ablation study results. The 
GraphKAN model demonstrates superiority in terms of both final accuracy and stability, showcasing its 
outstanding performance. The final accuracy of GraphKAN is close to 0.98, significantly higher than that of GCN-
FC (approximately 0.95) and GAT-FC (approximately 0.96), and surpassing that of MLP-KAN (approximately 
0.97). These results indicate that GraphKAN, by effectively combining the global properties of graph structures 

Model Acc (%) Pre (%) Rec (%) F1 (%) FNR (%)

GraphKAN 97.63 98.32 98.92 99.02 1.08

BGWO-EC42 97.41 96.77 94.26 95.49 5.74

RF-RBM43 97.80 98.20 96.80 97.90 3.20

Net_Stack44 97.23 – – – –

SVM-AC45 84.40 86.00 84.90 – 15.10

PSO-SVM46 89.50 90.20 80.70 – 19.30

GA-RBF-SVM47 91.90 93.70 95.00 87.00 5.00

GA-MLPNN47 86.40 87.20 85.70 84.90 14.30

AdaBoost48 – 94.00 89.00 – 11.00

Table 6.  Model comparison on binary classification task. Significant values are in bold.

 

Subset GCN-FC (%) GAT-FC (%) KAN-MLP (%) GraphKAN (%)

1 92.38 97.57 96.98 97.82

2 91.32 97.77 97.26 97.29

3 95.13 98.12 97.78 98.45

4 90.89 97.53 95.97 97.68

5 90.44 97.46 96.90 98.07

6 89.42 96.34 96.10 96.34

7 93.84 98.09 97.36 98.95

8 95.14 98.09 97.83 99.30

9 86.92 93.10 90.61 92.83

10 92.54 98.11 97.61 98.01

11 94.36 97.80 97.62 99.27

12 89.28 96.17 97.00 96.86

13 93.78 98.20 96.37 98.40

14 92.07 97.40 97.41 97.86

15 91.54 96.65 95.58 97.38

Table 5.  Binary classification accuracy on multiple subsets.
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with the flexibility of attention mechanisms, is capable of comprehensively capturing the structural information 
in the data, thereby enhancing classification performance. In contrast, GCN-FC and GAT-FC, while capable of 
modeling graph structures to some extent, are constrained by their fixed network designs, making it difficult 
for them to fully extract global information. Similarly, MLP-KAN achieves a certain degree of performance 
improvement through the incorporation of the KAN mechanism, but its lack of explicit modeling of graph 
structural information limits its final accuracy, which remains slightly below that of GraphKAN.

Table 7 presents the ternary classification accuracy of GCN-FC, GAT-FC, KAN-MLP, and GraphKAN across 
15 data subsets. GraphKAN achieves the highest accuracy on all subsets, demonstrating remarkable stability 
and further validating the superiority of its design. Specifically, GraphKAN maintains an accuracy consistently 
above 98%, approaching 99% on several subsets, showcasing its outstanding performance. KAN-MLP ranks 
second, with its performance close to GraphKAN on some subsets (e.g., subsets 7 and 10), but overall remains 
slightly inferior. GAT-FC shows decent performance on certain subsets but lags significantly behind GraphKAN 
and KAN-MLP in overall accuracy. GCN-FC performs the worst, with accuracy below 97% on most subsets, 
highlighting its limitations in modeling complex graph structures.

Table 8 compares the performance of GraphKAN with other models on the ternary classification task. The 
results indicate that GraphKAN outperforms all other models across all metrics, demonstrating its superior 
performance in the ternary classification task. GraphKAN achieves an accuracy of 98.66%, significantly higher 
than BGWO-EC (97.77%) and RF-RBM (94.30%), and far surpasses traditional machine learning models such 
as SVM-ACO (78%) and PSO-SVM (85.7%). Net_Stack achieves an accuracy of 97.45%, close to BGWO-EC, 
but still falls short of GraphKAN. In terms of precision and recall, GraphKAN reaches 98.63% and 99.21%, 
respectively, excelling in both identifying and capturing positive class samples. These results are clearly superior 
to those of BGWO-EC (97.39%, 95.24%) and RF-RBM (93.10%, 92.15%). For the F1 score, GraphKAN also leads 
with 98.63%, further highlighting its significant performance advantage. Traditional machine learning models 

Subset GCN-FC (%) GAT-FC (%) KAN-MLP (%) GraphKAN (%)

1 97.08 98.53 98.00 98.99

2 93.65 98.66 97.88 98.21

3 97.01 99.09 98.36 98.62

4 95.18 97.79 97.61 98.33

5 94.43 98.95 97.44 98.92

6 94.00 98.32 97.74 97.95

7 97.47 99.05 98.06 98.27

8 96.47 98.47 98.06 99.43

9 93.72 97.47 96.07 97.78

10 95.61 98.69 98.07 98.87

11 96.06 99.11 98.04 99.31

12 95.61 97.71 97.34 98.68

13 97.13 99.09 97.71 99.13

14 96.08 98.07 98.24 98.71

15 95.81 97.31 97.16 97.26

Table 7.  Ternary classification accuracy on multiple subsets.

 

Figure 8.  Ternary classification accuracy curves for ablation experiment on Subset 8.
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(e.g., SVM-ACO and PSO-SVM) perform worse than both GraphKAN and other deep learning models across 
all metrics, reflecting their limited ability to extract complex features. While some traditional models utilize 
optimization algorithms (e.g., GA, ACO, PSO) to improve performance, they still exhibit clear limitations when 
dealing with multi-class classification tasks.

37-Class attack classification
Figure 9 illustrates the 37-class validation accuracy curves of GraphKAN, GCN-FC, GAT-FC, and MLP-KAN 
on Subset 8. Compared to the ternary classification task, the 37-class task significantly increases complexity, 
providing a more comprehensive evaluation of each model’s feature learning capability. The results show 
that GraphKAN consistently outperforms all other models throughout the training process, achieving a final 
validation accuracy close to 1.0, significantly higher than its counterparts. This highlights GraphKAN’s superior 
feature representation and global modeling capability in handling complex multi-class tasks. GCN-FC performs 
the weakest, with a final accuracy of only around 0.9, indicating its limited ability to extract complex features and 
adapt to the demands of multi-class classification. GAT-FC demonstrates moderate improvement, achieving a 
final accuracy of approximately 0.95, reflecting the benefits of attention mechanisms for capturing local features. 
However, its integration of global information remains insufficient. MLP-KAN performs better than GAT-
FC but falls short of GraphKAN, with a final accuracy of around 0.96. While the KAN mechanism enhances 
feature learning to some extent, the lack of explicit modeling of graph structure limits further performance 
improvement.

Table 9 presents the 37-class accuracy of GraphKAN, GCN-FC, GAT-FC, and KAN-MLP across 15 data 
subsets. The results demonstrate that GraphKAN consistently achieves the highest accuracy across all subsets, 
showcasing remarkable stability and outstanding performance in complex classification tasks. Specifically, 
GraphKAN maintains an accuracy above 98% across all subsets, with subsets 7 and 15 achieving nearly 99.5%, 
indicating its strong adaptability to diverse data distributions and complex feature representations. In comparison, 
KAN-MLP achieves accuracy close to 98% on most subsets but exhibits slight fluctuations on subsets 5 and 10. 
This suggests that while the KAN mechanism contributes to improved performance, its lack of explicit modeling 
for graph structural information limits its classification capability on more complex data distributions. GAT-FC 
achieves an accuracy range of 96%-98%, outperforming GCN-FC, which highlights the enhancement brought 
by the attention mechanism for capturing local features. However, in more complex subsets such as subsets 6 
and 12, GAT-FC’s accuracy is significantly lower than GraphKAN, indicating insufficient global information 
integration. GCN-FC shows the weakest performance, with accuracy below 97% on most subsets. Its limitations 
are particularly evident on subsets 1 and 7, which involve more complex data distributions, demonstrating 

Figure 9.  37-Class classification accuracy curves for ablation experiment on Subset 8.

 

Model Acc (%) Pre (%) Rec (%) F1 (%) FNR (%)

GraphKAN 98.66 98.63 99.21 98.63  0.79

BGWO-EC42 97.77 97.39 95.24 96.27 4.76

RF-RBM43 94.30 95.10 92.10 90.30 7.90

Net_Stack44 97.45 – – – –

SVM-ACO49 78.00 80.50 77.40 – 22.60

GA-RBF-SVM47 90.90 89.90 91.30 85.80 8.70

PSO-SVM50 85.70 86.50 83.10 – 16.90

Table 8.  Model comparison on ternary classification task. Significant values are in bold.
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its inadequacy in modeling high-dimensional features for multi-class tasks. From the perspective of subset 
characteristics, subsets 5, 7, and 12 serve as good indicators of performance differences between models. On these 
complex data distributions, GraphKAN consistently achieves the best results, validating its superior capability 
in feature extraction and handling complex classification tasks. For subsets with simpler data distributions (e.g., 
subsets 3 and 9), KAN-MLP and GAT-FC achieve performance closer to GraphKAN, though a noticeable gap 
still exists, further emphasizing GraphKAN’s advantage in complex scenarios.

Table 10 presents the performance of GraphKAN and other comparison models on the 37-class classification 
task. GraphKAN achieves an accuracy of 99.04%, surpassing all other models by a significant margin. Its precision 
(98.99%), recall (99.57%), and F1-score (99.00%) reflect exceptional classification capabilities, ensuring both 
accurate recognition of positive samples and a strong balance between classes, highlighting GraphKAN’s superior 
feature extraction and global modeling effectiveness. Traditional models, such as Net_Stack (95.52%) and RF-
RBM (94.30%), perform reasonably well but struggle to match the performance of GraphKAN in handling the 
complexities of multi-class tasks. While DDPM-LGBM achieves an accuracy of 94.44%, its precision (92.49%), 
recall (92.46%), and F1-score (92.47%) are considerably lower than GraphKAN. Deep learning-based models, 
such as DenseNet-BC (90.79%) and Conv1D (85.27%), exhibit significant shortcomings in capturing the global 
patterns required for high-dimensional classification tasks. Conv1D demonstrates particularly suboptimal 
results, with all metrics below 84%, revealing its inability to adapt to the dataset’s complexity. Similarly, KNN 
(81.81%) and RNN (86.79%) display weak performance, further emphasizing the inadequacy of traditional 
algorithms and simpler neural network architectures for addressing complex classification challenges.

Detection time analysis
In this paper, we focus on the performance of proposed GraphKAN model in 37-class intrusion detection task. 
To thoroughly assess the capabilities of proposed model, we compared its detection time against several other 
models, as detailed in Table 11. The results indicate that the GraphKAN model recorded a detection time of 124.5 
ms. Although not the shortest among the models evaluated, GraphKAN’s performance remains commendable, 
particularly when contrasted with the KNN (130.4 ms) and RNN (140.2 ms) models, where it demonstrated 
a clear advantage in terms of efficiency and processing velocity. By integrating the Graph Attention Network 
(GAT) and the Kolmogorov–Arnold Network (KAN), GraphKAN significantly enhances its ability to detect 
complex attack patterns and manage diverse classification tasks. Despite this architectural complexity marginally 

Model Acc(%) Pre(%) Rec(%) F1(%) FNR(%)

GraphKAN 99.04 98.99 99.57 99.00 0.43

RF-RBM43 94.30 – – – –

Net_Stack44 95.52 – – – –

DDPM-LGBM 94.44 92.49 92.46 92.47 7.54

DenseNet-BC 90.79 89.82 89.42 89.56 10.58

Conv1D 85.27 84.49 83.65 83.95 16.35

KNN 81.81 79.63 79.70 79.66 20.30

RNN 86.79 85.06 85.13 83.49 14.87

Table 10.  Model comparison on 37-class classification task. Significant values are in bold.

 

Subset GCN-FC (%) GAT-FC (%) KAN-MLP (%) GraphKAN (%)

1 94.46 96.27 97.51 98.48

2 97.95 96.61 98.25 98.55

3 98.31 98.87 98.20 99.08

4 99.23 99.99 97.93 98.56

5 97.73 97.13 98.25 98.84

6 97.97 97.58 98.05 98.78

7 97.79 98.54 98.31 99.21

8 98.93 99.11 98.77 99.11

9 98.06 97.42 98.34 98.79

10 98.36 98.64 98.47 99.21

11 98.99 99.04 98.53 99.40

12 98.95 97.97 98.65 98.95

13 98.37 98.15 98.52 99.11

14 98.28 95.82 98.65 98.59

15 98.90 98.87 98.69 99.44

Table 9.  37-Class classification accuracy on multiple subsets.
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increasing detection times, it substantially improves the precision in detecting intricate attack behaviors, 
especially in scenarios that demand the precise identification of multiple intrusion types, where its performance 
is particularly pronounced.

Conclusion and future work
This paper proposed a Graph Attention and Kolmogorov–Arnold network for intrusion detection in smart 
grids(GraphKAN), aiming to further enhance the accuracy of intrusion detection in smart grids. The proposed 
method innovatively utilizes the power grid topology to construct graph data, integrating network information 
and physical data in smart grids. Through the multi-head attention mechanism of the GAT module, dynamic 
allocation of node weights is achieved, effectively extracting global interaction features between devices. 
Additionally, the introduction of KAN’s learnable activation functions significantly enhances the model’s 
ability to express complex attack patterns, enabling more precise detection of abnormal behaviors. Experiments 
conducted on the MSU-ORNL dataset demonstrated that the proposed method achieved detection accuracies of 
97.63%, 98.66%, and 99.04% for binary classification, three-class classification, and 37-class classification tasks, 
respectively, showcasing excellent classification performance.

To further improve the model’s applicability in real-world scenarios, future work will explore optimization 
techniques such as network pruning and knowledge distillation to enhance the scalability of GraphKAN in 
large-scale smart grid systems. By optimizing the model architecture and parameter configurations, we aim 
to reduce computational complexity and memory overhead while maintaining detection accuracy, enabling 
efficient deployment of the model in resource-constrained environments.

Data availability
The dataset used in this paper is the publicly available Power System Attack Dataset, which can be accessed via 
the following link: ​h​t​t​p​s​:​​/​/​s​i​t​e​​s​.​g​o​o​g​​l​e​.​c​o​m​​/​a​/​u​a​​h​.​e​d​u​/​​t​o​m​m​y​-​​m​o​r​r​i​s​​-​u​a​h​/​i​c​s​-​d​a​t​a​-​s​e​t​s.
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