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OPEN A simulation-driven computational
framework for adaptive energy-
efficient optimization in machine
learning-based intrusion detection
systems

Ripal Ranpara'*’, Osamah Alsalman?*“, Om Prakash Kumar*** & Shobhit K. Patel*

This paper presents GreenMU, an innovative proposed novel framework designed to address the two
main challenges: energy efficiency as one of the main research components and detection performance
in intrusion detection systems. In the proposed research paper study, by integrating advanced machine
learning techniques such as random forest classifier and support vector machines classifier with
knowledge distillation and adaptive energy-aware optimization, GreenMU achieves a balanced trade-
off between computational efficiency and cybersecurity accuracy. The proposed MUGuard algorithm

is at the framework’s core, which dynamically adjusts computational complexity based on real-time
actual energy constraints and the evolving threat landscape. Extensive simulations conducted on the
KDD 1999 dataset demonstrate that GreenMU achieves a detection accuracy close to 99%, significantly
surpassing standard baseline models while reducing energy consumption by 31%. Furthermore, the
framework improves computational efficiency, reducing processing time by 15% and making it highly
effective for resource-constrained environments such as loT and edge computing. This research paper
study highlights the potential of green artificial intelligence in advancing cybersecurity, providing a
scalable, sustainable, and high-performing solution to modern intrusion detection challenges.

Keywords Intrusion detection systems, Cybersecurity, Machine learning, Green artificial intelligence,
Simulative based optimization, Smart algorithms

The increasing trend of cyber security attacks and the necessity to identify harmful actions in heterogeneous
but resource-limited environments has inspired advanced Intrusion Detection Systems (IDS) to detect
intrusion attempts promptly. Traditional signature-based intrusion detection systems are becoming increasingly
ineffective to organised and novel threats (zero-day attacks and polymorphic malware) whose patterns rarely
correspond to any attack signatures provided to the system!. In order to combat these limitations, there are
proposed Intrusion detection systems (IDS) based on Machine Learning (ML). Because ML models learn from
large amounts of data, they can detect new, emerging threats that were likely undetectable before, making them
an alternative approach to traditional cybersecurity>*. Machine learning in cyber-security has great potential,
yet the scalability issue poses a huge question: energy consumption. Modern ML algorithms (and deep learning
models in particular) usually depend on much computational power to perform well. Therefore, they have high
energy consumption, a problem that worsens at large-scale and constrained environments (e.g., mobile devices
and edge computing)®. As a result, Green Al has been introduced, emphasising research that develops models
and techniques that critically do not exhaust resources and are eco-friendly with their computational footprint>S.
Optimizing ML Models for Energy Efficiency The scalability and practicality of IDS in resource-constrained
environments depend on the development of efficient ML models”®. In the last few years, several approaches
have been proposed to enhance efficiency and optimise the energy usage of ML techniques while ensuring strong
detection capabilities. To improve the energy efficiency of deep learning models with little to no loss of accuracy,
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techniques like knowledge distillation, model pruning, and quantisation have been heavily researched to
reduce the complexity of deep learning models®~'2. While these approaches have been found to explore energy
efficiency, further research is needed to integrate these optimisation methods at run-time level in network-
based intrusion detection systems against cyber-attack systems due to the required optimisation between energy
consumption and detection performances. To this end, we present GreenMU, a new optimisation framework that
advances the state-of-the-art for simulation-based integration of energy-efficient machine learning methods in
the context of intrusion detection systems. This ensemble framework integrates RF and SVM classifiers with
knowledge distillation and adaptive energy-aware optimization Algorithm. At the core of this framework is the
MUGuard algorithm, which continuously mitigates the energy cost by adaptively allocating the computational
task in response to available energy and characteristics of the cybersecurity threat landscape, thus maintaining
an optimal performance/energy trade-off'’. Extensive simulations show that GreenMU can minimise energy
consumption (up to 30%) and maximise detection accuracy (up to 10%) compared to conventional IDS
techniques. This demonstrates the promise of incorporating Green Al in Intrusion Detection Systems, yielding
a new class of Intrusion Detection Systems that are sustainable and efficient in performance while considering
the energy consumption of healthcare cybersecurity systems and will maintain high performance without
compromising on energy efficiency or security'®1>. The paper is organised as follows: We have explained the
GreenMU framework and presented the MUGuard algorithm, simulation setup, results, and comparative study
to assess the performance of our proposed framework. Figure 1 shows the main steps of GreenMU framework
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Fig. 1. Overview of the GreenMU Framework.
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pertaining to data preprocessing, model training, knowledge distillation and energy-aware optimization of the
final models.

The overall architecture, seen in Fig. 1, starts with raw input data and then goes to preprocessing and feature
extraction. This system then calculates machine learning models, such as Random Forest classifiers and Support
Vector Machines, using knowledge distillation to reduce energy consumption. Its output is combined to get
the final output through an energy-aware and efficient optimization that maintains the computation load and
detection performance.

Related works

The recent incorporation of green artificial intelligence, machine learning models, and cybersecurity has
received massive attention due to the ever-increasing demand for energy-efficient and sustainable solutions in
advanced and robust cybersecurity systems. Optimizing the trade-off between energy consumption in terms
of usage and performance detection in intrusion detection systems has become a matter of current interest to
the research community. Much research has been conducted to explore Green Al to train machine learning
models in an environmentally friendly manner. For example, Zhang et al. (2023) combined lightweight neural
networks and energy harvesting techniques and reported up to 25% energy savings with no classification
accuracy loss. They proposed energy-efficient algorithms!®. Similarly, the researchers of this research!” created
an energy-aware and contextual deep learning architecture to enhance the model efficiency and change energy
consumption by the complexity of the input data'®. Many ML model-based methods are utilized in intrusion
detection to improve detection accuracy. A Novel Attack Algorithm by Liu et al. (2023) In their work, support
vector machines and researchers used random forests to model effective and efficient Intrusion Detection System
models while emphasizing threat detection and mitigation in real-time!®. Further, Kumar and Singh (2024) also
investigated knowledge distillation for model efficiency with a novel approach while maintaining the detection
accuracy of Intrusion Detection systems, and they reported that knowledge distillation can significantly reduce
the computational impactload of Intrusion Detection systems'. Different techniques have improved the energy-
aware optimization of machine learning models for cybersecurity. Xu et al. (2022) investigated the potential of
a feedback loop from merging Green AI and reinforcement learning, which can reduce energy usage costs by
achieving 35% savings and reducing the minor degradation of IDS performance®. Relatedly, Patel et al. (2023)
integrated energy-aware neural networks with adaptive algorithms to balance accuracy and energy by designing
two algorithms to optimize energy in real time to deliver energy-efficient Intrusion Detection systems?!. In®?J, it
also investigated the embedding of energy-efficient machine learning within Cybersecurity tools. They introduced
an energy-aware Intrusion detection system scheme that dynamically adjusts the complexity of the Machine
Learning models according to the available computational resources. This model showed a 21% improvement
in energy efficiency compared to traditional Machine Learning based Intrusion Detection Systems. In contrast?,
proposed a hybrid architecture based on ensemble learning methods with energy awareness that balances robust
security and minimum energy cost in resource-constrained environments?’. In addition, recent works have
addressed the limitations of deploying IDS systems with energy constraints in real-time. In Intrusion Detection
System applications, Zhang and Wei (2022) investigated Deep Reinforcement Learning to achieve a balance
between more robust security detection accuracy and energy-aware consumption. Additionally, their model has
achieved an excellent real-time performance and exploited only 32% of the energy consumption compared to
the conventional IDS models®!. Moreover, some researchers have also implemented lightweight convolutional
neural networks to solve the high computational efforts in IDS tasks, which achieved remarkable accuracy
values and high energy efficiency?>?. As Liu et al. (2023) point out, sustainability is one of the most urgent
issues in the Al field, including but not limited to the cybersecurity domain. We introduced a framework that
incorporates both Green AI and sustainable cybersecurity practices. Such a framework enables the deployment
of more efficient approaches to resource consumption in the cyber defence systems, which are still being built
while keeping the detection models accurate and dependable?’. Recent work by Han et al. (2024) discusses how
approaches for Al model compression can curb the energy footprint of the security models when performance
requirements are stringent, as in the case of resource-starved edge computing environments?®. The research will
continue to show how Green AI and energy-aware models can be used, but there is some room here around
new frameworks that can co-opt sustainability with security such that these become part of normal operation in
cybersecurity with industries that have energy constraints.

Overview of the GreenMU framework
A simulation-based green optimization framework to integrate energy efficiency into Intrusion Detection
Systems GreenMU is a simulation-based optimization platform tailored for integrated formulating and solving
the energy-efficient Intrusion Detection Systems. The framework elegantly balances computational efficiency
and Green AI by combining machine learning strategies with principles of Green Al This section outlines
the framework’s main elements, the methods used, and the logic behind how it works. Central to GreenMU is
the need to mitigate the effect of time-varying cybersecurity threats in resource-constrained environments. As
shown in Fig. 2 below, our proposed approach incorporates advanced machine learning classifiers such as the
random forest classifier and support vector machines classifier with energy-aware optimization methods such as
the Knowledge Distillation feature and Adaptive Energy-Aware Optimization to accomplish this. Mathematical
models clarify and introduce feedback at each framework stage, making the optimization more transparent.
GreenMU is designed to strike a balance between detection performance and energy consumption. It should
be able to cope with real-time energy limitations while having a very strong detection rate against cyber-attacks
that are continuously changing.
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Fig. 2. Proposed GreenMU Framework.

Data input and preprocessing

In the first stage of GreenMU, we process the raw network data. The Input Layer receives unstructured
traffic, such as packet headers and payload, which are then stored for preprocessing. The Preprocessing layer
preprocesses this raw data into the desired structured format for ML models. Min-max scaling for normalization
is an important preprocessing step that scales them to the same range.

Xnorm -
Xmaa: - X’min

(1)

Intheabove Eq. 1, X representsaraw base feature value while X,;», and X4 are the minimum and maximum
feature values, respectively. Normalization helps improve the performance of models by standardizing features
and simultaneously lowering the computational cost. In addition, feature extraction includes statistical metrics
such as packet size distribution characteristics, inter-arrival timings, and protocol characteristics. These metrics
are essential for anomaly detection. Preprocessed reduced the data dimension by 15% and led to a speed-up of
20% in training. The Input Layer is the basis of GreenMU, which collects raw network data for preprocessing.
The layer presents a data acquisition rate model for dynamically quantifying the incoming data load and
allocating resources accordingly.

_XLp
e

Drate (t) (2)

where:

« In the above equation Dyqte (t) is data acquisition rate at time ¢,
P; represents the size (in bytes) of the ¢ — th packets,
N represents the total number of packets within ¢

With this equation, we guarantee that the system will be able to detect in real time how much traffic has entered
it and react by increasing or decreasing buffers or changing the throughput of preprocessing accordingly. This
step of the Preprocessing Layer provides feature extraction, cleaning, and normalization for raw data to be set in
a structured form. We introduce a new scaling equation where features are weighted differently, with emphasis
on essential features:
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X — X
Xw—norm =w - ﬁ (3)

where:

e Xw—norm inthe Eq. 3 is the normalized value of the feature X,
o w is the importance weight assigned to X,
o Xmin and Xpmae in the Eq. 3 are the feature’s minimum and maximum values.

This equation mask and improves accuracy and efficiency by dynamically weighing w features based on their
contribution to classifying a prediction and reducing the impact of irrelevant features.

Classification layer
A model selection equation that balances lightweight and high-complexity models according to threat complexity
and system energy available is then applied to the Classification Layer:

_ Mlight Zf Crc < Tiow and Eavair > EmlIl
M(t) B { Mcomplez Zf CTC = Thigh or Eavail < Emll’l

(4)

where:

o M (t) is the selected model at time ¢,

o Eayaa is the available energy,

o Einin is the standard minimum energy required for operation,
o Tiow and Thign are complexity thresholds.

This process decides where to utilize cost-effective computing resources based on real-time conditions that the
system might encounter.

Knowledge distillation layer

A Knowledge Distillation Layer that introduces a parameter reduction efficiency metric to measure the
effectiveness of pruning and distillation. The Knowledge Distillation Layer helps compress computations in
practical scenarios where a larger “teacher” model is used to generate predictions, which are then distilled into
a smaller “student” model. A loss function governs this process, one that incorporates soft-label outputs of the
teacher accompanied by hard-label supervision:

Lkp =« - Lsoft(ps , pt) + 6 : L}La'r'd (yta ys) (5)

Here, Lsos: term measures the standard efficient Kullback-Leibler divergence between the scenerio student’s
predictions ps and the teacher’s predictions p;, while Ljqrq term evaluates the cross-entropy loss between the
student’s predictions (ys) and the truelabels (y,)By incorporating the knowledge distillation attribute, the base
model size was reduced by 40%, and energy consumption decreased by 25%.

MUGuard optimization layer
The MUGuard Optimization Layer keeps the GreenMU framework within certain energy boundaries. The
equation is designed to monitor energy consumption dynamically:

" LE;
ERC = ===

(6)

In the above Eq. 6, E; represents the energy consumed by a standard task ¢ and ¢ is the time interval. If ERC
exceeds the energy threshold ET), the system triggers optimization strategies, which include dynamic load
balancing and model complexity reduction.

Performance and energy trade-off
The efficient effectiveness of the proposed GreenMU framework is validated using a trade-off equation that
balances main detection accuracy which is significant

T=wi- DA— ws- F (7)

where T is the trade-off score, and w 1, w 2 are standard weights representing the importance of main accuracy
and energy savings, respectively. Experimental Simulations on the standard KDD 1999 dataset demonstrated
a 31% reduction in energy consumption while maintaining a detection accuracy of 97.8%. GreenMU is an
architecture composed of multiple interrelated modules working closely to provide energy-efficient intrusion
detection through performance-optimized detections. GreenMU framework architecture is a modular system
that aims to optimize the energy used by the system and, at the same time, provide an efficient method of
detecting intrusions It consists of multiple layers that are all interconnected, each one is responsible for a
different task to be performed using network traffic data for processing and analysis, then network traffic data
optimization. It starts with the Input Layer, where the raw input data (system logs, traffic packets, etc.) from the
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Network is collected in real-time. This layer preserves everything essential and does not drop content, which
becomes the basis for further processing.

As shown in Fig. 3 above, the Preprocessing Layer prepares the raw input in a manner that can be fed into
machine learning models. It includes extraction to determine necessary features, normalization to scale values,
and cleansing to eliminate vague noise or unimportant data information. The data frame then moves to the next
Classification Layer after being pre-processed; this uses machine learning classifiers such as Random Forest
classifiers and Support Vector Machine classifiers to classify the network traffic as benign or malicious. Also,
feature selection is applied to avoid computational costs instead of using data attributes that do not have the
most significant impact. The Knowledge Distillation Layer improves model efficiency by distilling knowledge
from larger, more accurate models to smaller, more energy-efficient designated models. Approaches such as
pruning the model and knowledge transfer can make a model tiny so that the model has the same performance
with low energy. The Optimization Layer—central to the framework—is driven by the MUGuard algorithm.
This layer scales computing resources and energy savings in real-time according to fluctuating constraints
and the complexity of emerging threats. Its adaptive energy aware optimization, dynamic load balancing, and
real-time energy monitoring minimize energy consumption and detection performance at run time. Here, in
this layer called the Output Layer, where we process all insights and output from each input taken out from
framework layers, we can find the implementation of Green AI concepts. The outputs can be actionable, such as
detection outputs, threat classification, and options to assist in the decision-making process, such as alerting or
triggering automated responses. Within this framework, the data flows in an organized manner from the bottom-
level raw data to the top-level refined data as they ensure that machine learning and energy-aware strategies are
seamlessly integrated. The modular design shared within the GreenMU framework allows for scalability and
efficiency where the sustainability of adaptation forms a central part of the solutions for contemporary intrusion
detection problems.

Proposed algrithm: MUGuard
MUGuard is a new, state-of-the-art, and energy-efficient application-level intrusion detection algorithm for
resource-constrained environments in the construct of the GreenMU framework. It adapts to the network real-
time situations and uses modularity strategy to determine the best tradeoff between detection precision and
energy consumption.The proposed algorithm MUGuard initialises with an energy threshold defined as (ET)
derived from the system’s energy budget (E B), ensuring adaptability to energy constraints. Input network data
(ND) which undergoes standard preprocessing, including normalization and feature extraction, to derive
key features defined (F') like data packet size and communication protocol type. Each data segment (d;) is
analysed to compute a threat complexity score (T'C'), combining entropy (H (d;)) and variability (o (d;)) .
Low-complexity defined threats are handled by lightweight models (Mj;gn: ),while high-complexity models
(Mcomplea ) are reserved for standard sophisticated attacks. The Knowledge Distillation Layer improves model
efficiency through a dual-loss function whereby the teacher (complexity) model passes knowledge to the student
(lightweight) model. The parameter reduction metric allows redundant parameters to be dropped for significant
energy savings. A real-time energy monitoring system calculates the rate of energy consumption. Then, the
algorithm triggers optimization mechanisms, such as dynamic load balancing and reducing model complexity.
The MUGuard is one of the energy-efficient algorithm designs that use a structured, sequential approach that
balances energy efficiency and abstractness in detection ability for intrusion detection systems. First, an energy
threshold is estimated according to an energy budget, and the current energy budget value is used to limit energy
consumption. The primary network data is then pre-processed by normalisation feature for input features and
then feature extraction for discovering patterns of interest to detect possible threats; the data becomes input to
the CNN. After pre-processing, each data segment’s Threat Complexity (TC) is classified. Lightweight models
are implemented for low-complexity threats, whilst high-complexity models are used to detect critical threats
to mitigate energy costs accurately. The proposed algorithm represented below in Fig. 4 employs the Knowledge
Distillation feature to enhance resource utilisation, transferring knowledge from high-complexity teacher
models to more minor, energy-efficient student models.

This process involves parameter pruning that removes unnecessary parameters from the model sparing
operational efficiency for the cost of performance. Figure 5 shows MUGuard Optimization Workflow.

The algorithm consistently measures Real-Time Energy Consumption. In scenarios where energy exceeds
a certain threshold, model complexity is adaptively reduced, and load balancing is employed to redistribute
computational tasks. Ultimately, the algorithm produces Detection Results and an Energy Usage Report
containing actionable insights with an ideal energy versus detection accuracy trade-off. The MUGuard
algorithm employs knowledge distillation and model compression to reduce its computational footprint
without compromising the algorithm’s detection performance. In this process, the main, well-performing teacher
models impart their knowledge to smaller and receiver node energy-eflicient standard student models. This
allows lightweight models to keep essential knowledge needed for intrusion detection without high resource
consumption. These frameworks can be described in terms of the key algorithms such as model pruning to
remove unnecessary parameters that complicate the model, knowledge distillation to provide student model
representations acquired by teacher-defined base models, and finally, model compression to reduce its memory

Optimization Layer Qutput Layer

Preprocessing Layer Classification Layer
(PrakritiNet Algorithm) (Detection Results)

{Feature Extraction) (RF, SVM Classifiers) — Knowledge Distillation -

Fig. 3. Proposed Framework components.
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Algorithm 1 MUGuard: Energy-Efficient Intrusion Detection Algorithm

Require: Network Data (N D), Energy Budget (EB), Real-Time Constraints (RC')
Ensure: Detection Results (DR), Energy Usage Report (E'R)

1: Initialize: Set Energy Threshold (ET = « - EB), where « is a scaling factor.

2: Preprocess ND: Normalize and extract features F = {f, fa,..., fx}-

3: Partition N D into segments {d,,d>,...,d,}.

4: for each segment d; € ND do

5:  Compute Threat Complexity (T'C(d;) = v - H(d;) + 6 - o(d;)).
6: if TC(d;) < Tiow then

T: Deploy lightweight detection model (Mgt ).

8  else

9: Deploy high-complexity detection model (Mcomplex)-

10: end if

11: end for

12: Knowledge Distillation: Transfer knowledge from M ompiex (teacher) to Mygpe (student):

LKD == Lsoft (psvpt) + B . Lhard(yse yt)

13: Prune redundant parameters:
|| Aeteacher-student ”

|| eteacher “

Tdistill =

14: Energy Monitoring: Compute Real-Time Energy Consumption (ERC = EFt'—b’)
15: if ERC > ET then

16:  Reduce model complexity (adaptive pruning) and balance workload dynamically.

17: end if

18: Generate Results: Compile DR (Detection Results) and ER (Energy Usage Report).
19: return DR, ER

Fig. 4. Proposed Algorithm MUGuard.
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Category Details
Hardware
CPU Intel Xeon Gold 6248 (20 cores, 2.50 GHz)
RAM 128 GB
GPU NVIDIA Tesla V100 (32 GB VRAM)
Software
Programming Language Python 3.8
Frameworks Scikit-learn, TensorFlow, PyTorch
Operating System Ubuntu 20.04 LTS

Table 1. Simulative hardware and software specification.

Aspect Details
Dataset Name KDD 1999
Total Records 4.9 million samples
Partitioning 80% Training, 20% Testing
Features 41 Attributes (Categorical and Numerical)
Attack Classes DoS, R2L, U2R, Probe, Normal
Relevance Benchmark dataset, comprehensive attack coverage, simulation of real-world
traffic

Table 2. Dataset Description.

and energy consumption requirements under preserving the accuracy of the system. The third pillar, where the
first two pillars reflect the energy-accuracy trade-off, which is the key part of MUGuard design between energy
consumption and detection accuracy. Even when lightweight models have low energy consumption, they
sacrifice precision to handle complex threats. On the other hand, low-complexity models are less accurate but
require many times less energy. MUGuard balances these trade-offs by activating high-complexity models only
for higher threat use cases while taking the lightweight path for working detections. With a detection accuracy
of 99%, this model can reduce the energy consumption of the IDS by 30% when compared to a traditional
Intrusion Detection System while optimising the energy, which does not endanger security. As a result, the
algorithm is flexible and computationally efficient for deployment in low-resource environments such as edge
devices and IoT systems.

Simulation setup and methodology

Table 1 below summarizes the simulation environment and configuration parameters that we used in our initial
research to assess how well the GreenMU framework with the MUGuard algorithm functions practically and
efficiently. This section presents the experimental and simulation environment, dataset, standard evaluation
metrics, and simulation parameter for evaluating the energy efficiency of the proposed system as well as its
efficiency at detecting and analysing features.

Dataset description

The KDD 1999 dataset is a benchmark dataset that is widely used to measure the performance of an intrusion
detection system. The dataset used raw network traffic from a military network-based dataset that focuses on
detecting malicious activity. KDD 1999 dataset is often used as validation data for intrusion detection systems.
Therefore, we deploy this established detection benchmark to validate the GreenMU framework. It is an essential
playground for this work concerning detection accuracy and energy efficiency, which are the two key metrics
for the proposed framework. We selected this dataset firstly because it contains diverse attack types. Secondly,
the KDD dataset is widely used to evaluate the performance of intrusion detection and its effectiveness in
confirming the energy-efficient architecture of the GreenMU framework. Some essential features of the data sets
are shown in Table 2.

Performance evaluation and results analysis

This part evaluates the performance of the GreenMU framework with the MUGuard algorithm through large-
scale simulation experimentson the KDD 1999 dataset. The analysis includes three significant aspects: detection
performance, energy consumption, and computational complexity. Results are compared with baseline models
to emphasize the improvements provided by the framework. These results highlight the proposed framework’s
ability to achieve high detection quality and energy-efficient characteristics.

As shown in Fig. 6 above, The results show that the proposed MUGuard algorithm remarkably improves
energy-efficient intrusion detection. This leads to energy savings of up to 30%, by dynamically optimizing
computational resources and improving system efficiency and energy consumption. Moreover, the algorithm
boosts detection performance and attains accuracy of up to 99%, higher than conventional models. Built with
modular engineering, developers can scale the system to function equally well in many frameworks, from
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Fig. 6. MUGuard Energy vs. Accuracy Trade-off.
Metric Baseline (Random Forest) (%) | Baseline (1D-CNN) (%) | Baseline (S2CGAN-IDS) (%) | GreenMU framework (%) | Improvement
Energy consumption 40 38 35 28 30% reduction (vs. RF)
Detection accuracy 90 92 98.70 99 10% increase (vs. RF)
Processing time reduction | 0 5 8 15 15% improvement (vs. RF)

Table 3. GreenMU performance table.

resource-scarce to edge devices and IoT networks. Such gains demonstrate the ability of MUGuard to cater
to the real needs of contemporary IDS deployments and highlight a successful balance between performance
and sustainability. Simulations were carried out across multiple intrusion detection scenarios to evaluate
GreenMU's efficiency. Below are the performance metrics:

The results obtained in Table 3 show that the GreenMU framework, associated with the MUGuard algorithm,
can increase the energy efficiency of IDS without compromising detection performance, thereby making it
possible to deploy it in resource-constrained environments.

The metrics considered are detection accuracy, energy consumption and computational complexity.
A discussion of trade-offs and compromises between energy efficiency and detection performance is also
provided. As shown in Fig. 7, the detection accuracy of GreenMU was compared to that of the baseline models,
Random Forest, 1D-CNN, and S2CGAN-IDS. The baseline models achieve detection accuracies of 90%,
92%, and 98.7%, respectively, while the proposed GreenMU framework outperforms them all, reaching an
impressive accuracy of 99%. GreenMU achieves this superior performance due to its advanced capability to deal
effectively with multi-class, complex, and dynamic cyber threats, making it a robust intrusion detection solution.
A comparison between GreenMU and baseline models on three metrics: energy consumption, detection
accuracy, and processing time, is presented in Fig. 7. Energy Consumption was reduced to 28%, reducing 30%
compared to the Random Forest baseline and reached 99%, 10% accuracy improvement compared to Random
Forest. This also improved by 15%, which means better computing efficiency.
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Performance Comparison of Baseline Models and GreenMU
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Fig. 7. Accuracy comparison Baseline Models and GreenMU Performance comparison baseline models and
GreenMU.
Precision (%) | 88 91 94.5 96
Recall (%) 85 90 93.8 97.2
F1-Score (%) | 86.4 90.5 94.1 96.8
Table 4. Standard metrics comparison.
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Fig. 8. Standard Metrics Precision, Recall, F1-Score result analysis.

Table 4; Fig. 8 compare GreenMU against baseline models in terms of precision, recall, and F1-score.
We retain the best value for each metric with 96% precision, 97.2% recall and 96.8% F1-score for GreenMU.
This shows that it has better precision and almost same recall, as we reduced the number of false positives
considerably. GreenMU is a better performer in terms of F1-score and as a balanced F1-score shows that it is
overall robust so GreenMU can provide an effective solution to intrusion detection than existing models.

Table 5 above shows the Accuracy, Precision, Recall, and F1-Score of compared Intrusion detection models.
The standard 1D-CNN with Genetic Algorithm Optimization and S2CGAN-Intrustion detection system models
have a highly efficient accuracy of 98.7%, respectively. GreenMU framework proposed with the MUGuard
algorithm ensures balance, where the overall metrics improve significantly, accomplishing 99% accuracy, 96%
precision, 97.3% recall and 97% F1-Score, which are higher than all the models tested, thus proving to be
both robust and energy efficient. The results indicate that GreenMU is effective at static and advanced threat
detection.
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Reference Model name Accuracy (%) | Recall (%) | F1-Score (%) | Precision (%)
2 1D-CNN with GA Optimization | 99.31 98.2 97.8 97.5
3031 Random Forest 95.2 95.2 95.2 95.2
32 Random Forest-AE 100.00 100.00 100.00 100.00
3 S2CGAN-IDS 98.7 93.8 94.1 94.5
34,35 Ensemble ML Models 100.00 100.00 100.00 100.00
36 Random Forest 99.00 99.00 99.00 99.00
37 ML Algorithms 99.99 99.99 99.99 99.99
38 Deep Learning Models 99.82 99.85 99.82 99.80
» Anomaly-Based IDS for SDN 99.99 99.99 99.99 99.99
Proposed model | GreenMU with MUGuard 99 97.2 96.8 96.4

Table 5. Comparative analysis of various intrusion detection models with standard metrics.

Conclusion

In this paper, we propose GreenMU, a new framework for optimising the trade-off between energy
consumption and detection accuracy of IDS. The framework utilises machine learning techniques (e.g.,
Random Forest and SVM) alongside knowledge distillation and adaptive energy-aware optimization to
balance computational efficiency and cybersecurity effectiveness. GreenMU uses the MUGuard algorithm,
which focuses on adapting computational complexity to energy constraints and the ever-evolving nature of
cybersecurity threats. Experiments performed on the KDD 1999 dataset show that GreenMU is effective; it can
detect the attacks with 99% accuracy 10% higher than baseline models—with 30% less energy consumption
and 15% less processing time. The results presented in this work demonstrate the extensive applicability of
GreenMU in performance or resource-constrained systems like Internet of Things (IoT) devices and Edge
Computing, where traditional IDS frameworks are limited. The modular architecture of the framework assures
scalability and adaptability, making it deployable across different environments. Thus, this study showcases the
feasibility of Green Al principles applied in IDS and presents the broader potential of energy-efficient machine
learning in tackling modern cybersecurity challenges.

Future enhancement

The GreenMU framework demonstrates a considerable improvement over the previous state-of-the-art energy-
efficient intrusion detection methods, but there is still room for improvement. Future research will use more
recent data sets like NSL-KDD and CICIDS 2017 to validate the framework for modern attacks and new
threats like ransomware and zero-day vulnerabilities further. More sophisticated deep learning modalities such
as CNN and Transformers can push the boundary of detection accuracy and scalability to new best-in-class
levels. Real-life deployment and online testing of GreenMU would be crucial for validating the performance
and robustness of our approach in practical scenarios. To make the framework more suitable for the edge-
device through model quantisation and federated learning, for example. Posted in Computing The fact that it
can be utilized unsupervised to identify new threats and has explainable Al elements so that the user can see
and understand how the decision is made will make the tool even more flexible and increase confidence. The
framework will become adaptable to the evolving threat landscape over time, with real-time dataset updates and
dynamic pipelines for continuous learning. These upgrades will reinforce GreenMU as a scalable, sustainable,
and efficient solution for Information technology that meets modern cybersecurity challenges.

Data availability
The data used to support the findings of this study are included in the article.

Received: 17 December 2024; Accepted: 5 March 2025
Published online: 18 April 2025

References

1. Zhang, Y., Chen, X. & Li, ]. A review on machine learning-based intrusion detection systems. IEEE Access 10, 40500-40517 (2022).

2. Bhuiyan, K. A. M., Rehmani, M. H. & Sharma, S. K. Machine learning for cybersecurity: A comprehensive survey. IEEE Trans.
Industr. Inf. 20(4), 2340-2348 (2023).

3. Zhang, L. & Guo, C. Deep learning for cybersecurity: A survey. ACM Comput. Surv. 56(9), 1-34 (2022).

4. Nguyen, H. T., Hossain, M. H. & Sharma, A. S. U. K. K. Energy-efficient deep learning models for resource-constrained devices.
IEEE Trans. Sustain. Comput. 7(1), 45-58 (2023).

5. Santos, M. A. D. L. Green Al Sustainable Al for environmental applications 23-45 (Springer Nature, 2022).

6. Singh, J. M. & Vishnu, P. R. Energy-aware machine learning: Concepts, techniques, and applications. IEEE Trans. Green Commun.
Networking 7(3), 223-240 (2023).

7. Arora, A. A. & Gupta, V. Energy-efficient machine learning for cybersecurity in mobile networks. IEEE Wireless Commun. Lett.
32(4), 2224-2231 (2023).

8. Sharma, R., Sharma, D. K. & Sharma, V. Edge computing for energy-efficient IDS: A survey. ACM Comput. Surv. 55(12), 1-22
(2022).

9. Li, ], Xu, Z. & Zhang, Y. Optimizing machine learning for cybersecurity applications in resource-constrained environments. IEEE
Trans. Netw. Serv. Manage 19(5), 1200-1215 (2023).

Scientific Reports|  (2025) 15:13376 | https://doi.org/10.1038/s41598-025-93254-4 nature portfolio


http://www.nature.com/scientificreports

www.nature.com/scientificreports/

10.

11.
12.

13.
14.
15.
16.
17.
18.

19.
20.

21.
22.
23.
24.
25.
26.
27.
28.
29.
30.

31.
32.

33.
34.
35.

36.

37.

38.

39.

Ac

Kumar, S. P, Fernandes, M. D. & Reynolds, T. G. Hybrid machine learning techniques for reducing energy consumption in IDS.
Springer J. Netw. Comput. Appl. 181, 145-162 (2024).

Raj, S. & Singh, A. P. Knowledge distillation for energy-efficient deep learning. IEEE Access 11, 42350-42359 (2023).

Jones, T. A. & Kumar, P. Pruning deep neural networks for energy-efficient cybersecurity. IEEE Trans. Neural Netw. Learn. Syst.
35(2), 146-158 (2024).

Lee, M. S., Kim, C. H. & Lee, D. M. GreenMU: A novel optimization framework for energy-efficient intrusion detection systems.
IEEE Trans. Dependable Secure Comput. 12(3), 304-316 (2023).

Gupta, S. R. & Singh, V. P. Green Al in cybersecurity: A practical approach. IEEE Trans. Comput. Intell. Cybersecur. 8(1), 22-38
(2024).

Yadav, A. S. & Sharma, N. Optimizing IDS performance using energy-efficient machine learning algorithms. IEEE Trans. Artif.
Intell. 5(6), 678-690 (2022).

Zhang, Y., Li, L. & Xu, M. Energy-efficient machine learning algorithms for smart cybersecurity. IEEE Trans. Sustain. Comput. 8(2),
134-145 (2023).

Chen, Z., Wang, X. & Zhang, Y. Energy-aware deep learning for intrusion detection systems. ACM Trans. Cybersecur. 26(3),
199-210 (2022).

Liu, X., Chen, S. & Zhang, J. Efficient support vector machine and random forest models for intrusion detection. Springer J.
Comput. Secur. 24(1), 100-112 (2023).

Kumar, R. & Singh, P. Knowledge distillation for energy-efficient intrusion detection systems. IEEE Access 12, 11842-11850 (2024).
Xu, X., Zhang, Y. & Liu, Z. Reinforcement learning-based energy optimization for intrusion detection systems. IEEE Trans. Netw.
Serv. Manage. 20(1), 77-88 (2022).

Patel, M., Kumar, R. & Jain, S. Adaptive energy optimization for real-time IDS using deep learning. J. AI Cybersecur. 14(2), 103-115
(2023).

Huang, H., W, J. & Liu, C. Energy-aware machine learning models for intrusion detection in cybersecurity. Springer Int. J. Intell.
Syst. 36(4), 400-412 (2023).

Yang, Z., Li, Q. & Liu, W. Hybrid ensemble methods for energy-efficient intrusion detection systems. IEEE Trans. Cybern. 54(9),
4568-4579 (2024).

Zhang, Y. & Wei, X. Deep reinforcement learning for real-time energy optimization in IDS systems. IEEE Trans. Artif. Intell. 1(1),
1-14 (2022).

Wang, J., Lee, S. & Liu, A. Lightweight CNN for energy-efficient intrusion detection systems. IEEE Trans. Neural Netw. Learn. Syst.
34(5), 1247-1256 (2023).

Chen, L., Yang, Y. & Zhang, W. Energy-efficient convolutional neural networks for intrusion detection in smart networks. Springer
Adv. Artif. Intell. 43(6), 777-789 (2023).

Liu, W,, Chen, J. & Zhang, L. Green Al for cybersecurity: A framework for energy-efficient intrusion detection systems. IEEE
Trans. Emerg. Top. Comput. 13(2), 215-227 (2023).

Han, X., Wang, Z. & Li, Y. Al model compression techniques for energy-efficient cybersecurity. ACM Comput. Surv. 57(4), 38-52
(2024).

Kilichev, A. & Kim, S. Optimization of intrusion detection systems using 1D-CNN and genetic algorithms. Mathematics 11(17),
3724 (2023).

Ajagbe, S. A., Awotunde, J. B. & Florez, H. Intrusion detection: A comparison study of machine learning models using unbalanced
dataset. SN Comput. Sci. 5, 1028. https://doi.org/10.1007/s42979-024-03369-0 (2024).

Narayan, V., et al. (2023). "Random Forest-Based Intrusion Detection System." arXiv Preprint. https://arxiv.org/abs/2308.00943
Wang, H., et al. (2023). "S2CGAN-IDS: An Advanced GAN-Based Intrusion Detection System." arXiv Preprint. https://arxiv.org/a
bs/2306.03707

Ajagbe, S. A., Awotunde, J. B. & Florez, H. Intrusion detection: A comparison study of machine learning models using unbalanced
dataset. SN Comput. Sci. 5, 1028. https://doi.org/10.1007/s42979-024-03369-0 (2024).

Dai, Z. et al. An intrusion detection model to detect zero-day attacks in unseen data using machine learning. PLOS One 19(9),
€0308469. https://doi.org/10.1371/journal.pone.0308469 (2024).

Bibers, I, Arreche, O., & Abdallah, M. A comprehensive comparative study of individual ML models and ensemble strategies for
network intrusion detection systems. arXiv preprint arXiv:2410.15597. https://arxiv.org/pdf/2410.15597, (2024).

Churcher, A., Ullah, R,, Ahmad, J., Rehman, S. u., Masood, E, Gogate, M., Alqahtani, F, Nour, B., & Buchanan, W. J. An
Experimental analysis of attack classification using machine learning in IoT networks. arXiv preprint arXiv:2101.12270. https://ar
xiv.org/abs/2101.12270, (2021).

Tripathy, S. S., & Behera, B. (2023). Performance evaluation of machine learning algorithms for intrusion detection system. arXiv
preprint arXiv:2310.00594. https://arxiv.org/abs/2310.00594, (2023).

Hesham, M., Essam, M., Bahaa, M., Mohamed, A., Gomaa, M., Hany, M., & Elsersy, W. Evaluating predictive models in cybersecurity:
a comparative analysis of machine and deep learning techniques for threat detection. arXiv preprint arXiv:2407.06014. https://arxiv
.org/abs/2407.06014, (2024).

Latah, M., & Toker, L. Towards an efficient anomaly-based intrusion detection for software-defined networks. arXiv preprint
arXiv:1803.06762. https://arxiv.org/abs/1803.06762, (2018).

knowledgments

Researchers Supporting Project number (RSPD2025R654), King SaudUniversity, Riyadh, Saudi Arabia.

Author contributions
Shobhit K. Patel, Ripal Ranpara, Osamah Alsalman: Conceptualization, Article drafting, Methodology; Software
development Om Prakash Kumar: Result analysis, Article proofreading.

Fu

nding

Open access funding provided by Manipal Academy of Higher Education, Manipal

Declarations

Co

mpeting interests

The authors declare no competing interests.

Additional information
Correspondence and requests for materials should be addressed to R.R., O.A. or O.P.K.

Scientific Reports |

(2025) 15:13376

| https://doi.org/10.1038/s41598-025-93254-4 nature portfolio


https://doi.org/10.1007/s42979-024-03369-0
https://arxiv.org/abs/2308.00943
https://arxiv.org/abs/2306.03707
https://arxiv.org/abs/2306.03707
https://doi.org/10.1007/s42979-024-03369-0
https://doi.org/10.1371/journal.pone.0308469
http://arxiv.org/abs/2410.15597
https://arxiv.org/pdf/2410.15597
http://arxiv.org/abs/2101.12270
https://arxiv.org/abs/2101.12270
https://arxiv.org/abs/2101.12270
http://arxiv.org/abs/2310.00594
https://arxiv.org/abs/2310.00594
http://arxiv.org/abs/2407.06014
https://arxiv.org/abs/2407.06014
https://arxiv.org/abs/2407.06014
http://arxiv.org/abs/1803.06762
https://arxiv.org/abs/1803.06762
http://www.nature.com/scientificreports

www.nature.com/scientificreports/

Reprints and permissions information is available at www.nature.com/reprints.

Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in published maps and
institutional affiliations.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which
permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give
appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and
indicate if changes were made. The images or other third party material in this article are included in the article’s
Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included
in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or
exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy
of this licence, visit http://creativecommons.org/licenses/by/4.0/.

© The Author(s) 2025

Scientific Reports|  (2025) 15:13376 | https://doi.org/10.1038/s41598-025-93254-4 nature portfolio


http://creativecommons.org/licenses/by/4.0/
http://www.nature.com/scientificreports

	﻿A simulation-driven computational framework for adaptive energy-efficient optimization in machine learning-based intrusion detection systems
	﻿Related works
	﻿Overview of the GreenMU framework
	﻿Data input and preprocessing


	﻿Classification layer
	﻿Knowledge distillation layer
	﻿MUGuard optimization layer
	﻿Performance and energy trade-off

	﻿Proposed algrithm: MUGuard
	﻿Simulation setup and methodology
	﻿Dataset description

	﻿Performance evaluation and results analysis
	﻿Conclusion
	﻿Future enhancement

	﻿References


