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Automated paraphrase detection is crucial for natural language processing (NL) applications like text 
summarization, plagiarism detection, and question-answering systems. Detecting paraphrases in Urdu 
text remains challenging due to the language’s complex morphology, distinctive script, and lack of 
resources such as labelled datasets, pre-trained models, and tailored NLP tools. This research proposes 
a novel bidirectional long short-term memory (BiLSTM) framework to address Urdu paraphrase 
detection’s intricacies. Our approach employs word embeddings and text preprocessing techniques 
like tokenization, stop-word removal, and label encoding to effectively handle Urdu’s morphological 
variations. The BiLSTM network sequentially processes the input, leveraging both forward and 
backward contextual information to encode the complex syntactic and semantic patterns inherent 
in Urdu text. An essential contribution of this work is the creation of a large-scale Urdu Paraphrased 
Corpus (UPC) comprising 400,000 potential sentence pair duplicates, with 150,000 pairs manually 
identified as paraphrases. Our findings reveal a significant improvement in paraphrase detection 
performance compared to existing methods. We provide insights into the underlying linguistic features 
and patterns that contribute to the robustness of our framework. This resource facilitates training and 
evaluating Urdu paraphrase detection models. Experimental evaluations on the custom UPC dataset 
demonstrate our BiLSTM model’s superiority, achieving 94.14% accuracy and outperforming state-
of-the-art methods like CNN (83.43%) and LSTM (88.09%). Our model attains an impressive 95.34% 
accuracy on the benchmark Quora dataset. Furthermore, we incorporate a comprehensive linguistic 
rule engine to handle exceptional cases during paraphrase analysis, ensuring robust performance 
across diverse contexts.
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Researchers in several domains, such as information retrieval1, plagiarism detection2, and machine translation3, 
have shown interest in automated paraphrase identification. Among the benefits of automating this procedure 
are the enhancement and Optimization of natural language document classification, sorting, and extra analysis. 
There are some difficulties with paraphrase detection4. These difficulties include handling typos, filler words, 
and jargon, coping with homonymy and polysemy problems, and handling situations where compared phrases 
lack lexical overlap5. The exact words or phrases can have various meanings in different circumstances in natural 
language, even when used in other phrases to communicate comparable ideas. According to the study conducted 
in6, paraphrasing is a linguistic method frequently used in text reuse and plagiarism. The text must be changed 
while retaining its original meaning. Various definitions of paraphrasing include the following: deleting extra 
contexts resulting from syntactic changes; using synonyms for words; structural changes including the swapping 
of words, flipping between active and passive sentences; and summarizing7.

The study presents the development of a new bi-directional LSTM based deep learning model specially 
developed for Urdu paraphrase detection. Previous approaches, including n-gram models, Siamese networks, 
and transformer-based architectures, have been used in English and for other languages, but translated directly 
to Urdu and presents a problem because of the language’s morphology, script, and lack of available resources8. 
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Our approach takes advantage of using BiLSTM networks in modeling dependencies and contextual features, 
which is especially important for considering the complex structure of the Urdu language. In response to the 
shortage of data annotated for this task, we have developed the UPC, a vast collection of Urdu paraphrase pairs 
identified by hand. Therefore, in order to adapt the BiLSTM model for Urdu paraphrase identification for which 
there is currently little to no resource available, this method will be fine-tuned on this custom-built dataset.

There already exist approaches of paraphrase detection concerning the entire paragraph, in our paper we 
address the problem of paraphrase detection at the sentence level for the Urdu language. This decision is based 
on the following reasons. Firstly, sentence-level paraphrase detection is amongst the requisites for a complex 
tier of tasks like plagiarism, text summery and question and answer systems. Meeting this core task allows for 
plundering the future extensions for further work on longer texts and complex language structures9. Secondly, 
the difficulties that Urdu language present such as its morphological complexity, script, its scarcity, are prominent 
at the sentence level and therefore it is preferred as the starting point to build good NLP systems10. Forming 
comprehensive original datasets with important sentences paraphrastic annotations is challenging as it requires 
manual work11. Thus, targeting this task, we provide a helpful resource for the Urdu NLP community and lay the 
foundation for exploring further extended tasks, including the paragraph-level paraphrase detection.

The identification of paraphrase in Urdu calls for distinctiveness essentially due to its structural system, script 
and language peculiarities. For this reason, we integrate a set of rule as high-level language processing rules 
based on detailed investigation of Urdu language characteristics. This is the rule-based system that formalities 
the treatment of abnormal and special conditions, constructional irregularities, and other variants likely to be 
found during paraphrase study and analysis, to enhance robustness. In the previous work, the n-gram based 
approaches and simple features like the bag-of-words, were used as the features for Urdu paraphrase detection 
and were not found to be very effective. The underlying objectives of these techniques largely depend on lexical 
match, which makes them irrelevant when paraphrase bear low lexical similarity but maps to the same meaning 
after structural-semantic transformations12.

In corrections, the improvement in the detection of paraphrase has been witnessed particularly by deep 
learning models such as CNNs and LSTM networks as recent interventions in the learning field show13. These 
models are yet to capture long range dependencies and contexts which are necessarily present in the Urdu 
text and they fail to identify paraphrase when there exist other syntactic phenomena14. This work investigates 
several challenges in developing the Urdu paraphrase detection the lack of resources is illustrated by the 
following: The availability of annotated paraphrase dataset The difficult morphology of Urdu language The 
distinct writing system15. Some of the paraphrase detection methods developed, evaluated and compare are 
based on these benchmark datasets. It has also helped them increase linguistic knowledge of paraphrasing. 
Nevertheless, considering the lack of benchmark datasets and the overall lack of NLP work in these languages, 
there is an urgent need to shift focus toward resource-scarce languages, specifically Indo-Aryan languages16. The 
detection of paraphrases has previously been accomplished using a range of machine learning and deep learning 
techniques, such as N-gram-based approaches17, LSTM approaches18, and deep learning-based word embedding 
techniques19. It is crucial to remember that methods that work well on one dataset might not translate well 
to another corpus20. Syntax, semantics, and structure variations between European languages, Indo-Aryan 
languages, and English hamper the straightforward application of existing methodologies.

Consequently, particular corpora and techniques designed for low-resource Indo-Aryan languages are 
required. We suggest using a BiLSTM model for Urdu paraphrase detection to close this gap. Urdu is a widely 
spoken South Asian language but faces challenges due to the lack of NLP tools and research corpora. Urdu 
writing style is done using the Nastaleeq script that is write from right to left. It has borrowed most of its words 
from Arabic, Turkic and Persian languages21. English along with Arabic is written in Unicode text and often 
for Urdu and Arabic text specific technology and tools are needed as a result the proper methodology has to be 
used as these languages use different alphabet and characters as compare to English. This we do by utilising the 
BiLSTM model which provides hardware for long term storage and bidirectionality for processing sequential 
data.

To overcome these limitations, the following new bidirectional long short-term memory (BiLSTM) model is 
developed featuring Urdu paraphrase identification. Our approach uses the benefits offered by BiLSTM networks 
that unites both forward and backward information contexts to provide a precise encoding of specific syntactic 
and semantic connections amazing in Urdu language. Handling morphological complexities and exceptions 
of Urdu language during paraphrasing is efficiently addressed in our model by using word embeddings, text 
preprocessing methodologies and integrated high-end rule based linguistic engine.

One distinctive feature of this work is the construction of a large-scale Urdu Paraphrased Corpus (UPC) 
which consists of 400,000 potential sentence pair duplicate and 150,000 are manually endorsed as paraphrase. 
This valuable dataset is particularly useful to the identified research gap of the lack of labelled data for Urdu and 
the need for models trained specifically for the language.

Through extensive experimental evaluations on the custom UPC dataset and the benchmark Quora dataset, 
we demonstrate the superior performance of our BiLSTM framework, outperforming state-of-the-art methods 
and achieving impressive accuracy scores. A meticulously designed linguistic rule engine further enhances the 
model’s robustness, enabling accurate paraphrase detection even in irregular or edge cases.

Contributions
This work contributes a domain-specificBiLSTM model and a high-quality paraphrase corpus to the progress of 
Urdu NLP research. The difficulty of Urdu-language paraphrase recognition has not gotten much attention from 
NLP researchers until now. This effort aims to address that. The following are this work’s main contributions:
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•	 For paraphrase detection, gather information from various sources, including books, blogs, social media, 
news stories, and other written content, to create a fresh Urdu text corpus.

•	 Preprocess Urdu texts using various techniques, including text cleaning, tokenization, stop word removal, 
noise removal, word embeddings, and label encoding, to train a BiLSTM network for paraphrase recognition.

•	 The creation and application of the BiLSTM model, which was specially created to handle the challenges of 
paraphrase identification in Urdu, constitutes the study’s primary contribution. The BiLSTM network effec-
tively captures Urdu’s intricate sentence patterns and linguistic complexities, enabling the accurate identifi-
cation of paraphrases.

•	 The input network sequentially analyses the BiLSTM text, considering the word and phrase sequence. Be-
cause word order significantly affects meaning, sequential processing is especially well-suited for natural lan-
guage processing (NLP) tasks like paraphrase detection.

Paper organization
The remaining paper is organized as follows: the literature review is discussed in Sect. 2, along with its significant 
contribution. The proposed technique and network design are described in Sect. 3. The experiments used to test 
the proposed model and produce the results are conducted in Sect. 4. The results and comparison with other 
approaches are presented and discussed in Sect. 5. Finally, Sect. 6 concludes this work and provides suggestions 
for future works.

Literature review
The Urdu language presents unique challenges for natural language processing due to its morphological 
complexity, syntactic richness, and scarcity of annotated datasets. These challenges make tasks such as paraphrase 
detection highly demanding and emphasize the need for tailored approaches.The study in22 proposed a novel 
method that blends deep learning and the text similarity methodology to improve paraphrase detection. To 
obtain the semantic vector representation of each sentence, the researchers used a skip-thought deep learning 
model. Various similarity measures were used to determine how similar the generated semantic vectors were 
to one another. To capture the semantic links between words in a phrase23, suggested two variants of the tree-
structured LSTM model. Based on the semantic construction of the sentences, these models evaluated the 
similarity between the two sentences. An Accuracy score measured the degree of resemblance between the 
sentences. The available literature shows that the lack of specialized corpora makes it challenging to research and 
create paraphrased plagiarism detection algorithms for less-resourced languages like Urdu. The Urdu Paraphrase 
Plagiarism Corpus (UPPC) was created by a study conducted by24 and is one of the few manually generated gold-
standard corpora for Urdu. These resources primarily concentrate on document-paraphrased plagiarism.

Paraphrase detection is a challenging task that assists in finding sentences that convey similar meanings25. 
The problem of paraphrase detection has been researched using bi-encoder structures. The study26 used LSTM 
in a twin architecture with coupled weights and the Manhattan distance to determine similarity. The authors 
of27 also used a twin structure with a fullyconnected layer and BiLSTM for paraphrase detection. Different 
techniques have been used to extract features and find reuse instances in monolingual and multilingual 
documents. Some approaches use lexical matching to determine how similar two text segments are based on the 
number of phrases they share. The ability of these measures to capture semantic similarity above a fundamental 
level is constrained. Various word-embedding-based models, especially those that employ Word2Vec, GloVe 
(Global Vectors for Word Representation), and FastText, have shown competitive results in encoding contextual 
semantic meaning28. The study29 suggested mathematical functions for unsupervised paraphrase detection, 
emphasizing the creation of asymmetrical paraphrase corpora. Deep learning techniques, particularly Siamese 
designs for neural networks30, have gained significant attention in paraphrase detection. Siamese networks are 
dual-branch networks combined using an energy function and share the exact weights, allowing them to detect 
distinctions between input samples. The Manhattan distance function or cosine similarity function is frequently 
used to combine the outputs of Siamese LSTM models31, in which each input text is fed into an LSTM sequence. 
The development of BERT, which revolutionized the field of NLP and achieved outstanding results in various 
GLUE tasks, including paraphrase detection, was made possible by the attention-based transformer model32.

Similarly, a study presented in33 investigated the available datasets for citation intent and proposed an 
automated citation intent technique to label the citation context with citation intent. Furthermore, the authors 
annotated ten million citation contexts with citation intent from the Citation Context Dataset (C2D) dataset with 
the help of our proposed method. Global Vectors (GloVe) were employed in previous studies to extract word-
level semantic features, demonstrating strong performance but with notable limitations in capturing contextual 
nuances.Infersent, and Bidirectional Encoder Representations from Transformers (BERT) word embedding 
methods and compared their Precision, Recall, and F1 measures. BERT embedding performed significantly 
better, having an 89% Precision score. Another study was motivated by the accomplishments of deep learning 
algorithms and word embeddings in English sentiment analysis. Extensive experiments were conducted based 
on supervised machine learning in which word embeddings were exploited to determine the sentiment of 
Arabic reviews. Three deep learning algorithms were introduced: convolutional neural networks (CNNs), long 
short-term memory (LSTM), and a hybrid CNN-LSTM. The models used features learned by word embeddings 
such as Word2Vec and fastText rather than handcrafted features. The models were tested using two benchmark 
Arabic datasets: Hotel Arabic Reviews Dataset (HARD) for hotel reviews and Large-Scale Arabic Book Reviews 
(LARB) for book reviews, with different setups. Comparing experiments adopted the three models with two-
word emeddings and others on the configs of the datasets34. Compared to the benchmark HARD dataset, the 
proposed CNN model achieved the highest accuracy of 94.69%, 94.63% and 94.54% for fast text, outcompeting 
the LSTM and CNN-LSTM models. In35, the authors present a MPAN which is a deep learning-based multilevel 
parallel attention neural model that uses PBES to compute contextualized embeddings at character, word, and 
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sentence level at the same time. The MPAN model then calculates multiple attention vectors at the multilevel and 
appends them to give the output: competitive accuracy. Concretely, the proposed MPAN model achieves ASR 
performance comparable to the state of the art, establishing new ASR baselines for 34 publicly accessible ASA 
databases. The proposed model is further shown to create new state-of-the-art accuracies for two multidomain 
collections: 95.To a binary classification collection, 61% average was achieved while to a tertiary classification 
collection, 94.25% average was achieved.

CNN and especially RNN, and among them LSTM networks, have been thoroughly researched in various 
NLP areas including paraphrase identification. CNNs have shown very high accuracy in learning local patterns 
and have been shown to take out n-gram features from the text. In the same respect, LSTMs have been beneficial 
in modeling sequences of data and forward dependencies that are profitable when handled with text sequences. 
The same can also be used in NLP tasks through adversarial training and generation of synthetic data using 
Generative Adversarial Networks (GANs). Blockchain technology and its concept of decentralism, transparency, 
and other features focus on the secure protection of data in the NLP system36. With the distributed architecture 
of the ledger, blockchain provides great safety against data theft and hacking. Spatial attention mechanisms that 
capture the interactions of the spatial regions in the data enhance several computer vision processes and can be 
adopted for NLP tasks that entail geometric data or vision-question-answering tasks37.

Updated developments in GAN and generative models including Transformer based architectures38 have 
been used in production of contextually coherent and relevant images and textual formats. These models can in 
turn be extended to provide paraphrase generation tasks and use the results to generate multiple paraphrases of 
a given input text. Research has been conducted regarding the use of other deep recurrent networks, including 
Bidirectional LSTMs (BiLSTMs) that have been applied to learning of paraphrasing in text39 owing to its capacity 
of considering contextual information in both directions of a given input sequence.

Prior research on Urdu NLP has mainly targeted on various NLP tasks like text classification, sentiment 
analysis and transliteration. These studies show that Ur - du deep characteristics which include its script, 
word formation and semantics that are rather complex. It observed that conventional writing styles, such as 
CNNs, have not been particularly effective for Urdu paraphrase detection as they are not capable of addressing 
contextual associations across long sequences. Although the LSTM models are slightly superior to other methods 
in handling sequential data, they have unidirectional drawbacks. For complex linguistic phenomena in Urdu, 
these are insufficient in certain ways which are described as follows: The proposed BiLSTM framework does not 
have these two limitations because it captures both forward and backward context while capturing the syntactic 
and semantic peculiarity of the Urdu language. It includes a linguistic rule engine for better case handling, 
which definitely increases the system’s reliability compared to other similar approaches. Table X shows a way of 
comparison and differentiation of the models.

Some of the latest analysis has been conducted to establish how capsule networks could be used to enhance the 
execution of some rich NLP tasks such as paraphrase identification. Federated learning, a distributed machine 
learning approach enabling collaborative training while keeping data decentralized and privacy-preserving, has 
gained attention in NLP, allowing models to be trained on data across devices/organizations without centralizing 
sensitive information, aligning with data security and privacy principles40. These architectures have shown 
promising results in modelling hierarchical relationships and capturing spatial and structural information in 
data, which could be beneficial for handling structural variations and long-range dependencies in paraphrase 
detection.

By establishing stronger connections with the latest trends and advancements in NLP research, our work 
can be better contextualized and positioned within the broader research landscape. Exploring these emerging 
techniques and approaches could further improve and extend our proposed paraphrase detection framework.

Few attempts have been made to detect sentence-level paraphrases in Urdu due to the lack of corpus that 
concentrates on Urdu at the sentence level. With the advent of automated approaches for paraphrase detection, 
finding this sort of plagiarism remains challenging due to the heterogeneous nature of the databases on which 
these algorithms are trained41. As mentioned in the literature, minimal work has been conducted because there 
is a dearth of Urdu NLP resources, especially for paraphrase detection. Therefore, we intend to provide a novel 
Urdu paraphrase detection corpus. To evaluate the effectiveness of our proposed BiLSTM framework for Urdu 
paraphrase detection, we conducted extensive experiments employing two distinct datasets: a custom-built 
corpus tailored for the Urdu language and the widely-used Quora dataset. The custom dataset, meticulously 
curated from multiple Urdu language sources, comprises a substantial collection of sentence pairs classified 
as either paraphrases or non-paraphrases. Rigorous preprocessing techniques were applied to this dataset to 
ensure data quality and remove extraneous content. Conversely, the Quora dataset, originating from the popular 
question-and-answer platform, consists of sentence pairs labelled as paraphrases or non-paraphrases, allowing 
us to assess the algorithm’s generalization capabilities on real-world data.

 Research gap and questions
While the existing literature provides valuable insights into paraphrase detection techniques, several gapsmust 
be addressed, particularly for resource-constrained languages like Urdu. Most prior works have focused on 
European and English languages, leveraging extensive annotated datasets and pre-trained language models. 
Urdu has a scarcity of labelled paraphrase corpora, pre-trained models, and NLP tools tailored for its complex 
morphology and unique script. This lack of resources poses significant challenges in developing robust paraphrase 
detection systems for Urdu text.To bridge this gap, our research aims to address the following key questions:

•	 How can we create a high-quality, annotated corpus of Urdu paraphrase pairs to facilitate model training and 
evaluation?
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•	 What deep learning architecture is best suited to capture the intricate linguistic patterns and contextual de-
pendencies present in Urdu text for accurate paraphrase detection?

•	 Can we develop an efficient paraphrase detection system that outperforms existing techniques while address-
ing the resource constraints of the Urdu language?

By addressing these research questions, our work aims to advance the state-of-the-art in Urdu paraphrase 
detection and contribute to the broader development of NLP capabilities for this language.

Proposed framework
This work brings creation of the dataset being proposed as a key contribution of the work since it seeks to 
enhance Urdu NLP through accurate paraphrasing identification. The proposed Urdu paraphrase detection 
model uses BiLSTM altogether with new large scale data set construction. This dataset was compiled after 
gathering data from various resources in the Urdu language constituting of carefully labeled English sentence 
pairs as paraphrases or otherwise. Annotation of the data was carried out by five volunteers who are native Urdu 
speakers and confidentiality of the patients’ information was maintained in the process Annotation of the samples 
was done independently and each sample was assigned to two different annotators for reliability. Concerning 
the formulation of different opinions, the consensus was reached by discussion, and among inter-annotator 
agreement scores ICC (2) was estimated to ensure the accuracy of annotations. Due to this, very effective 
preprocessing methods were used to clean up the data by eliminating any additional irrelevant information. 
Thus, the new dataset, based on the Full Quora contextual information, was employed in the training, as well as 
testing, and evaluating of the BiLSTM model. Thus, the emphasis on constructing a cleanly integrated dataset, 
including elements of annotation, underscores its significance as a crucial effort to this research. Such a dataset 
not only helps to assess the proposed model, but can also become a source for further developing this line of 
work in Urdu paraphrase detection. By overcoming the mentionedissues related to scarcity of data in LRL, this 
contribution pretty well enhances the repository of knowledge in Urdu NLP.

The more recent deep learning methodologies including the Transformer based models and improved neural 
architecture have attracted comparatively more attention to a large number of NLP tasks; the decision to use the 
BiLSTM paradigm for Urdu paraphrase identification was influenced by several reasons. First of all, BiLSTM 
is a highly effective architecture for paraphrasing in-sequence task, which require the utilization of contextual 
information and long-distance relationships. Secondly, there is the basic problem of working in Urdu, a language 
that has few large-scale annotated datasets available for machine learning, and even fewer pre-trained language 
models on which to base more state-of-the-art approaches. Accordingly, the proposed BiLSTM model is more 
suitable for this task because it provides a highly stable performance even with relatively more minor datasets 
than other models. The interpretability allowed by the system or the BiLSTM unit and the applicability of 
fine-tuning to the given paraphrase detection task are additional points in the favor of the presented approach 
to language modeling in the context of Urdu. While we acknowledge the potential benefits of more recent 
techniques, we focus on developing an effective and efficient solution tailored to the specific challenges of 
Urdu paraphrase detection, considering the trade-offs between model complexity, resource requirements, and 
performance.Rule-based approaches play a pivotal role in handling domain-specific nuances in NLP tasks. Kang 
et al.42 demonstrated how rule-based processing improved disease normalization in biomedical texts. Similarly, 
Ledig et al.43 highlighted the importance of preprocessing in enhancing model accuracy. Recent works by Khan 
et al.44,45 discuss combining rule-based systems with deep learning techniques, particularly for low-resource 
languages, providing insights into designing robust frameworks.

Corpus creation process
The development and testing of paraphrase detection methods are severely hampered by a lack of resources, 
particularly for South Asian languages like Urdu. There is no sentence-level corpus of Urdu available yet. For 
resource-poor languages, corpus creation is needed. A novel Urdu language paraphrased corpus is developed in 
this work using a semi-automatic procedure based on the question pair technique from Quora46. The suggested 
corpus, the Urdu Paraphrased Corpus (UPC), is based on Quora but has been adjusted for Urdu text and 
contains sentences.

The Urdu Paraphrased Corpus (UPC) comprises 400,000 sentence pairs, of which 150,000 are annotated as 
paraphrases. Annotation was carried out by five native Urdu speakers skilled in paraphrasing. The paraphrases 
were generated using a combination of synonym substitution, sentence restructuring, and summarization 
techniques. A diverse range of sources books, blogs, news articles, and social media ensures linguistic richness and 
broad coverage of writing styles. Manual validation ensured semantic consistency and eliminated redundancy. 
The dataset is structured for public access upon reasonable request, providing a valuable resource for future Urdu 
NLP research.The primary objective is to simplify the evaluation and comparison of cutting-edge monolingual 
paraphrase detection methods specifically established for Urdu. The corpus aims to mimic paraphrasing strategies 
students regularly employ in academic contexts. Since it accurately reflects the paraphrasing techniques typically 
employed by students, the researchers decided to generate example cases for the UPC using a similar method. 
The UPC’s primary area of development is the journalism industry. This decision is affected by several factors. 
First, the journalism industry acted as a practical source for original and copied news items because newspapers 
are readily available online in electronic form. Second, while the newspaper industry offers pertinent examples, 
scholars have difficulty locating actual cases of paraphrasing and plagiarism due to confidentiality concerns.

Newspapers typically employ various paraphrasing techniques, such as sentence combining or splitting, 
synonym substitution, tense or sentence structure changes, and summarizing. These methods were essential in 
creating a comprehensive library that accurately reflects the many paraphrase strategies applied in duplicated 
publications. Five native Urdu speakers skilled at paraphrasing were asked to physically write essays to produce 
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paraphrased and original documents. They had access to articles from online Urdu newspapers as their source 
material, and they were instructed to edit the text while maintaining its semantics by adding the appropriate 
synonyms and rearranging the sentences. Written agreements were made with the volunteers to ensure the 
public’s access to the corpus. The participants were given learning resources to help them produce non-plagiarized 
documents, including books, journals, and internet sources on their re-searching subjects. Using journalism 
sources for this task was expressly prohibited. The UPC is deliberately crafted using these principles to make it 
a valuable tool for comparing different paraphrase detection systems. There are 300,087 sentence pairs in the 
UPC, of which 167,015 pairs have been labelled as paraphrases by human experts. The average length of the 
text is typically between 10 and 15 words per sentence, and each sentence has between 7 and 12 unique words. 
The assessment of semantic equivalence occurred between an Urdu source sentence, defined as U with word 
embeddings, U = [u1, u2, . . . , un], and a subset of sentences with word embeddings as V = [v1, v2, . . . , vn]
. The goal of the investigation is to determine whether the meanings of the two statements are equivalent. The 
proposed model is displayed in Fig. 1.

Linguistic rule engine for exceptional case handling
We propose a meticulously designed linguistic rule engine to address the exceptional cases and irregularities 
inherent in Urdu’s linguistic landscape. This rule-based system encapsulates a comprehensive set of rules derived 
from an extensive analysis of Urdu’s morphological, syntactic, and semantic intricacies. Despite the irregularity 
and other factors which make them what can be regarded as incremental edge cases, the rule engine works 
perfectly within our proposed BiLSTM framework.

The linguistic rule engine comprises three primary components: After this, there are these three parts; 
(1) Morphological Rule Component, (2) Syntactic Rule Component, and (3) Semantic Rule Component. 
The Morphological Rule Component deals with affairs of Urdu morphological Rules that are irregular word 
formations, compound words, and morphological Greeks. The Syntactic Rule Component deals with the 
problems of word order, its variations, irregularity in the syntactic structures in Urdu. Last but not least, it is the 
Semantic Rule Component that concerns itself with erraticisms pertaining to semasiology or semantics, idiom 
and context sensitive meaning flip-flops and paradoxes.

Fig. 1.  Illustration of the proposed model for Urdu paraphrased detection.
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By incorporating this extensive linguistic rule engine in our BiLSTM framework, it is made certain that 
our model is capable of identifying Urdu paraphrased text even though noises or anomalies that are not easily 
tractable in common setting do exist.

Word embedding
Using Word2Vec for training word embeddings proved effective in capturing the semantic relationships between 
words within a multi-dimensional space and leveraging their relatedness47. This study incorporates the GloVe 
approach for embedding words with 50 dimensions. In this study, we used Common Crawl pre-trained vectors 
trained on a large amount of web-based text (42 billion tokens, 1.9 million words, 50 d vectors). We downloaded 
the Common Crawl GloVe embeddings from the official GloVe website and used the Genism library. The 
foundation of GloVe is a global co-occurrence matrix in which each component, Yab, represents the frequency 
with which terms va and vb occur together in a specific context window. The GloVe model is trained using loss 
function L, described in Eq. (1).

	
L =

W∑
a,b = 1

f (Yab)
(
vT
a v̂b + ca + cb − log (Yab)

)2
� (1)

The embeddings of the words va and vb are represented by ya and yb, respectively, in the above Equation. The 
terms denote scalar biases linked with the corresponding words ca and cb. When a word’s frequency is too 
high, the weighting co-occurrence function fy is employed. Here, V represents the vocabulary’s overall length. 
This function lessens the impact of often occurring terms while ensuring a more realistic portrayal of word co-
occurrence. Non-contextual embedding models like Word2Vec and GloVe, while effective in capturing semantic 
relationships based on word co-occurrence, face limitations in handling context-aware features and out-of-
vocabulary (OOV) words. These embeddings provide static representations that fail to account for the dynamic 
nature of word meanings in different contexts, which is particularly critical for morphologically rich languages 
like Urdu. OOV words remain unrepresented, limiting the model’s ability to generalize effectively. Future 
enhancements could explore integrating contextual embeddings, such as BERT or FastText, which dynamically 
generate context-sensitive word representations and mitigate the OOV issue by leveraging subword-level 
information.

LSTM model
Long-term dependencies in sequential data must be captured and learned using recurrent neural networks 
(RNNs), and the LSTM network is a popular model in this family. This network does text classification, regardless 
of whether it has been paraphrased or not, and for this purpose, three gates are used to maintain the memory state 
Ct.: the input gate it, the forget gate ft, and the output gate ot. By controlling the flows of contextual information, 
these gates facilitate the updating and retention of relevant information in the memory state. Furthermore, the 
gates cooperate to calculate the output and ht of the hidden layer, which holds the aggregated information from 
the preceding layers. Making use of the input, output, and forget gates, the LSTM’s cell state Ct, which works as 
its long-term memory alters with time.

Input gate (it): The input gate chooses which data from the present input xt should be kept in the cell state. It 
accepts the previous hidden state ht−1 as well as the present input. Mathematically, it is described as: 

	 it = σ (Wxixt + Whiht−1 + bi)� (2)

The input gate uses input weight matrices Wxi, input biases bi, and a decision-making mechanism to decide 
which data from the prior hidden layer Whiht−1 and the current input xt should be kept in the cell.

Forget gate(ft): The forget gate chooses which data from the previous cell state Ct−1 should be forgotten. It 
receives data from the previous hidden state ht−1 as well as the current input state. It is calculated as:

	 ft = σ (Wxfxt + Whfht−1 + bf)� (3)

The forget gate calculations assist in determining the significance and applicability of the data presently stored 
in the memory cell.

Cell state (Ct): The cell state Ct, is employed during sequential data processing to convey and retain long-
term information. It is used to solve the vanishing gradient issue in the LSTM. It is calculated as:

	 Ct = ft ⊙ Ct−1 + it ⊙ C̃t� (4)

Hidden state (ht): Following the LSTM cell processing, the hidden state is calculated by applying an activation 
function to the updated cell state. The output gate controls the part of the cell state used for calculating the 
hidden state.

	 ht = ot ⊙ tanh (Ct)� (5)

The final hidden state of the LSTM network conveys the semantic meaning of the phrase and contains its 
contextual information after analyzing the complete sequence.

Output gate (ot): The output gate chooses which data from the cell state Ct need to be output as the current 
hidden state ht, which serves as the LSTM’s final result for the current time step. It is computed as:

Scientific Reports |        (2025) 15:15383 7| https://doi.org/10.1038/s41598-025-93260-6

www.nature.com/scientificreports/

http://www.nature.com/scientificreports


	 ot = σ (Wxoxt + Whoht−1 + bo)� (6)

Bi-LSTM framework
The LSTM model ignores subsequent information and only considers information that came before it in the 
input sequence. A BiLSTM architecture captures more data through contextual information to overcome this 
issue. The fundamental concept is to employ two LSTM models, one of which processes the sentences forward 
while the other processes them backward. As shown in Eq. (8), the outputs of these models are then concatenated 
to simplify additional processing. Using this method, the BiLSTM effectively captures the input sequence’s past 
and future contextual dependencies. The architecture of the BiLSTM is taken from48, as shown in Fig. 2.

The forward LSTM layer performs the input sequence processing in the forward direction, changing its 
hidden state h(f)

t , as follows at each time step t.

	
h(f)

t = LSTMforward

(
xt, h(f)

t−1

)
� (7)

Where the LSTM cell function is called LSTMforward calculates the forward hidden state utilizing the current 
input xt and the previous forward hidden state h(f)

t−1.
To process the input sequences xt in the backward direction, the backward LSTM updates its hidden state 

h(b)
t−1 as follows at each time step t:

	
h(b)

t = LSTMbackward

(
xt, h(b)

t+1

)
� (8)

The combination of the forward h(f)
t  and backward h(b)

t  hidden states arethe final result of the BiLSTM model 
at each time step t:

	
yt =

[
h(f)

t , h(b)
t

]
� (9)

For a range of sequence modelling applications, the model’s enhanced understanding of the dependencies and 
connections within the sequence becomes beneficial.

Experiments
To assess the performance of the designed BiLSTM framework for the paraphrase identification task of Urdu 
text, we perform a series of experiments. First, we created a novel dataset skilled towards Urdu noise to have 
refined and adjusted the paraphrase acknowledgment method. Besides, in an attempt to determine the general 
capabilities of the model, we tested the BiLSTM paraphrase detection on Quora dataset which is among the 
most utilized datasets to measure real-world data performance. Quora dataset is based on question and answer 
website of Quora, where we extracted sentence pairs as paraphrases or non-paraphrases just like in our Urdu 

Fig. 2.  BiLSTM architecture used in this work48.
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dataset. In order to assess how the proposed BiLSTM model works, we proceed with experiments on various 
baselines, which are CNN, LSTM, CNN-LSTM, and BERT, respectively, so as to give a fuller explanation for the 
accomplishment of the study.

Baseline models
CNN
CNNs are typically employed for image processing, but by considering sequential data, like text, as a one-
dimensional signal, they can be applied to this data type. Our objective in paraphrase detection is to identify 
whether two input statements or phrases communicate the same meaning despite variations in phrasing or 
structure.

Local patterns and characteristics in the input data are very well-captured by CNNs. Local patterns are 
essential for locating comparable phrases or sentence fragments in the case of paraphrase identification, even 
when the overall structure is different. The parameters of CNN used for paraphrase detection are displayed in 
Table 1.

 LSTM
The ability of LSTM to successfully capture long-range relationships and contextual data makes it appropriate 
for locating paraphrases in Urdu text. The text in Urdu is composed of a series of words, and LSTM was created 
primarily to handle sequential data. Sentences with the hidden states can be word-by-word processed to 
provide an ability of temporal correlation recording of the LSTM, which is necessary for the identification of 
the given sentence context and its meaning. It employs gates to regulate information, this differentiates between 
euphemisms that are very similar in construction but have almost the same meaning in contemporary English.

CNN-LSTM
This work employed Urdu English literature to classify the paraphrases using the CNN-LSTM. This model 
incorporates the feature extraction capability of CNN with the LSTM for narrow textual patterns recognition. 
It analyzes input text using convolutional layers to obtain n-gram features. Max-pooling is used to reduce 
dimensionality and locate significant characteristics. The LSTM layer retains long-term dependencies and 
information within feature maps. Fully connected layers retrieve higher-level features and conduct a binary 
categorization, the output layer deciding whether or not the input sentences are paraphrases.

BERT
This study also employed the BERT (Bidirectional Encoder Representations from Transformers) model for 
paraphrase identification. It acquires contextual embedding by guessing missing words and comprehending 
word connections in different situations. The BERT model is fine-tuned throughout the training phase using a 
labelled dataset of pairs of sentences classified as either paraphrases or non-paraphrases. The parameters of the 
model are modified using gradient descent and backpropagation.

Model evaluation criteria
In this research, we evaluated the effectiveness of our proposed model by using accuracy. The percentage of 
successfully detected paraphrase pairings in the assessment dataset divided by the total number of pairs 
represents the accuracy of paraphrase detection. It can be calculated using Eq. (10).

	
Accuracy = TP + TN

TP + TN + FP + FN
� (10)

Where TP indicates true positive values, while TNrepresents true negative values. Furthermore, FP and FN 
indicate false positive and false negative values, respectively. The F-1 score is calculated as:

	
F − 1 = TP

TP + 1/2(FP + FN) � (11)

CNN and LSTM models, while effective for feature extraction and sequential data processing, exhibit limitations 
in capturing word- and sentence-level semantic nuances. These models lack mechanisms to focus on crucial word-
level features dynamically, which is critical for semantic alignment in complex languages like Urdu. Attention 
mechanisms, which prioritize relevant parts of the input, can significantly enhance the capability of these models 
by improving focus on important features. Future work could integrate attention-based architectures or hybrid 

Parameters Description

Input text Glove words embedding, 50-dimension

Convolutional layers, 3, activation function Capture n-gram features, ReLU.

Pooling layer, 1 Max-pooling

Fully connected layer, 1 Higher-level feature extraction

Output layer, activation function Final classification, sigmoid

Table 1.  Parameters of CNN used for paraphrase detection.
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models, such as attention-enabled LSTMs or transformer-based systems, to address these limitations effectively 
and achieve better semantic comprehension.

Environment setting
We utilized the environment parameters depicted in Table 2 to conduct experiments on the proposed paraphrase 
detection task using CNN, LSTM, CNN-LSTM, BERT, and BiLSTM networks. To optimize hyperparameters 
and model architectures, we conducted several experiments for paraphrase detection tasks using both Quora 
and a custom-built dataset. Cross-validation, early stopping criteria, and hyperparameter adjustment were 
performed to improve the model’s accuracy further. TensorBoard was leveraged to enhance comparability and 
experiment tracking.

To ensure reproducibility, we provide the details of our experimental setup. The BiLSTM model was trained 
using the Adam optimizer with a learning rate of 0.001. A batch size of 32 was used for all experiments, 
and a dropout rate of 0.3 was applied to prevent overfitting. The training-validation-testing split was set at 
80%−10%−10%, ensuring a representative evaluation of the model. Experiments were conducted on a system 
with an NVIDIA GTX 1060 GPU, 16 GB RAM, and PyTorch as the deep learning framework.

 Addressing overfitting
The main problem associated with overfitting is that it is sometimes achieved at the cost of the models ability to 
generalize on unknown testing data sets. Overfitting is always a challenge in any training model and in the case 
of BiLSTM that we used for Urdu paraphrase detection the following strategies were adopted.

First, we applied early stopping throughout the training process. These features we could look at a model’s 
cross-validation score set, where one could see exactly when the model began to over-fit the training data. This 
training stopped at the mentioned stage so that the model could not memorize the training data while boosting 
the generalization capability.

To avoid overfitting, we used two methods that are dropout and L 2 regularization, we also used validation 
loss to check the performance of the model. During the training session, Dropout randomly sets a fraction of 
neurons within a layer to zero and hence discourages the DNN from over depending on one or many neurons. 
L2 regularization also named weight decay, add a term to the loss function that prevents based on weights values 
in order to reduce them and have a balanced values.

To do this, we aimed at guaranteeing that the training data set was rich in the required diversity and similar 
to the target domain. To this end, we collected a large number of Urdu sentence pairs from books, blogs, social 
media accounts, news articles, and other written content, where the model was trained on a variety of linguistic 
routines and fluctuations. A group of models was more beneficial in this decision since it prevented overfitting 
of particular writing styles or domains.

To check the efficacy of the mitigation strategies we have proposed above, we kept a regular check on the 
accuracy of the model on both the training and the validation set while training the model. A small difference 
was observed between the training/ validation sets which confirmed that they are not overfitting on the training 
data and can perform well on new samples.

By applying these techniques, we were able to avoid high degrees of overfitting in the BiLSTM framework for 
Urdu paraphrase detection that we discussed above and gain good levels of generalization across data sets. As it 
bears features which help it to learn the data dependency feature, LSTM model has its weaknesses most of which 
stem from the question of vanishing gradients especially when dealing with long sequences. This constrained its 
capacity for maintaining such long-range dependencies of considerable importance. LSTMs are very sensitive to 
overfitting and may produce poor results especially when trained on small or unbalanced datasets. To address 
these challenges, this study used the following approaches which include; gradient clipping and regularization 
techniques, dropout, and early stopping. Future work might investigate using stronger architectures which are 
BiLSTMs with attention or transformers to mitigate these challenges effectively.

Parameter Description

Operating system, CPU Windows 10 with 64-bit architecture,
Intel Core i7

RAM, GPU 16 GB, NVIDIA CUDA (GTX 1060)

Deep learning framework Pythorch was used for experiments

Dataset Quora dataset and custom develop
dataset

Word embeddings GloVe model

Model_Input Word embeddings

Model_Output Original = 0, and Paraphrased = 1

Loss function Cross-Entropy

Learning_rate 0.001

Model_optimizer Adam

Batch size, number of epochs 32, 180

ReLU Activation function

Table 2.  Environment setting and model parameters.
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Hyperparameter tuning
In fact, the results of deep learning models are highly dependent on the hyperparameters which are the 
configuration specifications of the model. In this work, we followed a systematic procedure to choose suitable 
hyperparameters of the BiLSTM model for Urdu paraphrase detection.

In the process of model parameter tuning, we utilized both the process of turning by hand and turning by an 
algorithm, including a grid search algorithm as well as a random search algorithm. The key hyperparameters we 
focused on included:

Learning Rate: Optimization, or, in other words, the Gradient Descent Step determines how big the steps are 
and when the model should converge.

Batch Size: The notion of batch size refers to the training examples that are processed together in one iteration 
through the optimization process, in an optimal manner with the right size to minimize computation plus 
maximize gradients.

Embedding Dimensions: It also reveals how the unit-ness of the word vectors affects the model’s capacity to 
represent semantic and syntactic patterns grounded on the Urdu text.

LSTM Units: The number of units in the LSTM layers determines the model’s ability to memorize the long 
contexts which are very important in paraphrase detection.

Dropout Rates: The dropout rates govern the amount of regularization applied during learning so as to avoid 
over-fit while learning how to generalize.

We also selected a fixed set of hyperparameters and tested the model on different combinations for tuning the 
parameters for overall performance, although we used the validation data for generalization accuracy. Thanks 
to the obtained validation scores, these hyperparameters were tweaked in an iterative manner with the settings 
applied.

We also applied techniques such as learning rate schedulers and early stopping to further augment the training 
process. Learning rate schedulers bring the learning rate to a desired schedule that can help the convergence 
easier and has a better exploration of the parameter space. Recall that, in the previous subsection, we have spoke 
about early stopping as the practice that helps to avoid overfitting by stopping the model training when for the 
validation dataset the performance decreases.

We finetuned our BiLSTM framework using different hyperparameters and methods such as learning rate 
schedulers and early stopping to improve the performance of the models to the best of our ability for the Urdu 
paraphrase detection task.

Results and discussion
To address this problem, we developed a custom dataset for the Urdu language called the Urdu Paraphrased 
Corpus (UPC) for this study. This dataset is a huge set of sentence pairs labeled as paraphrased or non 
paraphrased. For this purpose, data was collected from various written sources available in Urdu including 
books, blogs, social networking sites, news articles and any written content available on internet. In this study, 
the data collection process was employed by five native Urdu speaking and paraphrasing individuals. Source 
texts were given and subjects were told to rewrite the given text while retaining the meaning and using esp.
synonym substitution, new sentence construction and summarization approaches. The final corpus comprises of 
approximately $30{,}087$ sentence pairs; of these, $16{,}715$ sentence pairs have been annotated as paraphrase 
by human annotators. Besides, with the aim of assessing the efficacy of our suggested BiLSTM model, the dataset 
adopted in the study is the Quora dataset comprising of sentence pairs from the Question Answering platform 
where the duplicates are paraphrased sentence pairs or not. This enabled us to determine generalization of the 
algorithm to real datasets or real-world data.

Limited access to such resources as annotated paraphrasing datasets and pre-trained language models is a 
considerable challenge to developing reliable paraphrase detection for the Urdu language. Some of the procedures 
are followed to detect Urdu language paraphrases employing a BiLSTM network. We developed a labelled dataset 
of Urdu text pairs, each consisting of two sentences: the original and its paraphrase The. The sentences are 
preprocessed by tokenization, stop word removal and converting the text data into a numeric format using word 
embeddings. To analyze the model’s performance, divide the dataset into 80% for training, 10% for validation, 
and 10% for testing. For the BiLSTM model, construct input sequences and appropriate labels. Concatenate the 
two sentences for each pair and get a binary label, 1 for paraphrases and 0 for non-paraphrases. The BiLSTM 
network generates a binary classification prediction from the concatenated input sequences. The BiLSTM layer 
enables the model to obtain context in both the forward and backward directions of the input sequence. Train 
the BiLSTM model with the training dataset and test its performance with the validation dataset.

The results for paraphrase detection using Urdu language text are shown in Table 3. To validate the model 
performance, we compute the precision, recall, and F-1 score of each baseline model using the custom dataset, 
shown in Table 4. The CNN model obtained an F-1 score of 85.73 and performed well when processing spatial 
data, such as pictures, but fail to handle sequential data, such as text, which accounts for their generally poor 
performance. The LSTM model fared better than the CNN model, with an F-1 score of 87.18. The CNN-LSTM 
hybrid model, which has a better F-1 score of 90.37, incorporates the advantages of both CNNs and LSTMs. 
BERT is a pre-trained transformer model that received an F-1 score of 88.66. The proposed model beat all other 
baseline models with an F-1 score of 95.03.

Incorporating the linguistic rule engine played a crucial role in enhancing the performance of our 
BiLSTM model, particularly in handling exceptional cases during paraphrase analysis. The rule-based system 
effectively addressed irregularities and edge scenarios, enabling accurate paraphrase detection despite complex 
morphological variations, syntactic irregularities, and semantic nuances inherent to the Urdu language.

The CNN-LSTM hybrid model outperformed the other baseline model, achieving an accuracy of 91.48% 
by combining the strengths of both CNNs and LSTM models, displayed in Table 5. Due to variations in design 
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and fine-tuning, the BERT model had a slightly lower accuracy score (89.72%) than the LSTM-CNN model. 
Figures 3 and 4 show the testing accuracy and loss of the baseline models using the Quora dataset. Similarly, 
Figs. 5 and 6 show the testing accuracy and loss of the baseline models using the custom dataset.

 Comparison with state-of-the-art
Figures Since every language differs, it is essential to identify which algorithms are better suited for collecting 
documents written in a specific language to detect topics with similar characteristics. The proposed method is 
compared with state-of-the-art techniques, as shown in Table 6. Using the Quora dataset, and we contrasted 
the outcomes of the proposed methodology with those of the recent and most similar techniques performed 
for paraphrase detection. The study in49 used the CatBoost algorithm for paraphrase detection using the Quora 
dataset. The study conducted in50 deployed a combination of LSTM-CNN that achieved an accuracy of 87.50% 
on the Quora dataset.

Their developed model achieved an accuracy of 75.39% with no preprocessing step. The study in51 used the 
T5 (Text-to-Text Transfer) Model to perform paraphrase detection. They achieved an accuracy of 87% when 
using a preprocessing step. For paraphrase detection using the Quora dataset, Manhattan Long Short-Term 
Memory (MaLSTM) architecture was used to identify question pairs24. MaLSTM is a neural network model 
used to measure the semantic similarity between text sequences. It achieved an accuracy of 90% when using 
preprocessing steps. In conclusion, Table 6 compares the performance of several research on the Quora dataset, 
with the suggested BiLSTM model beating the other models and reaching the maximum accuracy of 95.34%.

The proposed BiLSTM model demonstrated strong performance compared to traditional models like CNN 
and LSTM, particularly in handling sequential dependencies and achieving higher accuracy. To provide a 
comprehensive evaluation, we compared the BiLSTM model with transformer-based architectures like BERT. 
Tables 6 and 7 summarizes the results, including accuracy, F1 score, and computational time for both models on 
the Quora dataset. While BERT achieved slightly higher accuracy due to its advanced self-attention mechanisms, 
the BiLSTM model provided competitive performance with significantly lower computational costs. This 
highlights its practicality for resource-constrained scenarios, such as low-resource language processing tasks. 
Future work should further benchmark the BiLSTM system against large language models to explore its 
scalability and robustness across diverse NLP tasks.

Model Accuracy-quora (%) Exe-time (s) Accuracy-custom (%) Exe-time (s)

CNN 87.03 23.45 83.43 21.04

LSTM 90.19 17.89 88.09 15.31

CNN-LSTM 91.48 19.21 90.67 18.58

BERT 89.72 22.16 87.35 23.42

Proposed BiLSTM 95.34 19.11 94.14 16.87

Table 5.  Results of different models on quora and custom-built dataset.

 

Model Precision Recall F-1 Score (%)

CNN 87.34 84.17 85.73

LSTM 86.71 87.65 87.18

CNN-LSTM 89.43 91.32 90.37

BERT 89.72 87.63 88.66

Proposed BiLSTM 94.35 95.71 95.03

Table 4.  The F-1 score achieved using the custom dataset.

 

Text Paraphrase

Original Urdu text

Original English text He studied diligently and obtained the highest scores in the class.

Paraphrase Urdu text

Paraphrase English text Due to his hard work and dedication, he got the top score in the class.

Original Urdu text

Original English text The scientist conducted experiments to test thehypothesis.

Paraphrase Urdu text

Paraphrase English text The researcher performed tests to confirm the hypothesis.

Table 3.  Paraphrase detection using Urdu language text.
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Comparison with Urdu paraphrase detection
To validate the model performance, we also compared it with the previously used Urdu paraphrase detection 
approaches and conducted cross-lingual analysis using Arabic. We used the pre-trained model (BLSTM-API) 
deployed by Mahmoud et al.53 for Arabic paraphrase detection. Because this model was trained for the Arabic 
language, which is similar to Urdu, we obtained the second-highest F-1 score using this model. Table 7 reflects 
the comparison with the Urdu paraphrase detection task. The transformer model applied in24 received an F-1 
score of 0.63, which is comparatively low. The model’s effectiveness suffers if the dataset used to detect Urdu 

Fig. 5.  Testing accuracy achieved using a custom dataset.

 

Fig. 4.  Testing loss using Quora dataset.

 

Fig. 3.  Testing accuracy obtained using quora dataset.
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paraphrases is small, imbalanced, or noisy. The feature fusion technique employed in54 produced an F-1 score of 
0.85. The suggested BiLSTM model possessed the highest F-1 score of 95.03. Because BiLSTM can successfully 
capture long-range relationships in text, it is well-suited for sequence-to-sequence problems like paraphrase 
identification.

Limitations
When trained on a general-purpose text like English, the suggested model may perform poorly in specialized 
domains, such as Urdu or Arabic. Further data and fine-tuning are needed to adjust the model to domain-
specific applications. During the experiments, we found that changing the BiLSTM model to shifting language 
patterns or novel words is complex and may need regular retraining. The proposed method is suitable for other 
languages, such as Arabic.

Error analysis
An error analysis into the evaluation reveals specific BiLSTM model difficulties although its accuracy is high. 
Some semantic similarity misclassification errors were also noted which affected pairs of similar meaning but 
different wordings due to limited context. Phrasemes, which can convey their meanings only in certain contexts 
as well as syntactically complex constructions containing many syntactic dependencies or deep syntactic 
structures were difficult. These problems are primarily due to two major aspects: firstly regarding the contextual 
coverage of BiLSTM, and secondly due to the complex morphological structure of Urdu. Some of these future 
works can help to overcome above challenges include the addition of attention mechanism that will address 
long range dependencies of the sequence and adopting bigger linguistic rule engine to get better at idiomaticity.

Conclusions and future directions
Paraphrase detection is a crucial NLP task in plagiarism detection, text content summarization, information 
retrieval, and question-answering systems. Detection becomes problematic in the case of Urdu language text 
because of a lack of resources and the complex morphological structure of Urdu. In this study, we successfully 
created a BiLSTM framework-based paraphrase detection system customized to the Urdu language text. We 

Authors Year Preprocessing Approach F-1 score

Mahmoud et al.53 2021 Yes Pre-trained model 87.32

Mehak et al.24 2023 No Transformer model 63.00

Hafeez et al.54 2023 No Feature fusion 85.00

Proposed 2023 Yes BiLSTM 95.03

Table 7.  Comparison with works done for Urdu paraphrase detection.

 

Authors Preprocessing Approach Accuracy

Chandra et al.49 No CatBoost 75.39

Mansoor et al.50 No LSTM, CNN 87.50

Palivela et al.51 Yes T5 Model 87.00

Gontumukkala et al.52 Yes MaLSTM 90.00

Proposed Yes BiLSTM 95.34

Table 6.  Comparison with various related studies for Quora dataset.

 

Fig. 6.  Testing loss using custom dataset.

 

Scientific Reports |        (2025) 15:15383 14| https://doi.org/10.1038/s41598-025-93260-6

www.nature.com/scientificreports/

http://www.nature.com/scientificreports


fine-tuned the BiLSTM model, allowing us to efficiently capture contextual dependencies, achieve promising 
results, and outperform state-of-the-art works. We also observed that the performance of the BiLSTM framework 
heavily relies on the size and diversity of the training data. Therefore, we created a more diverse dataset of Urdu 
paraphrase pairs. We compared the model performance with the baseline approaches and Urdu paraphrase 
detection tasks to validate it.

While the proposed BiLSTM-based framework has shown promising results for Urdu paraphrase detection, 
it is essential to acknowledge and address the limitations mentioned in this study to improve the proposed idea 
further. To this end, we outline the following potential enhancements: (1) Incorporate Transfer Learning by 
pre-training the BiLSTM model on an extensive general Urdu corpus and then fine-tuning it on the paraphrase 
detection task, which could enhance generalization and adaptation to diverse domains, addressing the limitation 
of domain-specific performance; (2) Integrate Attention Mechanisms into the BiLSTM architecture, enabling 
the model to better focus on the most relevant parts of the input text, potentially improving the capture of 
long-range dependencies and contextual information, thereby addressing the limitation of handling structural 
variations in input sentences; (3) Develop Domain-Adaptive Models by fine-tuning the BiLSTM architecture 
on domain-specific corpora, such as academic texts, news articles, or social media content, which could enable 
better adaptation to the linguistic nuances and terminology of each domain, improving paraphrase detection 
accuracy within those contexts. By incorporating these enhancements, our approach can effectively address 
the limitations mentioned in this study, refining the proposed idea and advancing the state-of-the-art Urdu 
paraphrase detection while contributing to the broader development of NLP capabilities for this language.
The proposed BiLSTM framework has been validated for its contributions to Urdu paraphraset level detection 
in context of sentence level Urdu, while the ensuing research developments can broaden the added tasks 
and languages. One such direction is the generalization to the more difficult paradigm of paragraph-level 
paraphrase detection which poses its own problems such as keeping the coherence of the transformed context 
at the paragraph level and understanding the more difficult level of similarity. There are some possibilities that 
might help to overcome these challenges, to look further at the development of more complex architectures, for 
example, at hierarchical models or transformers. Furthermore, the presented BiLSTM framework and linguistic 
rule engine can be tested in other low-resource languages such as Pashto, Sindhi, or Amharic in order to expand 
the applicability of this work to other diverse linguistic tasks. The above sort of approaches would go a long way 
in enhancing the progressive work on natural language processing in relatively minor languages.

In the future, in order to improve the model, the authors of the work would like to add attention mechanisms 
to the BiLSTM architecture to help the model decide in which parts of the input text it is most important to 
detect paraphrases in. It will allow having various weights for various phrases or tokens in the input and may 
increase the overall performance and reduce the losses of long-range dependencies. Additional improvements 
include incorporating the attention mechanisms or a hybrid architecture as a next step to improving the overall 
performance and complexity of the model. BiLSTM combined with transformers or any other architecture 
seems to be the right direction to balance the complexity of language phenomena and computations at the same 
time. These technical directions, there is a need to perform proofread this paper well to fix other problems of 
typographical errors and structural conflicts. Adhering to consistent formats partly in the tables and figures, 
headings and references section will enhance clarity and professionalism of the work an idea which will 
supplement its common overall comparative advantage in the academic field a question of replicability in the 
academic field.

Data availability
The data may be provided upon reasonable request to corresponding author.
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