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Accurate estimates of the shear and Stoneley wave transit times are important for seismic analysis, 
rock mechanics, and reservoir characterization. These parameters are typically obtained from dipole 
shear sonic imager (DSI) logs and are instrumental in determining the mechanical properties of 
formations. However, DSI log may contain inconsistent and missing data caused by various factors, 
such as salt layers and spike phenomenon, which can cause difficulties in analyzing and interpreting 
log data. This study addresses these challenges and estimates the shear and Stoneley wave transit 
times in DSI Log using machine learning methods and common logs, including computed gamma 
ray (CGR), bulk density (RHOB), and compressional wave transit time (DTC), as well as depth-based 
lithology of different layers. Data from two wells in a field in southern Iran were used. Outliers 
and noise were carefully removed to improve data quality, and data normalization methods were 
implemented to ensure data integrity. Then, invalid DTC values were corrected and used to predict 
DTS and DTST. Finally, missing and invalid DSI Log values were predicted using the final models. 
Eight distinct machine learning models, such as Random Forest (RF), Gradient Boosting (GB), Support 
Vector Regression (SVR), Multiple Linear Regression (MLR), Multivariate Polynomial Regression 
(MPR), CatBoost, LightGBM, and Artificial Neural Networks (ANN), were independently trained and 
evaluated. The results show that Random Forest best predicted DSI Log parameters among all models. 
This approach facilitates subsurface interpretation and evaluation and provides a strong foundation for 
improving reservoir management and future decision-making.
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Estimating the elastic properties and Stoneley wave transit times using log data is of great importance within the 
oil and gas sector as well as in geological exploration1. These parameters are essential for reservoir evaluation 
and characterization, as well as geomechanical modeling such as pore pressure prediction2. Shear wave transit 
times are used to determine geomechanical parameters such as Young's modulus and Poisson's ratio, which can 
assist in planning hydraulic operations and predicting reservoir behavior3. On the other hand, Stoneley waves 
are employed to estimate formation permeability and identify the types of fluids in the reservoir4. However, 
due to the high cost and operational constraints associated with well-logging tools, reliable and accurate shear 
wave transit time (DTS) and Stoneley wave transit time (DTST) measurements are challenging. DSI data can 
be unreliable due to a variety of factors, such as borehole conditions, instrument limitations, or data logging 
errors. For example, technological limitations in older wells that lack modern instrumentation can prevent 
DSI data from being recorded at certain depths in the well. In addition, high costs limit the use of advanced 
equipment. Various conditions, such as wellhead instability, also prevent data collection. Operational issues such 
as instrument failure or calibration errors, acoustic interference from drilling, and formation characteristics that 
absorb or scatter acoustic waves can also affect the accuracy of recorded data. The effect of fluids in the borehole, 
environmental factors such as temperature and pressure, acoustic properties of geological layers, and the design 
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and sensitivity of the DSI instrument are some of the challenges that can lead to missing or unreliable DSI data. 
Missing or invalid DSI data can affect the quality and precision of result interpretation and analysis. Thus, it is 
crucial to provide an optimal method for predicting missing and invalid DSI data from conventional logs.

The development of machine learning algorithms has been introduced in innovative approaches to improve 
the precision and efficiency of predictive models. Early research in this domain primarily relied on traditional 
empirical relationships to predict DSI data. However, these conventional methods often fell short in delivering 
the required accuracy, particularly when dealing with complex geological formations. The advent of advanced 
machine learning techniques has since encouraged researchers to investigate the potential of artificial intelligence 
in this field. Numerous studies have explored the use of various machine learning methods to predict recorded 
parameters from DSI log data. Among these, one notable study proposed a methodology for estimating acoustic 
wave velocities using conventional well logs, leveraging artificial neural networks, fuzzy logic, and neurofuzzy 
algorithms. In order to improve the accuracy of these estimations, a hybrid model combining methods genetic 
algorithm (GA), particle swarm optimization (PSO) and adaptive neuro-fuzzy inference system can also be 
used5,6.

Several studies have been conducted in this field so far. Onalo et al.3 introduced an exponential Gaussian 
process model that effectively predicts shear wave transit times in formations where reliable measurements 
are unavailable. This model serves as a dependable and economical tool for dynamic evaluation of oil and gas 
formations. The results of this research can enhance the understanding of shear transit times in areas lacking 
multipole sonic logs or where logging data has been compromised, particularly in the Niger Delta. This research 
is an introduction of an exponential Gaussian process model that effectively predicts shear wave transit times 
in formations where reliable measurements are unavailable. This model serves as a dependable and economical 
tool for dynamic evaluation of oil and gas formations. The results of this research can enhance the understanding 
of shear transit times in areas lacking multipole sonic logs or where logging data has been compromised, 
particularly in the Niger Delta. Another research that has been fulfilled by Ibrahim et al.7 is the advancement 
of machine learning models for predicting in-situ stresses from well-logging data demonstrates the versatility 
of these methods in various geophysical problems. This study seeks to employ various machine learning (ML) 
techniques, including random forest (RF), functional network (FN), and adaptive neuro-fuzzy inference system 
(ANFIS), to predict the σh and σH using well-log data. A comparison of the results from the RF, ANFIS, and FN 
models for predicting minimum horizontal stress indicated that ANFIS performed better than the other two 
models. The findings of this study highlight the strong ability of machine learning to predict σh and σH using 
readily accessible logging data, without incurring additional costs or requiring site investigations. The generation 
of synthetic acoustic logs using five different machine-learning methods has also been investigated by Yu et al.8. 
In this study, the impact of machine learning in generating synthetic logs for various subsurface assessments 
has been investigated. Authers identified that data cleaning and clustering were essential for improving the 
performance across all models. In another research by Ahmed et al.9, supervised machine learning was used 
to forecast shear acoustic logs and petrophysical and elastic properties in the Kadanwari gas field and the 
practical applications of these methods in the real world have been investigated. To determine the optimal DTS 
log that aligns with the geological conditions, a comparison was conducted among three supervised machine 
learning (SML) algorithms: random forest (RF), decision tree regression (DTR), and support vector regression 
(SVR). According to qualitative statistical measures, the RF algorithm emerged as the most effective algorithm. 
Additionally, the RF algorithm was utilized for detailed reservoir characterization to generate elastic attributes 
from seismic and well data. These derived attributes enabled the establishment of a petro-elastic relationship 
at the reservoir level. Furthermore, Ibrahim et al.10 has applied decision tree and random forest algorithms to 
predict formation resistance, highlighting the versatility of machine learning methods in different facets of well-
logging analysis. This paper focuses on estimating the true formation resistivity in complex carbonate sections 
by implementing decision tree (DT) and random forest (RF) machine learning techniques, using the existing 
well-logging data. The results indicate that machine learning can successfully fill gaps in log tracks and lower 
costs by removing the necessity for resistivity logs in all offset wells within the same field. Roy et al.11 has been 
carried out another investigation in the potential of using machine learning and artificial intelligence to replace 
sonic logs, particularly in areas where data may be absent or unreliable. These techniques can help predict sonic 
log data effectively. The research examines several widely used methods, including artificial neural networks, 
decision tree regression, random forest regression, support vector regression, and extreme gradient boosting, 
to assess their effectiveness and accuracy in predicting sonic transit times based on other well log information. 
The results indicate that, despite the popularity of artificial neural networks, both extreme gradient boosting 
and random forest regression actually provide better performance for this specific application. A comparative 
study also has been performed by Dehghani et al.12 to evaluate the effectiveness of various machine learning 
techniques in estimating shear wave transit time in a reservoir in southwestern Iran and examined the strengths 
and weaknesses of different machine learning approaches. The findings of this study identified the random forest 
method as the most suitable approach for estimating shear wave velocity. Several machine learning algorithms, 
including perceptron multilayer neural networks, Bayesian, Generalized least squares, multivariate linear 
regression, and support vector machine, were examined during the study. However, none of these methods 
exhibited superior performance compared to the random forest approach.

According to the conducted studies so far, mainly focused on shear wave transit time and Stoneley wave 
transit time has been less investigated. Investigating DTST along with other DSI Log parameters can provide a 
more comprehensive understanding of wave propagation in different geological formations and lead to improved 
drilling strategies and resource management. Therefore, in this research, different machine learning techniques 
are employed to estimate the missing and invalid shear wave transit time and Stoneley wave transit time. These 
considered machine learning algorithms are Random Forest (RF), Support Vector Regression (SVR), Gradient 
Boosting (GB), Multiple Linear Regression (MLR), Multivariate Polynomial Regression (MPR), LightGBM, 
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CatBoost, and Artificial Neural Networks (ANN). Also, The model performance is validated using the coefficient 
of determination (R2), mean squared error (MSE), and root mean squared error (RMSE).

In this paper, the second section provides detailed and complete explanations of the methodology. This 
section examines the data, the preprocessing steps, model selection, explanation of the algorithms used, the 
steps to build the final model, and the evaluation metrics. In third section, a detailed analysis of the model results 
is conducted, and comprehensive explanations are provided regarding the challenges and how to address them. 
Finally, forth section concludes discussion of the results and suggestions for future works.

Methodology
Data collection
To predict the shear wave transit time and Stoneley wave transit times, well-logging data obtained from two wells 
located in southern Iran, was utilized. The following parameters were selected from different logs and considered 
as input to the models:

•	 Depth
•	 Density (RHOB)
•	 Computed Gamma Ray (CGR)
•	 Compressional Wave Transit Time (DTC)
•	 Lithology
•	 Identified lithologies include anhydrite, salt, claystone, sandstone, argillaceous limestone, limestone, and marl.

The data is then processed and used as features in machine learning models to predict DTS and DTST values in 
dipole shear sonic imager logs.

Data preprocessing
Data preprocessing is essential to ensure data quality and validity. This process includes removing outliers 
and noise, managing missing data, and ensuring that each feature is within its correct range. The steps in data 
preprocessing are listed below:

	1.	� Removing outliers and noise: Outliers and noise in the data are identified and removed to prevent bias in the 
results. This step is crucial to maintain data integrity.

	2.	� Managing missing data: Due to the large size of the data bank, missing data are removed from the set so that 
the data bank with complete data is used for an initial analysis. One of the objectives of this paper is to predict 
missing values using developed machine learning models.

	3.	� Validating data ranges: The logical and correct range of each feature is examined and data outside the actual 
range is removed. This step helps identify invalid and incorrectly recorded data in the log.

Poisson's ratio concept was applied to ensure that the DTC and DTS logs have valid values. Poisson's ratio is a 
parameter between 0 and 0.5 for different materials. The value of Poisson's ratio was initially determined using 
Eqs. (1), (2), and (3).

	 VP = DT −1
c � (1)

	 VS = DT −1
s � (2)

	
ν =

V 2
p − 2V 2

s

2 (V 2
p − V 2

s )
� (3)

where DTC , DTS , VP , VS , and ν, are compressional wave transit time, shear wave transit time, compressional 
wave velocity, shear wave velocity, and Poisson’s ratio, respectively.

As shown in Fig. 1, at some depths the Poisson's ratio calculated value was unrealistically low or negative. 
Therefore, considering the type of the rocks and based on the study of Gercek (2006)13, it was decided to consider 
the DTC and DTS data as missing at depths where the value of Poisson's ratio is below 0.15. These data were 
removed from the data bank to improve the overall quality and validity of the data. However, these removed data 
points were added to the missing values set to be eventually predicted.

By performing these steps, the data bank is ready for further analysis. Table 1 shows a summary of the 
pre-processed data set that was generated using the Python describe function. Computed gamma ray (CGR), 
bulk density (RHOB), compressional wave transit time (DTC), shear wave transit time (DTS) and identified 
lithologies such as anhydrite (Anhy), salt, claystone (Clst), sandstone (Sdst), argillaceous limestone (Argi_Lst), 
limestone (Lst), and marl (Ml) are presented based on depth. The table includes key statistical measures such 
as count, mean, standard deviation, minimum, 25th percentile, median (50th percentile), 75th percentile, and 
maximum values for each feature. By examining these measures, the average, variability, and overall distribution 
of the data can be observed. By applying pre-processing steps, including removing outliers, noise, and unreliable 
data, a clean and reliable data set has been created. This table is an essential reference for understanding the 
characteristics of the dataset and ensures that machine learning models are trained on valid and accurate data. 
Computed gamma ray (CGR), bulk density (RHOB), compressional wave transit time (DTC), and identified 
lithologies include anhydrite, salt, clay, sandstone, argillaceous limestone, limestone, and marl are presented 
based on depth.
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Data normalization
Data normalization is a crucial preprocessing procedure in machine learning. It ensures that variables are on 
the same scale and prevents some features from dominating others during the model training. One common 
method for normalization is Min–Max scaling. In this method, each feature is placed in a range between 0 
and 1. Using this method ensures that all features are placed on the same scale and the model’s performance is 
improved. This standardization process not only helps reduce potential biases in machine learning models but 
also increases the convergence and stability of the models.

DEPTH CGR RHOB Anhy Salt Clst Sdst Argi_Lst Lst Ml DTC DTS

Count 11,218 11,218 11,218 11,218 11,218 11,218 11,218 11,218 11,218 11,218 11,218 11,218

Mean 1969.58 25.31 2.37 0.05 0.36 0.04 0.01 0.37 0.06 0.10 77.65 144.68

Std 542.64 16.58 0.26 0.20 0.48 0.18 0.08 0.39 0.15 0.20 11.03 19.28

Min 1157.39 2.78 1.40 0.00 0.00 0.00 0.00 0.00 0.00 0.00 50.63 81.25

25% 1463.98 11.12 2.08 0.00 0.00 0.00 0.00 0.00 0.00 0.00 69.00 127.00

50% 1959.34 25.49 2.46 0.00 0.00 0.00 0.00 0.30 0.00 0.00 75.96 142.07

75% 2476.63 32.02 2.54 0.00 1.00 0.00 0.00 0.70 0.00 0.10 85.29 161.40

Max 2903.99 92.22 3.39 1.00 1.00 1.00 1.00 1.00 0.80 1.00 115.32 179.99

Table 1.  Statistical description of the initial dataset after data preprocessing.

 

Fig. 1.  Histogram of calculated Poisson's ratio for different depths.
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Supervised machine learning
Supervised machine learning (ML) is commonly utilized in reservoir engineering to forecast and categorize 
various subsurface properties. The proposed method includes training a model on a labeled dataset, where the 
input data corresponds with the correct output. The model learns to associate inputs with outputs by minimizing 
the discrepancies between its predictions and actual values. In the context of DSI Log prediction, supervised 
machine learning can be employed to accurately assess the shear and Stoneley wave transit times, which are 
crucial for characterizing reservoir properties. By leveraging historical DSI data, these models can provide 
accurate and efficient solutions that improve decision-making processes and operational efficiency in reservoir 
management. The performance of supervised machine learning in this area helps with time management, 
enables working with large datasets, and leads to the discovery of patterns that traditional methods are unable 
to detect14.

Model selection
Choosing an appropriate candidate is a significant phase in machine learning, involving the evaluation and 
comparison of multiple algorithms to determine the most effective one for the given problem. For this purpose, 
different algorithms were trained on the same dataset, and their performance was carefully evaluated in both 
the training and validation stages. Comparing and evaluating models on training and test data allows for a 
thorough assessment of model performance and aids in the selection of the best model for the given problem15. 
In this study, eight machine learning algorithms were trained to select the best model. These algorithms include 
Random Forest, Gradient Boosting, Support Vector Regression, Multiple Linear Regression, Multivariate 
Polynomial Regression, LightGBM, CatBoost, and Artificial Neural Networks. Each algorithm was carefully 
evaluated and tested to ensure that the best model could be used to predict the current problem.

•	 Random forest (RF) The RF algorithm performs well in regression problems due to its ensemble approach, 
which combines multiple decision trees to increase prediction accuracy. Each tree in the forest is constructed 
using a random subset of features, which helps reduce overfitting and improves generalizability. The proposed 
method is robust against noisy data and can handle large, high-dimensional datasets. In addition, random 
forests provide internal estimates of error and correlation, which are useful for evaluating model performance 
and the importance of variables, making them a powerful tool for solving regression problems16. Schematic 
of random forest algorithm is shown in Fig. 2.

•	 Gradient boosting (GB) Gradient Boosting (GB) is a strong machine learning method employed for both 
regression and classification tasks. It constructs models sequentially, with each new model aiming to address 
the errors of previous ones by integrating the predictions of several weak learners, typically decision trees, to 
form a robust predictive model. The cost function is refined by adding new models that minimize the remain-
ing errors of the combined set. Gradient boosting is recognized for its high precision and capability to manage 
diverse data types, making it a good choice for complex problems19. Structure of GB is presented in Fig. 3.

•	 Support vector regression (SVR) Support Vector Regression (SVR) represents a type of Support Vector Ma-
chine (SVM) specifically used for regression analysis. Instead of aiming to minimize the observed training er-
ror, SVR emphasizes minimizing the bounded generalization error to enhance performance on unseen data. 
The fundamental idea is to compute a linear regression function within a high-dimensional feature space, 
where input data is transformed via a nonlinear function. This allows SVR to manage intricate, nonlinear 
relationships in data21. Figure 4 illustrates the SVR structure.

Fig. 2.  Schematic of random forest algorithm17,18.
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Fig. 4.  Structure of support vector regression model22.

 

Fig. 3.  The architecture of Gradient Boosting Decision Tree20.
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•	 Multiple linear regression (MLR) Multiple Linear Regression (MLR) is a statistical methodology utilized 
to model the relationship between a dependent variable and several independent variables by fitting a linear 
equation to the observed data. MLR has been assessed for its effectiveness in correlating petrophysical proper-
ties with shear wave velocity concerning predicting shear wave velocity in the Asmari reservoir and has shown 
high potential in geophysical studies. The ability of this algorithm to identify and quantify the influence of 
different predictors on the target variable lies in its ability to make it a useful tool for deciphering datasets23. 
The simplicity and easy interpretability of MLR makes it a widely adopted machine learning method for re-
gression tasks24.

•	 Multivariate polynomial regression (MPR) Multiple Polynomial Regression is employed to model the con-
nection between multiple independent variables and a dependent variable by fitting a polynomial equation to 
the data. MPR is effective in identifying intricate and nonlinear relationships among petrophysical properties 
such as porosity, shale volume, and permeability. This method extends the capabilities of linear regression by 
incorporating polynomial terms, thereby allowing more precise detection of the underlying data patterns. 
Using this approach, MPR can improve the predictive accuracy of permeability estimates, which is critical 
for reservoir characterization and decision-making in the oil and gas industry. However, the performance 
of MPR is highly dependent on how the data are preprocessed, including outlier removal and missing value 
management, to ensure model robustness and reliability25.

•	 LightGBM The LightGBM machine learning algorithm is highly efficient and outperforms traditional meth-
ods in terms of memory usage and processing speed, this technique is efficient. This efficiency is achieved 
through two innovative methods: Gradient-based One-Side Sampling (GOSS) and Exclusive Feature Bun-
dling (EFB). GOSS operates on data samples with larger partitions, as these samples play a key role in the 
information obtained from the model. EFB, conversely, decreases the number of features by combining in-
dividual ones. These optimizations make LightGBM excellent for large datasets with high features, allowing 
for faster training and increased accuracy19. LightGBM differs from other gradient boosting methods by 
growing tree leaf-wise instead of level-wise. This means it chooses the leaf with the largest potential reduction 
in loss to split, leading to potentially smaller and more efficient trees for a given maximum depth compared 
to level-wise approaches. Figure 5 visually explains how LightGBM, using techniques like GOSS, EFB, and its 
leaf-wise splitting strategy, works26.

•	 CatBoost The gradient boosting library is designed to reduce prediction variance during training when the 
model predictions for training examples differ from the test examples. This is achieved by using a sequence 
of baseline models that removes the current example from its training set to provide more accurate gradient 
estimates. The proposed method also efficiently manages classification features by converting them into nu-
merical values that represent the expected target value for each class using a method that prevents overfitting. 
In addition, CatBoost uses symmetric trees that grow all leaf nodes simultaneously under the same split con-
ditions, which increases the stability and performance of the model. These features make CatBoost a suitable 
machine-learning model for various problems. In this study, CatBoostRegressor was applied to a regression 
problem involving well-logging data19. Structure of CatBoost algorithm is presented in Fig. 6.

•	 Artificial neural networks (ANN) Artificial neural networks are computational systems modeled after the 
structure and functionality of the human brain. They consist of neurons arranged in layers, where each neu-
ron processes input data and transmits its output to the subsequent layer. These networks can learn intricate 
patterns and relationships through a process called training, in which the network adjusts its weight based on 
the prediction error. The ability of ANNs to model nonlinear relationships and learn from large datasets has 
made them a cornerstone of modern artificial intelligence28. Figure 7 shows the structure of the ANN model.

Fig. 5.  Leaf-wise tree in LightGBM algorithm26.
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Hyper-parameter tuning
To identify the optimal value of the hyperparameters, a specific search space is considered for each parameter. 
In this study, a grid search was performed for each model training scenario utilizing the GridSearchCV function 
from the scikit-learn library, which applies the range of values listed in Table 2. The grid search process evaluates 
all possible combinations in the search space. Despite its high computational intensity, grid search is the most 

Fig. 7.  General structure of ANN model29.

 

Fig. 6.  Structure of CatBoost algorithm27.
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common method for optimizing hyperparameters and leads to finding the best values for the hyperparameters 
among all possible cases.

Stacked machine learning models
Model stacking involves combining predictions from multiple models to generate a final model. This approach 
employs a single model to learn from the predictions made by prior models. By leveraging the strengths of 
different models, a stacked stack can provide more reliable and accurate results than a single model. The 
proposed method selects and merges the best models at runtime and optimizes them by the nature of the 
data and the specific target problem. The advantages of stacked modeling include increased predictive power, 
reduced overfitting, and improved generalizability to new data. Given the complexity of data in the oil and 
gas industry, these models are better suited for predicting petrophysical properties and well-logging data for 
reservoir characterization30.

To overcome the problems associated with DTC data, a stack model is built. Initially, the depth, RHOB, CGR, 
and lithology of each layer are used to predict invalid DTC values. For this purpose, various machine learning 
algorithms, including Random Forest (RF), Gradient Boosting (GB), Multiple Linear Regression (MLR), Support 
Vector Regression (SVR), and Multivariate Polynomial Regression (MPR) were used. The next step involves 
predicting the shear-wave transit time (DTS). In this step, these five models are investigated and evaluated. The 
final stack model is constructed using the best-performing algorithms. Simultaneously, another stack model was 
developed to predict the Stoneley wave transit time (DTST). For DTST prediction, the artificial neural networks 
(ANN), CatBoost, LightGBM, and Random Forest (RF) algorithms were evaluated.

Building models and predicting data
After selecting the model, the next step involves performance testing, validation, and development of the model 
to estimate missing and invalid values in the dataset. This process involves several steps:

	I.	� Development of the DTC model
	•	� Model selection: A range of machine learning algorithms, including Random Forest (RF), Gradient Boosting 

(GB), Support Vector Regression (SVR), and Multivariate Polynomial Regression (MPR), were used to pre-
dict DTC. These models used depth, CGR, RHOB, and lithology as input features to increase the prediction 
accuracy.

	•	� Model training and validation: The models were trained using the correct DTC data. The models were then 
evaluated using cross-validation.

	•	� Prediction: The Random Forest (RF) model was selected due to its better performance than the other al-
gorithms. After evaluating and validating its performance, the RF model was used to predict missing and 
invalid DTC values.

Algorithm Hyperparameters Search space

RF

n_estimators
max_depth
min_samples_split
min_samples_leaf
max_features

[100, 200, 500]
[10, 20, 30]
[2, 5, 7]
[1,2,4]
[‘auto’, ‘log2’]

GB
learning_rate
min_samples_split
min_samples_leaf
n_estimators

[0.1, 0.01, 0.001]
[10, 20, 30]
[2, 5, 7]
[50, 100]

MPR Degree 2

SVR Kernel
C

[‘rbf ’]
[5,7,10]

MLR n_jobs 5

CatBoost
learning_rate
n_estimators
depth
l2_leaf_reg

[0.01, 0.1, 0.2]
[100, 200, 300]
[4, 6, 8]
[1, 3, 5]

LightGBM

boosting_type
num_leaves
max_depth
learning_rate
n_estimators
subsample_for_bin
objective
min_child_weight
min_child_samples subsample

[gbdt]
[31,63]
[6,8,10]
[0.01, 0.05, 0.001]
[50, 100]
[1000, 1500, 2000]
[regression]
[1,5,10]
[20]

ANN

activation
optimizer
loss
epochs
batch_size

[relu]
[adam]
[mean_squared_error]
[50,100,150,200]
[16,32,64]

Table 2.  Hyperparameter search space for each algorithm.
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	II.	� Development of the DTS model
	 •	� Model selection: Multiple models, including random forest (RF), support vector regression (SVR), multiple 

linear regression (MLR), multivariate polynomial regression (MPR), and gradient boosting (GB), were in-
vestigated for predicting the shear wave transit time (DTS).

	 •	� Model training and validation: These models were trained using depth, RHOB, CGR, DTC (predicted values 
from the RF model along with previous correct values available in the log data), and lithology. These models 
were evaluated using various evaluation criteria to select the best model for predicting DTS.

	III.	� Development of DTST model
	 •	� Adding the DTST data: In this step, the Stoneley wave transit time data is added to the original dataset. This 

requires preprocessing the new data to handle outliers, noise, and missing values in the DTST data. Outliers 
and noise are removed, and missing values are removed from the database to ensure data integrity and qual-
ity. Table 3 provides a statistical overview of the data utilized for the DTST model after re-preprocessing.

	 •	� Model selection: Models such as Random Forest (RF), LightGBM, CatBoost, and Artificial Neural Net-
works (ANN) were used to predict DTST.

	 •	� Model training and validation: The models were trained using depth, RHOB, CGR, DTC, and lithology 
as input features. Finally, the models were validated and tested to ensure their accuracy and reliability in 
predicting the DTST.

	IV	� Choosing Random Forest as the final model

�After conducting the evaluations and examining the performance of various algorithms such as Random 
Forest (RF), Gradient Boosting (GB), Support Vector Regression (SVR), Multiple Linear Regression (MLR), 
Multivariate Polynomial Regression (MPR), CatBoost, LightGBM, and Artificial Neural Networks (ANN), 
it has been determined that the Random Forest algorithm is the most effective algorithm in this problem. 
The reasons for selecting the RF algorithm as the final model for predicting DSI log parameters are men-
tioned in the following:

	 1.	� High capability in handling complex data and non-linear relationships: DSI logs, along with other con-
ventional logs, record complex geological data with non-linear relationships. Unlike simple linear models, 
Random Forest can capture these non-linear relationships without requiring explicit feature engineering or 
pre-defined functional forms. This is critical for accurate prediction of transit time in geologically heteroge-
neous formations.

	 2.	� Robustness to overfitting: Advanced models such as ANN have the ability to capture highly complex rela-
tionships within data. However, they are prone to overfitting, especially when trained on limited datasets. 
Random Forest mitigates overfitting by generating multiple decision trees and combining their results due 
to its ensemble approach. This ensures that the model performs well on new, unseen data, which is a signif-
icant advantage compared to neural networks, which are prone to overfitting.

	 3.	� Handling missing data and outliers: DSI logs often contain missing data, outliers, and noisy measurements 
due to borehole conditions, tool malfunctions, or geological complexities. Random Forest is relatively ro-
bust to these issues. The ensemble nature of the RF makes it less sensitive to outliers in the training data, as 
individual outliers have less influence on the overall prediction.

	 4.	� Computationally efficient and suitable for large datasets: Compared to some other complex methods, 
Random Forest offers a good balance between accuracy and computational cost. Training and prediction 
with RF can be relatively fast, even with large DSI log datasets. This is particularly important for processing 
large well-log data across multiple wells or geological intervals. Although ANNs might offer slightly better 
predictive power in some cases, the computational cost associated with training deep neural networks can 
be significant, especially when hyperparameter tuning is required.

	V.	� Predict missing and invalid data:
	 •	� Sequential Prediction Process: After developing and validating the models, the final step involves predicting 

missing and invalid values for DTC, DTS, and DTST. The RF model was first used to predict DTC values. 
These predicted DTC values, with the correct values from the well-log data as input along with other fea-

DEPTH GR RHOB Anhy Salt Clst Sdst Argi_Lst Lst Ml DTC DTST

Count 10,378 10,378 10,378 10,378 10,378 10,378 10,378 10,378 10,378 10,378 10,378 10,378

Mean 2016.00 24.18 2.36 0.03 0.36 0.03 0.00 0.40 0.06 0.10 78.32 220.04

std 529.74 14.33 0.24 0.17 0.48 0.14 0.04 0.39 0.15 0.20 10.93 13.43

min 1157.39 2.78 1.40 0.00 0.00 0.00 0.00 0.00 0.00 0.00 54.38 200.00

25% 1497.42 11.58 2.08 0.00 0.00 0.00 0.00 0.00 0.00 0.00 69.06 209.00

50% 2032.65 25.49 2.45 0.00 0.00 0.00 0.00 0.40 0.00 0.00 76.69 219.37

75% 2504.06 31.36 2.53 0.00 1.00 0.00 0.00 0.77 0.00 0.18 86.00 227.60

max 2903.99 92.22 3.39 1.00 1.00 1.00 1.00 1.00 0.80 1.00 115.32 280.99

Table 3.  Statistical description of the data used in the DTST model after re-preprocessing.
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tures, are used to predict the DTS and DTST values using the corresponding models developed in the previ-
ous steps.

	 •	� Data Quality: This sequential prediction approach ensures that all missing and invalid values are accounted 
for, resulting in a high-quality dataset for future analyses.

This structured approach ensured that the dataset was comprehensive and accurate, enabling reliable predictions 
and proper analysis of the log data. Figure  8 shows the overall process of building and developing stacked 
machine learning models.

Evaluation metrics
Evaluation criteria, including coefficient of determination (R2), mean squared error (MSE), and root mean 
squared error (RMSE), were used to evaluate the performance of the models.

	
R2 = 1 −

∑n

i=1 (yi − ŷi)2

∑n

i=1 (yi − yi)2 � (4)

	
MSE =

∑n

i=1 (yi − ŷi)2

n
� (5)

	
RMSE =

√∑n

i=1 (yi − ŷi)2

n
� (6)

where yi is the actual value (DTC, DTS, DTST), ŷi is the predicted value (DTC, DTS, DTST), yi is the arithmetic 
mean, and n is the number of observations of the variables.

In addition, basic rock properties including Poisson's ratio and Young's dynamic modulus, were calculated 
to ensure that the results were within acceptable and accurate limits. The Young modulus formula was used to 
evaluate the final prediction results. The above formula is essential for evaluating the elastic properties of the 
studied materials. Young's modulus is defined as

	
Ed =

ρV 2
S

(
3V 2

p − 4V 2
s

)
(V 2

p − V 2
s )

� (7)

where ρ is Density and Ed is the Dynamic Young's modulus.

Fig. 8.  The general structure of stacked machine learning models.
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Results and discussions
The application of machine learning algorithms for forecasting the shear and Stoneley wave transit times 
yielded acceptable and reliable results, indicating the potential of these methods for improving subsurface 
characterization and reservoir evaluation. The integration of conventional well logging data, such as computed 
gamma ray data, bulk density, compressional wave transit time, and lithology, provides a comprehensive dataset 
for training and validating models. The data preprocessing and data management steps, especially in the invalid 
parts of the DSI Log, create valid and reliable datasets. Among the evaluated machine learning models, the 
random forest algorithm demonstrated the best performance and effectively predicted and completed missing 
and invalid values in the DSI Log. In the following, the models' results and performance are assessed based on 
different criteria, and the implications of using machine learning methods in decision-making and reservoir 
management processes are examined.

Evaluation of machine learning model performance
In this research, a total of eight machine-learning models were employed to analyze data from two wells located 
in southern Iran, under 3 scenarios. For the initial assessment of these models' performance, the train-test split 
method was implemented. In total, 11,218 data were analyzed and evaluated. The dataset was allocated to 80% 
for training and 20% for testing. For predicting the compressional wave transit time, the random forest (RF), 
Gradient Boosting (GB), Multivariate Polynomial Regression (MPR), and Support Vector Regression (SVR) 
algorithms were investigated. The models utilized for predicting the shear-wave transit time, the models included 
RF, GB, MPR, SVR, and MLR. In addition, RF, CatBoost, LightGBM, and ANN models were used to predict the 
Stoneley wave transit time. The evaluation of these models' performance was conducted using various metrics, 
including the coefficient of determination (R2), mean squared error (MSE), and root mean squared error 
(RMSE). The results presented in Table 4 indicate that the random forest model consistently outperformed the 
other models and had the highest accuracy and lowest error in both training and testing data.

Figure 3 shows the performances of different machine learning algorithms in predicting the compressional-
wave transit time. As shown in Fig. 3, the actual DTC values are plotted against the predicted values for the test 
data for all models. The R2 values and the 45-degree line (x = y line), which represent the best model performance, 
are also displayed for each algorithm. Among the algorithms, SVR, which had a lower R2 value and a larger 
deviation from the 45° line, performed the worst. In contrast, the RF and GB algorithms, with high R2 values and 
very low deviation from the 45° line, performed the best.

Figure  4 shows the results of shear wave transit time prediction using random forest, gradient boosting, 
multivariate polynomial regression, support vector regression, and multivariate linear regression. Similar to 
Fig. 3, this plot shows the actual DTS values versus the predicted values in the test data, a 45° line, and the R2 
values for each model. In this case, multivariate linear regression showed the weakest performance, with the 
lowest R2 value and significant deviations from the 45° line. Similarly, the RF and GB models outperformed the 
other models, providing reliable predictions with high R2 values.

Figure  5 indicates the performance of Stoneley wave transit time prediction using the RF, CatBoost, 
LightGBM, and ANN algorithms. The graph follows the same pattern as the previous one and displays the actual 
vs. predicted DTST values, a 45° line, and R2 values. Among these models, the ANN model exhibited the poorest 
performance, with a lower R2 value and more scatter around the 45° line. RF and CatBoost emerged as the best 
models and provided the most reliable predictions with the highest R2 values.

Overall, the comparative analysis in Figs. 9, 10, and 11 shows that the RF model followed by the GB model 
yielded the best performances in predicting DTC, DTS, and DTST. These findings emphasize the robustness 
and accuracy of the RF and GB in handling complex well-log data for subsurface characterization and reservoir 
evaluation.

Target Method

Train set (80%) Test set (20%)

R2 MSE RMSE R2 MSE RMSE

DTC

RF 0.995 0.62 0.79 0.974 3.20 1.79

GB 0.940 7.22 2.69 0.933 8.21 2.87

MPR 0.853 17.81 4.22 0.846 19.03 4.36

SVR 0.818 22.04 4.70 0.815 22.78 4.77

DTS

RF 0.997 0.93 0.96 0.977 8.84 2.97

GB 0.967 12.10 3.47 0.960 15.15 3.89

MPR 0.939 22.43 4.73 0.944 21.23 4.61

SVR 0.920 29.45 5.42 0.920 30.00 5.47

MLR 0.886 42.25 6.50 0.895 39.70 6.30

DTST

RF 0.999 4.69 0.01 0.943 10.26 3.20

CatBoost 0.976 4.18 2.04 0.928 12.89 3.59

LightGBM 0.935 11.79 3.43 0.883 20.95 4.57

ANN 0.803 35.50 5.95 0.795 36.71 6.05

Table 4.  Results of evaluation of models for predicting DTC, DTS, and DTST on training and testing datasets.
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Figures 12, 13, and 14 show bar graphs comparing different machine learning algorithms based on the R2 
evaluation criterion on the training and testing data. The Figures show that the RF, GB, and Catboost algorithms 
maintain good accuracy across the training and testing datasets, indicating the robustness and reliability of their 
predictions. In contrast, the SVR, MLR, and ANN algorithms showed a significant decrease in performance, 
which could indicate the problems of overfitting and non-generalizability of the models.

Based on the initial evaluation results, the random forest algorithm demonstrated the best performance in 
all stages of the machine learning models for predicting DTC, DTS, and DTST. Consequently, the random forest 
model was selected to create the final model. At this stage, 90% of the dataset was allocated for training, while 
10% was set aside for validation (development set) to confirm the reliability of the model's performance. After 
creating the development set, a test set (blind test) was created independently and without separating the data 
into training and testing sets in Python. The blind test set differs from the validation set. The validation set 
was used during the model training process to adjust the hyper-parameters to prevent overfitting and offer 
an impartial evaluation of the model's effectiveness on the training dataset. In contrast, the blind test set was 
used after training and validation of the model to evaluate its performance on an unseen dataset, ensuring the 
generalizability and robustness of the model. The findings from this evaluation are shown in Table 5.

The results of the development set are presented in three separate graphs to evaluate the model’s performance 
in predicting DTC, DTS, and DTST. These graphs offer a detailed visual representation of the model’s accuracy 
and performance while also highlighting areas that need enhancement. Figures 15, 16, and 17 show scatter plots 
for the random forest model, comparing the actual values with the predicted values for DTC, DTS, and DTST 
in the development set.

Figures 18, 19, and 20 show scatter plots for the blind test results of the random forest model, comparing 
the actual values with the predicted values of DTC, DTS, and DTST. These plots comprehensively represent the 
accuracy and performance of the model on unseen data.

Validation and review of results using rock mechanics parameters
To validate the model performance in real-life problems, rock mechanic parameters, such as Poisson's ratio and 
Young's modulus, were calculated and analyzed for the predicted values. The results show that Poisson's ratio 
and Young's modulus for the predicted values from the models are within the correct ranges and that the models 
perform well in real-world scenarios.

Fig. 9.  Evaluation of the model for DTC prediction on the test data.
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Predict missing and invalid data in the DSI Log
The final step uses the random forest model to predict missing and invalid data in the DSI Log. The results of 
the final random forest models demonstrate good performance for the stacked machine learning models. The 
results of the final models for the DTC, DTS, and DTST data are shown in Figs. 21, 22, and 23, respectively, 
which demonstrate the accuracy and validity of the predicted values.

Discussions
The findings and results show that the Random Forest and Gradient Boosting algorithms perform effectively 
in predicting the shear and Stoneley wave transit times. These two algorithms consistently showed the highest 
accuracy at all stages of prediction. The RF model's performance in managing complex features and its robustness 
against overfitting contributed significantly to its superior performance. However, it is important to point out 
that relying on R2 or other evaluation criteria is not sufficient for practical and experimental applications in 
the real world. In the present problem, the initial results of the model yielded high and promising R2 values; 
however, inconsistencies were identified through various rock mechanics analyses and interpretations, such as 
Poisson's ratio and Young's modulus, which led to the identification of problematic and invalid data in the 

Fig. 10.  Evaluation of model for DTS data prediction on the test data.
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dataset. These findings emphasize that reliance on conventional evaluation criteria, such as R2, MSE, RMSE, etc. 
alone is not sufficient and will cause problems when solving real problems.

In the oil and gas industry, conducting thorough data reviews and analyses with the support of experts 
and using specialized tools is of great importance. This approach ensures that the models not only perform 
well in theoretical evaluations but also provide reliable and accurate predictions in practical and experimental 
scenarios. The sequential prediction approach, in which erroneous and invalid DTC values are predicted and 

Fig. 12.  Comparison of the performance of the algorithms on the training and testing data for DTC 
prediction.

 

Fig. 11.  Evaluation of the model for predicting DTST on test the data.
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Target Method

Train set (90%)
Development set 
(10%) Blind test

R2 MSE RMSE R2 MSE RMSE R2

DTC

RF

0.995 0.548 0.740 0.978 2.835 1.684 0.962

DTS 0.997 0.825 0.908 0.979 8.12 2.85 0.953

DTST 0.999 7.229 0.008 0.956 7.97 2.82 0.954

Table 5.  RF model performance in prediction, DTC, DTS, and DTST.

 

Fig. 14.  Comparison of the performance of the algorithms on the training and testing data for the DTST 
prediction.

 

Fig. 13.  Comparison of algorithm performance on training and testing data for DTS prediction.
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then used as input to the models to predict DTS and DTST, has effectively helped solve the existing problems. 
The proposed method has increased the overall quality and validity of the training dataset, leading to accurate 
predictions and robust analysis.

This study demonstrated the power of machine learning algorithms in predicting DTC, DTS, and DTST in 
DSI Log. The results highlight the significance of choosing appropriate models and applying data preprocessing 
methods to ensure model performance. Future research could explore further features in advancing rock 

Fig. 16.  Comparison between actual and predicted DTS for the development set using the RF algorithm.

 

Fig. 15.  Comparison of actual and predicted DTCs for the development set using the RF algorithm.
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mechanics studies by validating novel machine learning methods and assessing the performance of models in 
real-world scenarios.

Conclusions
This study investigates the efficiency and performance of various machine learning algorithms in predicting 
the transit times of shear and Stoneley waves in DSI Log. For this purpose, common well logging data, such 
as computed gamma ray data, bulk density, compressional wave transit time, and lithology, are used as model 
inputs. Data preprocessing steps include removing outliers, handling missing data, and ensuring data accuracy 
and validity (with special attention to the problems related to DTC data). The model-building process involves 
developing several models for predicting DTC, including random forest, gradient boosting, multivariate 
polynomial regression, and support vector regression. DTS values are estimated by several models, including 

Fig. 18.  Comparison of the actual and predicted DTC in the blind test using the trained RF algorithm.

 

Fig. 17.  Comparison of actual and predicted DTST for the development set using the RF algorithm.
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RF, SVR, MLR, MPR, and GB. In addition, to predict DTST, re-processing was performed on new data, and 
predictions were made using RF, LightGBM, CatBoost, and ANN. The results demonstrate that the random 
forest algorithm consistently performs best and provides acceptable and reliable results for complex problems. 
By using stacked machine learning models for sequential prediction, missing or inconsistent values can be 
corrected, especially in the salt layers. This creates a full, reliable, and integrated dataset in the DSI Log. The 
findings show that the use of machine learning methods to estimate DTS from conventional logs is feasible and 
can be an alternative to expensive DSI logging in some cases. This approach demonstrates the high potential of 
machine learning methods for improving reservoir characterization and enhancing decision-making processes 
in the oil and gas industry. Additionally, it enhances the reliability and accuracy of data recorded during logging. 
Finally, future work may explore its applications in improving reservoir characterization and advancing rock 
mechanics studies.

Fig. 20.  Comparison of the actual and predicted DTST of the blind test using trained RF algorithm.

 

Fig. 19.  Comparison of actual and predicted DTS of the blind test using trained RF algorithm.
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Fig. 22.  Actual and predicted DTS values for missing and invalid DSI Log data in the trained RF model.

 

Fig. 21.  Actual and predicted DTC values for missing and invalid DSI Log data in the trained RF model.
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Data availability
The data that support the findings of this study are available from Iranian Offshore Oil Company (IOOC) but 
restrictions apply to the availability of these data, which were used under license for the current study, and so are 
not publicly available. Data are however available from the authors upon reasonable request and with permission 
of IOOC. Consequently, researchers who need the study's data can reach out to the corresponding author. The 
corresponding author will then obtain permission from the IOOC to share the data.
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