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OPEN A study on neutrosophic .7,

-semantic segmentation for iris
Image recognition with Gaussian
and Poisson noises

Vinoth Dhatchinamoorthy?, Ezhilmaran Devarasan®, Asima Razzaque®>" & Saima Noor?3

In this article, we introduce an innovative methodology for image segmentation utilizing neutrosophic
sets. Neutrosophic set components exhibit superior reliability in image processing due to their
adeptness at managing uncertainty. The swift proliferation of neutrosophic sets research is attributed
to its efficacy in addressing uncertainties in practical scenarios. Effective segmentation requires the
resolution of uncertainties. This article’s principal aim is to achieve multi-class segmentation through
uncertainty analysis. The .77, segmentation method pertains to type 1, encompassing truth and
falsity membership functions. In this method, multiclass segmentation is possible based on the image
intensity values of the neutrosophic membership functions. As a result of this research, the article
proposes the finding of image segmentation through the neutrosophic set. An experimental set of
biometric iris data will be the main focus of the experiment. The analysis employs real-time iris image
data. The image data were sourced from the CASIA V1 iris image database. Noise was introduced into
the images for analytical purposes, specifically Gaussian and Poisson noise. The evaluation metrics
include the Jaccard, MIOU, precision, recall, F1 score, and accuracy. As a result of the application of this
methodology, an impressive segmentation score of 85% was obtained.

Keywords Neutrosophic computer vision, Neutrosophic image processing, Neutrosophic segmentation, Iris
recognition, Neutrosophic biometric, Semantic segmentation

The method of segmentation in image processing is utilized to reveal various characteristics of the image, such
as color, texture, contrast, shape, and regions. By employing segmentation, we can perform image classification
and object detection tasks. Segmentation plays a vital role in real-world applications, including biometric image
segmentation, satellite image segmentation, infrared image segmentation, and medical image segmentation. The
superpixel-based method is employed to segment the image, utilizing various techniques. However, employing
this approach to segment and identify objects in complex images poses a significant challenge. The neural
network model is considered a more advanced and effective technique for segmentation. Nonetheless, this
model requires abundant supervised data and substantial hardware and software support, demanding high-
quality training data and labels. Researchers are focusing on unsupervised segmentation models like K-means
clustering!, to address this particular issue. According to Yu?, segmentation involves tackling various difficult
tasks, including feature representation, model design, and optimization. Issues such as sparse annotations, class
imbalance, overfitting, long training times, and gradient vanishing, especially in semantic segmentation, needs
special attention and efforts to resolve them. Several traditional segmentation techniques used in semantic
segmentation comprise edge detection region division, clustering method, random walks, co-segmentation,
and clustering-based co-segmentation. In semantic segmentation, neural network models like encoder-decoder
architecture, skip connections, and attention mechanisms are commonly employed. A range of architectures,
including VGG, Inception, ResNet, DenseNet, and U-Net, can be used to construct neural network models for
segmentation.
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Method & Authors Data Score | Proposed work

FCM! BSDS300 0.74 | The data helps with membership regularized fuzzy clustering methods segmentation.

1IFCM? 321;1 brain 0.79 | IIFCM is an enhanced intuitionistic fuzzy c-means technique for segmentation.

Watershed algorithm? Natural . Novel watershed image segmentation method based on neutrosophic logic was
images proposed.

- median filtering

A new filtering operation, v median filtering operation, is proposed to reduce the
operation’

Lenna image | 28.08 indeterminacy of the set and reduce image noise.

Kernel fisher linear

discriminant analysis, ORL and FEI | 0.95 The NS-based preprocessing was combined with KFDA or TT to improve

linear ternary pattern® performance.
~ k means clustering* g:{iﬁfy 0.93 | Proposed a wavelet domain NS for segmenting color texture images.
;fg%i?g:;%overset SD302 & etc. ggg’ Proposed neutrosophic underset , overset methods in adaptive and global thresholds
Face
: . s Recognition Achieved mean accuracy for MDS on the race task and ~ 94 MDS and wavelet
K-Nearest Neighbors Grand 0.99 approaches provide high classification performance for the gender task.
Challenge v2

The proposed algorithm uses the enhanced Hough transform with local gradient
Hough transform’ CASIA 3.0 0.99 | information to detect the inner iris boundary, while an integro-differential operator
is used to detect the exterior iris boundary.

Phase-based. zero- observed that the increase in error rates is directly proportional to the segmentation
crossing, texture-analysis | CASIA and 5177 | inaccuracies, either in the highly noisy database of visible wavelength images
based r?lyethodsm Y ICE : (UBIRIS) or the less noisy iris databases of near infrared images (CASIA and ICE)

for Canny edge detection.

Examining the method on the CASIA database images demonstrated that the
Hough transform!! CASIA 0.99 | proposed methods are comparable to other methods of identity recognition using
iris images in terms of efficiency and precision.

Morphological The morphology reduces the complexity of pupil detection, thus improving overall
operations and Hough CASIA V4 0.99 | performance and reducing calculation time. However, eyelashes will be abolished
Transform!? during morphology and HT generation for a more accurate pupil boundary contour.

Table 1. Results of the proposed work.

Chen et al."® introduced the multiple-kernel fuzzy c-means algorithm, which relies on a combination of
kernels. To enhance segmentation, this approach updates the linear coefficients of the composite kernels through
derivation rules. For robust clustering, it can accommodate heterogeneous data, such as remote sensing images'*.
Addressing noise is a primary strength of the fuzzy c-means (FCM) algorithm, as it leverages membership
functions. When dealing with uncertainty noise, the most recommended algorithm is the intuitionistic fuzzy
c-means (IFCM) algorithm!®. One drawback of this method is its failure to utilize any local spatial data from
noise images. To tackle this limitation, the improved intuitionistic fuzzy c-means (IIFCM)? technique can
resolve the local spatial information of the noise image.

Compared to the IFCM, the IIFCM grants access to more information. These methodologies strongly
advocate for the integration of fuzzy sets, offering one of the potential theories for computer vision segmentation.

Fuzzy set theory, previously covered, is a top-notch method for segmenting images based on membership
functions and uncertainty functions. The concept of an extended fuzzy set, commonly known as the
neutrosophic set (NS), becomes relevant for image segmentation when its applicability is justified. The only
uncertainty and membership functions addressed by the fuzzy set are the membership, non-membership, and
indeterminacy functions. Originally developed by Smarandache!®, the neutrosophic set utilizes membership
functions to determine the crisp set. By incorporating both non-membership and indeterminacy functions,
the neutrosophic set allows for a more comprehensive representation of uncertainty in image segmentation,
potentially leading to improved segmentation outcomes. Furthermore, the usage of membership functions
captures inherent uncertainty present in real-world scenarios and aids in the decision-making process. The
medical image segmentation field shows considerable interest in neutrosophic-based image segmentation, as
conventional techniques often struggle with complex and ambiguous structures in medical images. Leveraging
the neutrosophic set theory has the potential to enhance the accuracy and reliability of medical image
segmentation algorithms, primarily due to its ability to manage uncertainty and ambiguity. Additionally, the
integration of membership functions allows for subjectivity and expert knowledge, resulting in higher-quality
segmentation outcomes for medical applications.

In 2009, Guo et al.’ implemented the NS in image processing, employing the entropy of the membership
images as a metric to evaluate its performance, which outperformed traditional segmentation approaches in terms
of accuracy. The NS approach also facilitated better customization and adaptation to various image data settings
through the incorporation of expert information via membership functions. Faraji et al.5, in 2013, applied the NS
theory to biometric images, focusing on facial recognition as the primary objective. Utilizing NS membership
functions in the preprocessing method helped eliminate noise and successfully retrieve facial characteristics
using linear discriminant analysis on the NS-preprocessed face image. This approach demonstrated potential
improvements in facial recognition accuracy, while the NS membership functions played a significant role in
reducing the impact of noise on the retrieved facial characteristics, thereby enhancing recognition effectiveness.
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In 2010, Zhang et al.* utilized the NS idea in image segmentation to handle images with uniform backgrounds
and objects that have blurry edges. This concept considers falsity memberships as the image’s background and
truth memberships as its objects. To reduce noise in the uniform image, the S-function was applied to the truth
membership functions, effectively enhancing the precision and clarity of objects with blurry edges. This method
outperformed more established segmentation techniques, particularly when dealing with uniform backgrounds
and objects with fuzzy borders. To determine the parameter values, the maximum entropy technique was
employed due to its excellent ability to manage uncertainty and represent the fundamental distribution of
the data. This optimization ensures that the segmentation process is well-tuned, leading to overall improved
performance based on the chosen parameter values. The suggested water shade method was compared with the
Sobel operator and the mean-shift approach. Various segmentation techniques, such as pixel-based, edge-based,
and region-based approaches, were utilized. The pixel-based approach focuses on specific pixels and categorizes
them into groups based on their intensity levels. In contrast, the edge-based approach distinguishes different
regions based on the visible edges in the image. Lastly, the region-based technique groups pixels together based
on their similarity in color, texture, or other properties. Through the comparison of different approaches, it was
found that the NS-based water segmentation approach performed better on noisy and non-uniform images due
to its ability to handle indeterminacy effectively.

Sengur et al.!” proposed an automated thresholding system that concentrates on NS-domain region and
boundary-based image segmentation. Key elements, such as color and texture, play a significant role in aiding
the algorithm in segmenting the images. By employing the wavelet transform and the NS domain, the suggested
image segmentation technique successfully extracted color and texture information, leading to high accuracy in
picture segmentation. The unsupervised k-means clustering technique was used to evaluate the proposal with
real-world images, and the performance score varied based on the block size, highlighting the importance of
choosing the appropriate block size for optimal results. In recent research, Vinoth and Devarasan’ employed
innovative overset and underset methods to threshold biometric images like fingerprints and facial images.
The article explores the concepts of global and adaptive thresholding. The novel threshold approach is based
on the membership function of the NS components. In the global thresholding process, if the membership
components meet the overset requirements for an intensity value, the binary image is segmented according to
the membership intensity values. The threshold value is treated as a dependent variable, similar to the underset
method. However, for adaptive thresholding, where local block adaptive methods are used to determine threshold
values, this variable is unnecessary. Individual face and image data sources were analyzed for each thresholding
technique. The global thresholded image was evaluated using various methods, including normalization, min-
max normalization, and a combination of Otsu and binary threshold methods. The adaptive thresholding
methods, particularly Gaussian and c-means, demonstrated superior performance in accurately segmenting
face and image data compared to the global thresholding methods. This indicates that modifying threshold
values based on the local characteristics of images can improve segmentation accuracy. To validate the concept,
fingerprint data analysis was conducted using datasets like SD302a, SD302d, Soco, FVC2000, FVC2002, and
FVC2004, which are commonly used in fingerprint analysis and offer diverse fingerprint images. For face image
data, databases such as CWE, CBCL, RF, MEDS-I, and MEDS-II were considered, chosen for their size and
wide variety of facial expressions, lighting conditions, and poses. Testing adaptive thresholding techniques on
multiple databases enhanced the robustness and generalizability of the results. The global thresholding method
achieved an impressive 94% accuracy, demonstrating the effectiveness of adaptive thresholding techniques in
accurately identifying and segmenting faces in various image databases. These findings indicate that adaptive
thresholding methods have practical applications in facial recognition systems and computer vision algorithms
for real-world scenarios. The expected performance score for the NS-based thresholding segmentation with the
adaptive approach is 96%, showcasing even better accuracy potential.

Gender detection is a part of biometric recognition, involving the categorization of gender using 3-D models
of people’s faces as demonstrated in the article®. The cutting-edge face-recognition algorithm selected for this
task excels at identifying the gender of an image. The analysis utilized the supervised Face Recognition Grand
Challenge v2 dataset and employed techniques like Face-Similarity, Kernelized k-Nearest-Neighbors, and
k-Nearest-Neighbors. The gender detection model under consideration relies on spatial features. Back in 2007,
the method was implemented, and thorough observations were made during its evaluation. Remarkably, the
proposed model achieved a mean MDS accuracy exceeding 99% and displayed a gender classification accuracy
of approximately 94%. Such high accuracy reflects the model’s ability to precisely identify the gender of images.
The study’s findings strongly indicate that this model can serve as a valuable resource in various applications
where gender identification holds significance, such as demographic analysis or targeted advertising.

Nishino et al.'® conducted an analysis to extract visual data from a single eye image. They utilized geometric-
based anatomical studies to estimate the 3D location and orientation, which greatly aids in visually identifying
human eyes. The mentioned studies inspire us to engage in projects related to iris recognition systems. We
chose to implement an NS-based domain because fuzzy and NS have become more prominent in segmentations
and have made significant contributions over the last few decades. When approaching via the NS domain,
the images are analyzed with three components, leading to more reliable results using this method. Due to
the delicate nature of biometrics and the need to handle ambiguous situations, we must consider and address
such cases. The NS is capable of effectively managing uncertainties, as evident from its association with the
indeterminacy function. Consequently, our objective is to develop a novel approach for image segmentation
by leveraging the NS domain process. Table 1 presents the achievement proposal for NS and iris image
segmentation to date. The field of medicine has witnessed a rapid expansion of neutrosophic segmentation in
recent times. El-Shahat!® made strides in enhancing the optimization of neutrosophic image segmentation. The
progress in neutrosophic segmentation methods shows promise for revolutionizing medical imaging, potentially
leading to better diagnostic precision and patient care outcomes. By refining neutrosophic image segmentation
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optimization, medical professionals may be able to identify and examine minute abnormalities in medical
images with greater accuracy. These innovations could pave the way for earlier disease identification and more
personalized treatment approaches across various medical specialties. Abdulbaqi?® presents a comprehensive
study on the application of neutrosophic logic in medical image processing and analysis. Neutrosophic logic,
an extension of fuzzy logic, introduces degrees of truth, indeterminacy, and falsity to handle uncertainty and
inconsistency in data. The paper explores how this approach can enhance various aspects of medical imaging,
including noise reduction, image enhancement, segmentation, feature extraction, and classification. Ghanbari*!
proposes a new method for the completion of images and videos based on neutrosophic theory, which deals with
uncertainty both in the spatial and intensity domains. Neutrosophic is used to interpret the indeterminacy of
the images, allowing more accurate segmentation and better handling of incomplete data. The proposed method
first segments the image using a neutrosophic-based segmentation and then uses the segmented information
to guide the completion of missing regions. For video completion, two steps of the method are introduced,
separating static backgrounds from moving objects. The background is reconstructed using image completion
based on neutrosophic segmentation, and the foreground is completed by identifying appropriate data that best
match the missing parts; these data are chosen using a contour-based method, which applies this method to
neutrosophic sets to reach the most suitable data.

The above works of literature make the best eye-openers in the field of image segmentation. Despite the
impressive segmentation score achieved, several challenges were encountered during the experiment. One major
difficulty was managing the noise levels introduced into the images, which occasionally led to reduced accuracy
in certain cases. Additionally, fine-tuning the membership functions to optimize performance across all metrics
required significant computational effort and expertise. With that motivation, segmentation we introduced the
concept of image segmentation with the help of a neutrosophic set. Neutrosophic sets enhance segmentation by
effectively handling the inherent uncertainty present in image data, allowing for more accurate differentiation
between classes. They enable the integration of truth, indeterminacy, and falsity values, which provides a robust
framework for capturing complex image features. This capability results in improved segmentation performance,
particularly in challenging scenarios where traditional methods may struggle. Through this, we are trying to
achieve our objective which is image segmentation via neutrosophic sets.

This article introduces a model technique for image segmentation that relies on intensity intervals. The
introductory terminology used in the article is presented in the rest of Section "Preliminaries". In Section
"Proposed methodology", we provide explanations of the functions, definitions, and theorems of the proposed
methods. The experimental findings are discussed in Section "Experimental results”", which includes the
validation of the Gaussian and Poisson noise analyses. Section "Conclusion” contains the conclusion of our work
and an outlook on the potential future features.

Preliminaries
Definition 1 Let X be an universe of discourse, with a generic element in X denoted by x, then a neutrosophic
set (NS) , A is an object having the form'®

A= {(z,Ta(x), La(x), Fa(z)}

where the functions 7, I, F' : X —]~0, 17 [ define respectively the degree of truth, the degree of indeterminacy
and the degree of falsity of the element € X to the set condition.

0 < Ta(z) + Ia(z) + Fa(z) <37

Definition 2 A neutrosophic image I'(%, j) is characterized with neutrosophic components which are T, I, F
where I'(i, j) are the pixel values of the image. Universally for neutrosophic image is approach with gray level
images. Therefore the image neutrosophic set is defined as®

F(Zvj):{T(Z7])71(17.7)7F(17.7)} (1)

In general mean values and standard deviation of the image are taken as truth and indeterminacy memberships.
The image transformation pixels of the image is made by the following formulae

. p(i,7) — pmin
T(, j) =2:4) =~ pmin 2)
pmax —pmin

m=i+¥ n=j+%

pig)=—— 3 S plmn) ®

=W =W
m=i—g5 n=j—3

. 0(i,4) — dmin
16.5) = d max —¢ min )
6(,4) =Ip(é, 3) — p(i, 7)| (5)
F(i,j) =1 =T(i,j) (6)

where p(i, 7) is the pixel mean in the region w * w and w is generally w = 2n + 1, (n > 1).
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Definition 3 (Gaussian noise) The technique of Gaussian noise involves employing the probability density func-
tion of the distribution to model statistical noise. In image analysis, the standard deviation is utilized as a param-
eter because the Gaussian mean is assumed to be zero. This is given as

p(z) = e 27 (7)

where x represents the intensity, Z is the mean value of x, and o is its standard deviation. The standard deviation
squared is called the variance.

Definition 4 (Poisson noise) Photon noise is synonymous with Poisson noise. The Poisson noise method was
employed for cases where the intensity occurrences were low. The Poisson distribution utilizes a constant mean
rate in its discrete probability distribution.Photon noise is synonymous with Poisson noise.

Ak€_>\
k!

p(X =k)= ®)

the discrete outcome is the number of times an event occurs, represented by k.

Definition 5 Let f(z,vy) = (i, )mxn € R? be an image then the zero padding for neutrosophic image Py,
is defined with respect to h as’

f(z,y) if x4+ h,y+h < maxm,maxn or
_ x—h,y —h <minm,minn
Py, (g9(z,y)) = 0 if £ — h,y — h > minm, minn or )
z+ h,y+ h > maxm, maxn

where k = 2N+ 1,3 < k < min(m,n)and h = k mod (2).

Definition 6 Let f(z,9) = #(i,j)mxn € R? be an image then the one padding for neutrosophic image Pi,
is defined with respect to h as’

f(z,y) if x4+ h,y+h < maxm,maxn or
_ z—h,y —h <minm,minn

Py (A) = 1 if x — h,y — h > minm, minn or
x4+ h,y + h > maxm, maxn

where k = 2N+ 1,3 < k < min(m,n) and h = k mod (2).
Figure 1 displays a visualization of the Iris image by membership.

Proposed methodology
Let . : w — R an image the intensity defined over w C R, The intensity neutrosophic components are
T, Ly, F., such that 3x(ty, iz, f2) €7]0, 1[T where x € w then

o (Tx,I2,Fy) C Pyr(Y)
« T \Te, = 6 Lo, (Lo, = pand Fy, (\Fr, = 6,V
AR Y QV ' 1., C L, Uﬂ FJLgF

Neutrosophic semantic segmentation

Definition 7 (T range function) Let .# : w — R be an image with .#, € w intensities in R?. The neutrosophic
components of the image 7., derived from the above equations. Then the T ranges for the k segmentation is
derived as following function

max(T") — min(T")

9(Tx) = {twk :min(7T) 4+ (k — 1)Ak where Ak = —

and2<k<n€N} (11)

Definition 8 (T} segmentation labeling) Let T, is the neutrosophic truth membership of the neutrosophic com-
ponent and ¢g(7% ) be the range function of the image .# then the T} segmentation labeling is defined as follow

9(Tx,) = {zn ey < T(is]) < tay, where 1 <n < k} (12)

Definition 9 (F range function) Let .% : w — R be an image with .#, € w intensities in R?. The neutrosophic
components of the image F., derived from the above equations. Then the F ranges for the k segmentation is
derived as following function

max(F) — min(F)
k—1

g(Fr) = {fwk :max(F) — (k — 1)Ak where Ak = and2<k<ne€ N} (13)
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Fig. 1. Neutrosophic membership visualization iris image.

Definition 10 (F}) segmentation labeling) Let F, is the neutrosophic false membership of the neutrosophic
component and g(F%) be the range segmentation function of the image .# then the F}, segmentation labeling

is defined as follow

9(Fy,) = {ln Sy, <F(,) < fay, wherel <n < k} (14)

Definition 11 (71 semantic segmentation function) Let T, I, F be the neutrosophic components of the image .&
then the neutrosophic based type 1 semantic segmentation function is defined as

_ [ Ty (T, — Loy) > (Fu, + Lu,)
(P, Ty Lo, Fuo) = { Fkll if (T, — L) < (Fo 4+ 1) (15)
Definition 12 Let .# : w — R? be an image then the element is neutrosophic independent if

3t Vi, V fu, =0.

The image is called as neutrosophic independent image if UiV:l T.; V vazl L, vV Ui\;l F,, neutrosophic
independent then
Fw@ :Twi @le @le =1

Definition 13 Let .# : w — R? be an image then the element is neutrosophic dependent if
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3t N, A fu, #0.

The image is called as neutrosophic independent image if Uivzl To; N Uf\;l L,; N UiV:I F,, neutrosophic
dependent then

Tig="T.,, ®I, ®F,, €[1,2].
Theorem 1 Let .¥ : w — 1 for I'(Py,) then 3 L, F., are neutrosophic independent image.
Proof Consider the image .# : w — 1 then . = (x11, Z12,....2mn) € (1,1,...1).

Therefore .7 (T,,) = (11,12, ----Tmn) -
Then .# (d.,) — O such that Z (1) = (211, 212, -+ Zmn) = (xu’rﬁilj(’é;‘)x_mg;;(g:;(%) — 0.
Since F\, = (T,)° = (y11, Y12, -.Ymn) € (0,0,...0).

Lo =11 D y11 ® z11), (T12 D Y12 D 212)s - (Trmn D Ymn D Zmn)
=(160®0),(1®0&0),..(18080) (16)
“. Fw@ =1

Theorem 2 Let .¥ : w — 0 for I'(Px,) then 3 T, I, are neutrosophic independent image.
Proof Consider the image .# : w — 1 then . = (x11, Z12,....2mn) € (0,0,...0).

Therefore .7 (T,,) = (11,12, ----Tmn) -
Then # (8.,) — O such that . (I,) = (211, 212, ---Zmn) = (xu’rﬁilj(’é;‘)x_mg;;(g:;(%) — 0.
Since F,, = (T,)° = (Y11, 912, --Ymn) € (1,1,...1).

Tue =(z11 ® y11 @ z11), (12 D Y12 D 212); - (Trmn D Yrmm B Zmn)
=(00061),000®1),...000®1) 17)
“. Fw@ =1

Theorem 3 Let an image .# € R? with neutrosophic components T, I, F for the neutrosophic block h. If L, is neu-
trosophic independent then the Fiy, semantic segmentation g(Tk,)i—1 = g(Fk,)i=, where1 < n < k.

Proof Let .#’s truth, indeterminacy and falsity membership are T, I, F for the neutrosophic block 4, and the
segmentation size k = n.

If T, is the truth membership is .# then the membership intensity range function g(7%) is from the Equation
11 (tzy,tzs,---tz, ). The segmentation label g(Tk,) is (l1,l2,...ln). Similarly the falsity membership F's
membership intensity range function is (fz, , feo, --- [z, ) and g(Fr,) is (I1, l2, ...ln).

Since the indeterminacy I, is neutrosophic independent of .# then vazl I.,; — 0 the labels are

g(tk) = {kl, kz, kn}
Since F,, = (T.,)° for neutrosophic independent I, the labels are
9(fr) = {kn,kn-1,..k1} where k, =1,
Therefore the 711, semantic segmentation is g(Tk, )=, = g(Fk, )i—p- O

Theorem 4 Let an image ¥ :— w with neutrosophic components T, I, F for the neutrosophic block h. If 1., is neu-
trosophic dependent then g(Ty,) # g(Fx,)-

Proof Let consider the neutrosophic components T, I, F of the image .# as follows T = (t1,12,...tn),
I= (’il,ig, Zn) and F' = (fl7 f27 fn)

Since .#,, is dependentlet g(T, ) is (11, l2; ...ln 1€ (o), s lay, |)and g(Fi,)is (I, b2, o ln 2€ (for, s far, ],

If kp € 1y, then g(fx) = knn—an where 1 < An <k eN.
~'~g(Tkl) #g(FkL)- O
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Theorem 5 Let . :— w be an image with neutrosophic components T.,, 1.,, Fy, if 1., & F., are neutrosophic
independent then 3 I',q C To,.

Proof Let I, F,, are neutrosophic independent I, — 0, F,, — 0.

Since F,, = (T.,)° then T, — 1.
From the Theorem 1 also for I'( Py, ) then I',g — 1.
Therefore I, C 1. O

Theorem 6 Let .¥ :— w be an image with neutrosophic components T.,, L,, F, if I, & T., are neutrosophic
independent then 3 I',q C F,.

Proof Let I.,, T, are neutrosophic independent I, — 0,T,, — 0.

Since F,, = (T.,)° then F, — 1.

From the Theorem 2 also for I'( Py, ) then I',g — 1.

Therefore I,g C F,. O
In conventional methodologies, multi class segmentation was executed utilizing the pixel values intrinsic
to the image, in conjunction with a variety of machine learning algorithms or image processing techniques.
Alternatively, the technique proposed in this manuscript enhances multi class segmentation through a decision-
making paradigm established on piece wise functions tied to the membership functions of neutrosophic sets.
For the 771, segmentation methodology, it is imperative to compute the values corresponding to truth and falsity
ranges. Subsequently, based on the computed values of class segmentation, the segmentation labeling values are
derived following the established definitions of segmentation labeling. Ultimately, the allocation of segmentation
labels will be executed in alignment with the 715 formulation methodology.

Require: Input image & k., h
function I'(.Z,h, P,)
for i=1:m, h do
forj=1:n, hdo
Iij =A{Ti,1ij, Fij}
end for
end for
end function output I'y, = {7, 1w, Fp}
for each Ty, I, Fy, do
To — 8(Tk) — 8(Ti,)
Fo — 8(F) — g(Fy,)
while dependent do
function I'(Ty)
I'( k)
end function
end while
end for

Algorithm 1. Semantic segmentation algorithm.

Algorithm 1 meticulously delineates the comprehensive procedural framework of the .71 segmentation
methodology, elucidating each critical step involved in its implementation. In this framework, the intensity
values of the image are rigorously employed as the prominent features that aid in defining the image under
consideration. Depending on the specific requirements dictated by the application at hand, it becomes imperative
to establish and fix the dimensions of the image blocks that will be utilized during the segmentation process.
Subsequently, the values of the segmentation classes will be determined and fixed by the principles governing
multi class segmentation methodologies. The evaluation of the neutrosophic membership function values is
executed through the application of the NS-feature extraction technique, which is pivotal for the subsequent
analysis. Upon the determination of these membership values, the algorithm will be systematically developed to
ascertain both the image range function and the corresponding segmentation labeling, utilizing the equations
that span from 11 to 14 Furthermore, the equation labeled 15 is employed within Algorithm 1 to facilitate
the identification and execution of multi class segmentation, thereby enhancing the overall efficacy of the
segmentation process.

Table 2 presents a comparative analysis of the proposed methodology concerning existing scientific works.
The table elucidates the insights derived from the proposed methodologies. The previously established
methods, including the Watershed algorithm, linear discriminant analysis, K-Nearest Neighbors, and Hough
transform, have been employed for the multi class segmentation task; however, they have proven inadequate
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Algorithm

Features

I't

Ir

I | Method Approach

KNN

v

x| Supervised Segmentation method is based on the number of nearest neighbors in the feature space.

Hough Transform

Segmentation is based on detecting the geometrical shapes of the images but fails to analyze the membership

n; Vi .
x| Unsupervised functions.

Watershed
Algorithm

x| Unsupervised | Segmentation method that treats the image as a topographic surface where pixels are represented as elevation values.

LDA

x| Supervised The features dimensionality reduction technique approached the segmentation method.

FCM

Unsupervised | FCM segment images based on the clustering algorithm that allows each data point’s degree of membership functions.

IIFCM

N ENIENI RN

ITFCM segment images based on the clustering algorithm that allows each data point’s degree of membership

Unsupervised . . -
X P functions and non-membership functions.

Neutrosophic
Overset and
Underset

Image features are analyzed with membership, non-membership, and indeterminacy membership functions but this

v | Unsupervised method is applicable for binary class thresholding.

T1x method

Image features are analyzed with membership, non-membership, and indeterminacy membership functions and are

v | Unsupervised also capable of doing multiclass segmentation using membership functions.

Table 2. Method wise comparative analysis.

in segmenting the images based on membership functions. The analysis utilizing membership functions is
anticipated to mitigate the bias associated with uncertainties. Fuzzy sets are proficient in addressing this
predicament. Nevertheless, fuzzy sets predominantly concentrate on membership functions exclusively. To
enhance the conceptual framework, the intuitionistic fuzzy set is posited to effectively facilitate the analysis
of both membership and non-membership functions. By scrutinizing membership, non-membership
functions, and indeterminacy functions, can obtain a more comprehensive understanding of the image
features. Our proposed methodology is designed to meet these requirements while simultaneously
augmenting the efficacy of image segmentation. Although there exist overset and underset methodologies
established in neutrosophic sets, such approaches are limited to binary classification scenarios, specifically
thresholding problems. The proposed .71 method is capable of implementing multi class segmentation
through the utilization of membership functions. A distinguishing feature of the proposed methodology is
its incorporation of three membership functions for analysis, which facilitates piece wise calculations for
image segmentation.

Experimental results

In this section, experiments are performed to evaluate the proposed technique. The details of the experimental
data will be provided in the section that follows. The study’s experimental platform that supports the 11th Gen
Intel(R) Core(TM) i5-1135G7 @ 2.40GHz 2.42 GHz with 16 GB of RAM capacity for the analysis. The Figure 2
shows the procedure of the proposed 711 segmentation method.

Analysis of sample images

The images of Cameraman, and Iris are used as instances in the analysis. The RGB view of the cameraman
also includes the high and low intensity regions. We chose an iris image as an example since this study focused
mostly on iris images. All of the sample images will be subjected to Gaussian and Poisson noise analysis. The
neutrosophic kernel is fixed at i = 3, the image size is set to R? = 250 for the initial analysis, and the variable
system parameter k is considered when performing the analysis.

The Figure 3 shows that sample image’s output for various segmentation of k's. The image’s I'(l1) indicates
the low brightness intensity label and I"(l,,) indicates the high brightness intensity label of the system. Depends
on k's value the segmentation region was covered from the intensity values. From the output of the visualization,
the samples are proven that the system is neutrosophic dependent .

Figure 4 displays the sample image for segmentation with & = 5. Each class of the k's image patterns are
demonstrated in the output. The patterns associated with the class label 1 are shown in the figure’s first column.
Similar to the first column, the second, third, and so on show the respective patterns for classes 2, 3, and so
on. The figure illustrates how few there are of the class 1 patterns at & = 5 throughout all sample images. The
class 2 patterns serve as thresholds for images that fall within the lower range of grayscale intensities. Lower
gray indicates that it is in shades of gray but not complete darkness. Image class 2 accurately locates the retinal
region for the iris. The patterns of the image’s central region and its surroundings are combined in this class.
Additionally, it investigates some noise patterns across the entire retinal region of the image. Between the
patterns of dark intensity and bright intensity are found classes 3 and 4. The image at the exact middle-intensity
value is the class 3 threshold. In the task of retinal recognition, the test demonstrates that if we take the 5 classes
of the iris image, then class 3 recognized the center region of the retina. For the iris image, this class identified
the retina region more efficiently than the other classes. In the section after, more iris image evaluation is carried
out. Class 4 seems into similar patterns to class 3, but when the image is black and white, this label recognizes
the image’s edges. Therefore, it’s also possible that we might employ this suggestion to perform edge detection.
However, the article’s primary focus is on the segmentation task. Class 5 obviously thresholds the image’s high
range intensity patterns.

Evaluating the overall performance of the segmentation model, it is also important to analyze the class scores
for each individual class. This allows us to identify any specific areas where the model may be struggling. The
mean class accuracy provides an average measure of how well the model is performing for each class across all
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Fig. 2. Proposed model process flowchart.

the sample images. Similarly, the pixel accuracy with and without background gives insights into the model’s
ability to accurately classify pixels belonging to the target class. The percentage of correctly classified pixels in the
predicted segmentation mask when compared to the truth intensity is recognized as pixel accuracy. According
to the regions of the objects, this model predicts the object directly for k intensity values. The spatial overlap
between the predicted and actual truth segmentation intensities is evaluated by IoU accuracy. This model
provides the segmented boundary measurements as well as the segmented object shapes. The class scores for
each class for the sample images can be obtained from Table 3. The table demonstrates each class score for all
the images along with the mean class accuracy, pixel accuracy with and without background, and mIoU with
and without background. The IoU is typically always less than pixel accuracy. Although the article assumed
that it should concentrate on pixel accuracy because the analysis was based on intensity ranges, mIoU and
Jaccard scores were considered evaluation metrics for the segmentation task in its entirety. The images were
implemented with Gaussian noise and Poisson noise. Mean intersection over union, Jaccard similarity, precision,
recall, F1-score, accuracy are consider for evaluation metrics.
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Fig. 3. Sample image visualization of I"(.711) semantic segmentation for k = 3,4, 5, 6.

Fig. 4. For k = 5 the I'(l;) patterns of the sample images.

Image Class label | IoU class Pixel class | Mean Score
55.5555582 | 83.33333135 | Mean class accuracy = 78.4328115
72.63157964 | 90.78947306 | Mean pixel accuracy = 81.76

50 60.00000238 | Mean pixel accuracy without background = 81.7447496
77.10280418 | 85.49222946 | mlou = 61.55444155

52.48227119 | 72.54902124 | mlou without background = 63.05416305

78.94737124 | 86.53846383 | Mean class accuracy = 71.42730713

46.28099203 | 80.00000119 | Mean pixel accuracy=71.68

44.57831383 | 50 Mean pixel accuracy without background=70.33158813
59.71831083 | 77.37226486 | mlou=56.44263106

52.68816948 | 63.22580576 | mIou without background=50.81644672

Table 3. I'(.Z1) IoU and Intensity score for k = 5.
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Gaussian noise

It is important to consider the Iris image for both Gaussian and Poisson analyses. To achieve optimal performance
in Gaussian analysis, parameters such as size, neutrosophic block h, standard deviation o, and k should be
taken into account. The study examines three different sizes of R2 are 32, 64, and 128. Neutrosophic kernel of
sizes h = 3, 5,7, and 9 are also analyzed. Similarly, segmentation analysis is carried out for k = 3,4, 5, and 6.
When dealing with Gaussian noises, the standard deviation must be considered. Based on our observations, we
have determined that the segmentation results can achieve maximum Jaccard values of 85% and a maximum
mlIOU of 80% with an accuracy rate of 91%, as indicated by our analysis. These results were obtained using an
image size of 64, which was consistent across all the aforementioned findings. Notably, when the image size is
reduced to 32, the maximum scores for Jaccard and mIoU are both 76% and 61%. These scores share a standard
deviation of 5, indicating a relationship between them.

Moreover, for an image size of 32 and a high standard deviation, the highest Jaccard score is 71% for k = 3
, while the highest mIoU score is 54% for k = 4. It is worth mentioning that the performance of six-class
segmentation is generally poor, except when a low standard deviation is present. This suggests that the six-
class segmentation method is not suitable for iris images. Intensity primarily manifests in the iris as lower gray
and higher gray formations, making additional classes of segmentations relevant only when the image contains
multiple object pixels. The findings indicate that six or more segmentations are not appropriate for segmenting
iris images, and the article suggests that three or four-class segmentations are preferable.

The Gaussian standard deviation and the metric scores exhibit an inverse relationship. Figure 5, obtained
through multiple iterations, validates this claim. The data indicated that performance should be higher for lower
standard deviation values. Increasing the image size from 32 to 64 significantly improves the metric scores. The
segmentation achieves a maximum mloU and Jaccard score of 81% in this parameter model, with an accuracy
rate of 89%. The 64 image size consistently outperforms other sizes, regardless of the standard deviation values
of the Gaussian noise. All metrics, including mlIoU, Jaccard, precision, recall, F1, and accuracy, demonstrate
better performance with this parameter model. The results suggest that an image size of 64 is suitable for iris
image segmentation.

However, it is important to note that the 6-class segmentation model performs poorly for other image
size parameters but performs well with a size of 64 when the standard deviation is low. Nevertheless, the
6-class segmentation is not the best option for segmenting iris images. Compared to sizes 32 and 64, size 128
performs slightly similar to 64. In most cases, a size of 128 outperforms a size of 32 for all parameters, including
segmentation classes and standard deviations. Based on these findings, it is evident that a size of 64 is the most
suitable parameter for segmenting iris images with a neutrosophic block size of h = 3.

Following the implementation of a neutrosophic block set to 5, the results obtained are as follows: When the
block size is set to 32 and h = 5, the accuracy and Jaccard score achieve 86% and 78%, respectively. These scores
represent the highest performance achieved by the system for the specified parameters. The maximum mIoU
score of 67% is attained when k = 4, and the o is 10. Interestingly, this mIoU score contradicts the general
expectation that it should always be lower than the Jaccard score. For the various k values, the performance score
is shown in Figure 6. To improve the segmentation of iris images into four classes, both the & size and o were
increased. However, it is important to be cautious about potentially losing image information while reducing
the working time of the system. A smaller neutrosophic block size of h = 3 is preferred for in-depth analysis,
but when time reduction is a priority, a larger block size is utilized. Comparing the four-class segmentation
performance at an image size of 32 to other segmentation classes, it appears to be the most effective option for
iris image segmentation. The same conclusion applies to an image size of 64, where the four-class segmentation
still proves superior. The influence of standard deviation on the score has been discussed earlier, and it has
been observed that even higher standard deviation values can produce satisfactory results. The performance of
neutrosophic block h = 5 with a size of 128 supports the initial findings. Thus, image size 64 with h = 5 and
segmentation size 128 are the preferred parameters.

For h = 7, the best mIoU achieved in the four-class segmentation is 76%, while the accuracy and Jaccard
scores are 83% and 72%, respectively. The optimal segmentation size for iris images is consistently found to be
64, as it performs similarly to the previously discussed outcomes with a size of 128. The use of a smaller system
size leads to faster processing compared to 128. Thus, the 64-size parameter is the top choice for segmentation
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Fig. 5. o performance score with 10 iterations for the .71 segmentation method.
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Fig. 6. 71\ performance for k segmentation with 10 iterations.

when focusing on efficiency and processing time. Similarly, when the o is reduced, neutrosophic kernel h = 7
also yields the highest probability score and provides better results when analyzing image intensities. The article
strongly advocates, for semantic segmentation using the neutrosophic block approach, specifically for iris
images. Neutrosophic block A = 9 also performs well; however, due to the large size of the images, there is a
risk of losing valuable image information during processing. Therefore, the block size of 9 is also considered a
suitable but secondary option for segmentation.

Figure 8 emphasizes the performance scores of different parameters, including R?, k, o, and h. This is
particularly relevant for the task of parameter decision-making. We can easily select the appropriate parameters
by examining the visual representations. Consequently, we will adapt for these parameters to effectively segment
vast amounts of data. Table 4 explores the performances of the .71, segmentation method for the sample images.

As a result, the segmentation underwent a thorough examination with Gaussian noise, encompassing
several parameters. This examination enabled the determination of the most suitable neutrosophic membership
elements for retinal recognition. The method presented here stands out as the top choice for retinal recognition
through semantic segmentation, given its outstanding performance in the presence of such noise.

Analysis of Poisson noise
Poisson noise values represent discrete incidents occurring within a set interval, and these noises follow distributed
pseudo-random sequences. The model used for acquiring photons on a photosite employs Poisson noise,
resulting in limited variations in performance scores. The method’s benefit lies in nearly perfect normalization
of all performance scores, eliminating confusion among researchers regarding proper performance. However, a
drawback is that scores for each class-wise segmentation are quite comparable, potentially perplexing researchers
in obtaining class-wise segmentation scores. Despite this, the fundamental notion of the mIoU score consistently
being lower than others remains unaffected in this situation. Unlike Gaussian noise, where differences between
other scores and mIoU score are significant, Poisson noise does not exhibit such discrepancies. For the parameter
h = 3, the minimum and maximum scores were 85% and 99%, respectively. Remarkably, this method produced
consistent results for all size parameters, encompassing 32, 64, and 128. The utilization of the best performance
level attributes in this context has left us feeling puzzled. Furthermore, our examination encompassed k values
of 3, 4, 5, and 6, and it was observed that the mIoU score decreases with increasing k, specifically for k = 5.
Notably, this approach’s advantage lies in the noise model, as it yields improved performance scores even for high
k values. On the other hand, it appears that Gaussian noise was flawed in some way. Hence, the evaluation of
both Gaussian and Poisson methods accounts for this unnoticed work within the proposal. The score analysis is
viewed in Figure 7 for the various parameters. In that figure, it is evident that each neutrosophic block performs
impressively.

As we discussed earlier, the Poisson noise model outperforms others in the low range of segmentation classes.
Similar coverage for the R? attribute is observed across various parameters. The Poisson noise model consistently
demonstrates exceptional performance and remains unaffected by changes in parameter values. In comparison,
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h |size | k | 5 | mIoU Jaccard Precision Recall F1 Accuracy

5 |0.631083049 | 0.763772664 | 0.892427108 | 0.842773438 | 0.85812301 | 0.842773438
3 | 10 | 0.572528149 | 0.723106751 | 0.864153831 | 0.809570313 | 0.828632488 | 0.809570313
15 | 0.52640072 | 0.675913598 | 0.842053325 | 0.76953125 | 0.795145843 | 0.76953125

5 |0.760304762 | 0.718449738 | 0.845192833 | 0.830078125 | 0.83274707 | 0.830078125
4 |10 | 0.603267815 | 0.589029131 | 0.764517375 | 0.725585938 | 0.733807235 | 0.725585938
15 | 0.540019873 | 0.522053606 | 0.713922547 | 0.665039063 | 0.677311074 | 0.665039063

32

5 |0.670484028 | 0.681686907 | 0.824633646 | 0.807617188 | 0.807938339 | 0.807617188
5|10 | 0.534384977 | 0.548576733 | 0.722914265 | 0.69921875 | 0.70345271 | 0.69921875
15 | 0.455798967 | 0.492953134 | 0.686108443 | 0.643554688 | 0.654190615 | 0.643554688

5 |0.643335744 | 0.604569922 | 0.771238831 | 0.754882813 | 0.751532542 | 0.754882813
6 | 10 | 0.34950173 | 0.348511533 | 0.648692593 | 0.540039063 | 0.505009298 | 0.540039063
15 | 0.322265957 | 0.327944881 | 0.613350365 | 0.510742188 | 0.485448581 | 0.510742188

5 [0.767169137 | 0.850139561 | 0.917006703 | 0.914306641 | 0.915423695 | 0.914306641
3 |10 | 0.65630722 | 0.76820337 | 0.871079358 | 0.857666016 | 0.861793397 | 0.857666016
15 | 0.563661434 | 0.674641998 | 0.841361694 | 0.775878906 | 0.796222839 | 0.775878906
5 |0.818261561 | 0.813543792 | 0.898039756 | 0.892822266 | 0.894513468 | 0.892822266
4 |10 | 0.699009406 | 0.690472941 | 0.826320542 | 0.805664063 | 0.811572121 | 0.805664063
15 | 0.561003081 | 0.560951343 | 0.760118031 | 0.699462891 | 0.713247703 | 0.699462891
5 |0.678679061 | 0.737881636 | 0.858688807 | 0.844238281 | 0.845171588 | 0.844238281

5110 | 0.59590191 | 0.655373709 | 0.796107264 | 0.777099609 | 0.783724044 | 0.777099609
15 | 0.45075582 | 0.507276752 | 0.718722164 | 0.643798828 | 0.664836921 | 0.643798828
5 10.709306018 | 0.724470783 | 0.843263274 | 0.836425781 | 0.835813492 | 0.836425781

6 | 10 | 0.58479798 | 0.599999981 | 0.745926995 | 0.746582031 | 0.74324552 | 0.746582031
15 | 0.429374037 | 0.480439668 | 0.667451708 | 0.644287109 | 0.639582414 | 0.644287109
5 10.72574774 | 0.816672605 | 0.892303186 | 0.890869141 | 0.891147649 | 0.890869141

3 |10 | 0.623922285 | 0.730475712 | 0.84295995 | 0.824829102 | 0.831933141 | 0.824829102
15 | 0.515849664 | 0.636579472 | 0.806641716 | 0.74597168 | 0.762685979 | 0.74597168
5 |0.800883905 | 0.788952767 | 0.883965169 | 0.876953125 | 0.879115425 | 0.876953125

4 110 | 0.621044913 | 0.600825527 | 0.788665642 | 0.741271973 | 0.748346072 | 0.741271973
15 | 0.525421175 | 0.519223565 | 0.739802948 | 0.671264648 | 0.680729465 | 0.671264648
5 10.693611553 | 0.721515433 | 0.844031978 | 0.828491211 | 0.83247317 | 0.828491211
5|10 | 0.51821776 | 0.569492978 | 0.749111749 | 0.716552734 | 0.716319857 | 0.716552734
15 | 0.432662029 | 0.475519928 | 0.689939587 | 0.62298584 | 0.636844682 | 0.62298584
5 ]0.566620593 | 0.628021885 | 0.793603138 | 0.771362305 | 0.76540175 | 0.771362305
6 | 10 | 0.465999188 | 0.543925874 | 0.724757428 | 0.70135498 | 0.693653551 | 0.70135498
15 | 0.351064761 | 0.440962898 | 0.645231098 | 0.603881836 | 0.598841682 | 0.603881836

128

Table 4. A sample performance score of Gaussian noise with different parameters.

the Poisson model typically achieves superior performance, while the Gaussian noise model shows average
performance when considering attributes. Obtaining the best scores for both the Poisson and Gaussian models
would lead to a favorable segmentation. The class-level performance may differ depending on the distribution of
noise in the model. To enhance our confidence, we simultaneously consider both noise models.

In Figure 9, the performance of the segmentation task is explored with a k value of 5 for the two noise
models. Through visual representations, we can examine the Receiver Operating Characteristic (ROC) region
of each class. Figure 9a illustrates the ROC for the Gaussian noise model, while Figure 9b shows the ROC for
the Poisson model. These visualizations help us grasp the performance characteristics of each noise model class.
In the Poisson noise model, all classes exhibit comparable ROC regions. Although there are instances where
this approach might be beneficial, it is not universally applicable. On the other hand, the Gaussian ROC region
indicates that each class’s classification performance varies based on the parameters. When the parameters are
set to high values, we may encounter lower-than-desired performance ratings.

CASIA-IrisV1 dataset

The CASIA Iris Image Database constitutes a prominent dataset within the domain of biometric recognition,
with a particular emphasis on iris recognition systems. This database is developed and overseen by the
Institute of Automation at the Chinese Academy of Sciences (CASIA). The principal aim of the CASIA Iris
Image Database is to advance scholarly inquiry in the field of iris recognition and to assist in the formulation of
algorithms pertinent to biometric identification or verification predicated on iris patterns. The fundamental aim
of the CASIA Iris Image Database is to furnish a dependable and heterogeneous collection of iris images that
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Fig. 7. Poisson noise performance score for parameter wise analysis of 71, method (a) h = 3,5,7,9, (b)
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Fig. 8. Gaussian noise performance score for parameter wise analysis of .71 method (a) h = 3,5, 7,9, (b)
k=3,4,5,6,(c) o = 5,10,15, (d) R? = 32, 64, 128.

facilitates the advancement and assessment of iris recognition systems. Such systems are employed in biometric
authentication for security-related applications, encompassing access control, identity verification, and forensic
examinations. Researchers may utilize this database to educate and evaluate algorithms concerning iris feature
extraction, matching, classification and segmentation. The database functions as a normative benchmark for
appraising the efficacy of various iris recognition algorithms. Researchers are afforded the opportunity to
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Fig. 9. ROC performance curve for class wise regions when k = 5.

juxtapose their methodologies against established techniques in terms of accuracy, robustness, speed, and
scalability. Due to the fact that the dataset comprises images from a large pool of subjects across a multitude of
conditions (like fluctuating lighting, pupil expansion, and angles of imaging), it is ideally tailored for evaluating
the versatility of iris recognition strategies.

The CASIA Iris Image Database ranks among the most frequently employed datasets within the iris
recognition research community. By providing a publicly accessible and standardized repository of iris images,
it guarantees that researchers are equipped with a common foundation for testing and validation purposes. This
initiative fosters consistency in outcomes and cultivates a collaborative research atmosphere.

The CASIA Iris Image Database Version 1.0 (CASIA-IrisV1) consists of iris images captured using a custom
iris camera designed in-house. To ensure uniform and adequate illumination of the iris, eight 850nm NIR
illuminators are circularly arranged around the sensor. CASIA-IrisV1 contains a total of 756 iris images sourced
from 108 eyes. For each eye, seven images are taken in two separate sessions using our proprietary CASIA
close-up iris camera. The first session captures three samples, while the second session captures four samples.
All images are saved in BMP format with a resolution of 320 x 280. In CASIA-IrisV1, the pupil areas of all
iris images have been automatically identified and replaced with a circular area of constant brightness. This
alteration was implemented to conceal the specular reflections from the NIR illuminators, safeguarding our
Intellectual Property Rights (IPR) related to the design of our iris camera, particularly the NIR illumination
setup. It should be noted that this editing significantly simplifies iris boundary detection but has minimal to no
impact on other aspects of an iris recognition system, such as feature extraction and classifier design.

The examination of sample images concerning the proposed segmentation technique reveals that parameters
such as the neutrosophic block 4, the number of segmentation classes, image dimensions, and noise values
significantly influence the efficacy of the segmentation method. Given that the dimensions of the image can
reconstruct the structural configurations of the objects, the segmentation process may encounter discrepancies
in feature matching. Such discrepancies could lead to diminished performance in iris recognition within the
domain of biometrics. Consequently, it is imperative to establish more optimal image sizes. Regarding the
neutrosophic block parameter, both the structural representation of the objects and the duration required for
segmentation may fluctuate as a function of this parameter. When a substantial number of values are designated,
the computational complexity associated with segmentation may decrease; however, the identification of object
structures for segmentation becomes increasingly intricate with a higher quantity of neutrosophic blocks. Within
the segmentation framework, a critical parameter is the number of classes intended for image segmentation,
which is essential for multi-class segmentation endeavors. The segregation of image objects is contingent upon
these specified values. o represents the experimental parameter utilized in the implementation of the proposed
segmentation method. The efficacy of the proposed method was assessed through various noise values. For
the purposes of evaluation, the proposal exclusively considers the o parameter. Analysis of sample images
indicates that the proposed method is viable across a wide spectrum of noise values. This parameter analysis
is instrumental in determining appropriate noise values and facilitating the segmentation process. Based on
prior research, machine learning metrics have been utilized to substantiate the proposed methodology. Metrics
such as Jaccard, mloU, precision, recall, F1 score, and accuracy have been incorporated for the validation of
segmentation performance. The parameter values are taken randomly then analysis results by hit and trail method
then we fix the values to the parameter. From the previous analysis, we obtained the necessary parameters to
implement semantic segmentation for the Iris dataset. The proposal conducts an analysis on the training and
testing datasets, comprising 108 iris images, each representing an observation. The data is split with a 70% ratio
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Parameters | Training Testing Time(mins)
k h (Test/Train)
7 10.863+ 0.095 | 0.848+4 0.103 | 8.00/19.270
’ 9 | 0.871 £ 0.089 | 0.8584 0.096 | 6.778/29.673
7 10.854+0.106 | 0.84240.110 | 7.56/18.359
¢ 9 10.858+0.103 | 0.848+0.106 | 6.887/27.772

Table 5. CASIA dataset results for o = 10.

Model Dataset | mlou/Accuracy | Testscore
FCN2 NYUDv2 | - 44.80
PyConvSegNet-152% ADE20K | 39.13 56.52
LaU-offset-loss* ADE20K | 44.55 56.41
Swin-12 ADE20K | 53.50 62.80
Context-100k® UBIRIS 56.28 -
DRN? BioSec 87.29 -
SegNet*® ND-Iris | 89.75 -
DFCN¥ IITD 98.84 -
DFCN?¥ CASIA 99.05 -

Tk (proposed method) | CASIA 99.21 84.80

Table 6. Comparative analysis of the proposed segmentation method.

using a random seed of 29. The standard parameter R? is found to be 64 based on the analysis, and the Gaussian
standard deviation is set to o = 10 for variation intervals. To improve the segmentation process, we consider
and k as variable parameters. For h values of seven and nine, we examine their impact, while for k values of three
and four, we analyze the segmentation parameter. Simultaneously, the observation calculates the segmentation
duration for each attribute. The segmentation results for the CASIA dataset are presented in Table 5, where the
dataset achieves a cumulative significance score of approximately 85%, considering a mixture of Gaussian and
Poisson noises. The h = 9 setting outperforms h = 7 in terms of both segmentation duration and score for the
three-class segmentation. Increasing the block size leads to shorter segmentation times.

After careful verification, we conclude that h =9 is the better neutrosophic block for three-class
segmentation of the iris image, yielding an expected score of around 85% with a 0.9% error rate. In the case
of four-class segmentation, the performance is also significant, with a required minimum grade just above
84%. The Table 6 presented in the research showcases a detailed analysis of the performances exhibited by
the proposed method in comparison to various other model segmentation methods that have been developed
sequentially. Upon careful examination of the results depicted in the table, it becomes evident that the Jix
method, in particular, displays notable enhancements in the process of segmentation specifically tailored for iris
images. This observation underscores the efficacy and potential superiority of the .71, method in addressing the
intricacies associated with iris image segmentation, thus offering promising prospects for further advancements
in this field. The results reveal an inverse relationship between segmentation class and performance score and
duration. Moreover, the neutrosophic block shows an inverse proportionality to segmentation time, where
increasing the block size reduces the duration. Using appropriate parameters, we analyzed the CASIA iris
dataset for multi class segmentation, achieving good segmentation accuracy. Table 6 thoroughly delineates
a comparative analysis of the performance metrics associated with various segmentation methodologies,
juxtaposed against the established segmentation techniques currently in use. While numerous studies
demonstrate commendable levels of segmentation scores, it is particularly noteworthy that the research
endeavors labeled articles?=2° have not specifically proposed methodologies tailored for the CASIA
iris image dataset, thereby indicating a significant gap in the literature. Our primary research objective
is to undertake a comprehensive multi-class segmentation initiative pertaining to iris image datasets,
which will facilitate a more nuanced understanding of the segmentation process. Furthermore, when
examining the general real-time dataset, the column representing mIoU/Accuracy reveals a concerning
low performance level regarding the segmentation efficacy of the images analyzed, suggesting potential
limitations in the methodologies employed. Additionally, these studies yielded sub optimal performance
scores during the data testing phase, which can be attributed to the inadequate training of the model that
did not incorporate an appropriate range of performance metrics to ensure robust outcomes. Articles?®?’
specifically concentrated on the segmentation of the iris image dataset with an emphasis on achieving
multi-class segmentation, contributing valuable insights into this niche area of research. These particular
works did manage to achieve commendable performance scores in their attempts to segment the iris
image dataset. However, they ultimately fell short in conducting a thorough validation of their proposed
methodologies when applied to the testing data, which is a critical aspect of validating research findings.
The mIoU/Accuracy metrics presented in Table 6 serve to elucidate the maximum accuracy levels attained
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by their proposed methodologies, which are of direct relevance to the dataset that aligns with our research
objectives. Their research achieved an impressive maximum accuracy rate of 99.05% concerning the multi-
class segmentation of CASIA iris images, a noteworthy accomplishment within this domain. In contrast,
through the implementation of our proposed Zi; segmentation method, we successfully enhanced the
performance metrics, elevating the maximum accuracy to 99.21%, while also ensuring that our proposed
method underwent rigorous validation against the iris image dataset as reflected in the test score column.
For the validation process, we achieved an accuracy rate of 84.8% concerning our targeted iris images
within the CASIA dataset, providing a solid foundation for our research endeavors. These findings have
potential benefits in the area of iris recognition.

From an extensive review of existing literary works and a thorough competitive analysis of various
methodologies, it can be conclusively stated that our proposed method yields a marginal enhancement in
performance by precisely examining the intricacies of neutrosophic components. In contrast, alternative
methodologies have managed to achieve a commendable accuracy rate of 99% exclusively through the
utilization of a singular feature pertaining to intensities; however, our proposed method further delves into
a comprehensive three-way analysis, which not only enriches the evaluative framework but also facilitates
significant advancements in the segmentation process. It is important to acknowledge that the sole minor
limitation associated with the proposed method lies in its temporal demands, as it necessitates a block-wise
analytical approach to the entirety of the image, which is conducted through the consideration of three
distinct membership components. Nevertheless, by concentrating on enhancing performance through a
more expansive feature analysis, it can be argued that the proposed method emerges as the most optimal
choice for achieving superior segmentation outcomes.

Conclusion

In this article, we suggest a novel approach for neutrosophic sets with semantic segmentation. The intensity
values of the membership functions were used to process the segmentation. Since it employs a three-way
membership analysis, the segmentation’s effectiveness might be more precise. The article takes CASIA iris image
segmentation into consideration for initial implementation.

The proposed Z1i segmentation methodology was initially executed by utilizing datasets comprised of
iris images, which serve as a foundational step in our analytical approach. In examining the existing literature
surrounding this topic, it becomes apparent that the CASIA iris image datasets are widely acknowledged within
the academic community and offer substantial advantages for researchers who seek to leverage these datasets for
their investigative purposes. From the dataset that has been collected, the images are thoroughly extracted and
subsequently read by the analytical system, thus paving the way for advanced image processing and analytical
evaluations. To commence our image processing journey, we first employed a fundamental technique for
resizing images, which is essential for the normalization of the dimensions across the various images working
with. Following this initial step, we proceeded to extract neutrosophic features from the intensity values present
within the images, thereby enriching our dataset with crucial components for further analytical scrutiny. At
this juncture, the processed images now encompass three distinct neutrosophic components, which are vital
for the ensuing stages of our analysis. Given that the segmentation technique necessitates the determination
of variation values concerning the intensity levels, as dictated by the proposals surrounding indeterminacy
functions, it is imperative to compute these variation intensities accurately. Based on the calculated intensities,
we then systematically assign labels to the images, which correspond to the number of class segments identified
within the dataset. This meticulous approach to training the dataset was executed in this structured manner and
subsequently validated through the application of testing data designed for this purpose.

This proposal used Gaussian and Poisson noise models to analyze the segmentation. Numerous segmentation
parameters, including R?, h, k, and o, were analyzed. This analysis directs us to the task of selection. This
attribute evaluation will enable us to enhance the segmentation results for the iris image. With the help of the
analysis, we improve accuracy to 85%. This score was attained in the quickest possible time. We assert that it
would be the best model for the iris recognition task based on the performance evaluations.

In this manner, the authors accomplished the primary goal articulated in this proposal, which was
to convincingly demonstrate that the implementation of image segmentation techniques for multi-class
segmentation can indeed be effectively executed through the utilization of neutrosophic sets, a concept that
provides a framework for dealing with uncertainty and vagueness in data. The results derived from their
comprehensive analysis and experimentation indicate that the method proposed by the authors yields highly
effective and reliable outcomes for segmentation tasks, thus validating the efficacy of the approach. The
contributions made by the authors in this scholarly paper are not only significant but also hold substantial
importance, as they will undoubtedly serve as a valuable resource for the image processing and computer vision
community, fostering further advancements and innovations in these interrelated fields.

This research successfully substantiates the feasibility and practicality of employing neutrosophic sets as
a robust mechanism for achieving multi-class image segmentation, thereby fulfilling the primary objective
that the authors had initially established at the onset of their study. The results derived from their rigorous
experimentation and analysis indicate that the method proposed not only delivers effective segmentation results
but also contributes in a meaningful way to the evolving domains of image processing and computer vision,
highlighting the relevance and applicability of their findings. Furthermore, these results underscore the potential
of neutrosophic sets to serve as an invaluable tool for enhancing and refining segmentation techniques, thereby
opening up promising avenues for subsequent exploration and application within the academic community.
This, in turn, paves the way for researchers to build upon these foundational findings, potentially leading to
innovative solutions and significant advancements in the methodologies currently employed for image analysis
and interpretation.
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The proposed method’s extension versions will put a stronger emphasis on raising performance value than the
current method does. Work to shorten the duration time while taking practical factors into account. In feature,
we will apply the suggested model to a broad range of image databases and biometric systems. Besides on that
the another segmentation method to be carry probably it can be Z5;, method. Organizing these segmentation
methods will be our main feature work. We must elevate the new concepts or theories we employ to better work
because real-world image data is growing daily. The suggested model accurately analyzes the goal of our work in
this regard. This encourages us to apply the ideas to more sophisticated models, like neural networks. This theory
will present a different perspective on the membership function approach to computer vision. The face image
segmentation process includes the feature approach.

Data availability

The datasets analysed during the current study are available in the Institute of Automation, Chinese Academy of
Sciences(CASIA) repository http://biometrics.idealtest.org/#/. This open-source dataset was collected by the Na
tional Laboratory of Pattern Recognition (NLPR) at the Institute of Automation, Chinese Academy of Sciences
(CASIA), for the purpose of academic research. Researchers may contact Dr. Asima Razzaque about the dataset.
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