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Student attrition and academic failure remain pervasive challenges in education, often occurring

at substantial rates and posing considerable difficulties for timely identification and intervention.
Learning management systems such as Moodle generate extensive datasets reflecting student
interactions and enrollment patterns, presenting opportunities for predictive analytics. This study
seeks to advance the field of dropout and failure prediction through the application of artificial
intelligence with machine learning methodologies. In particular, we employed the CatBoost algorithm,
trained on student activity logs from the Moodle platform. To mitigate the challenges posed by a
limited and imbalanced dataset, we employed sophisticated data balancing techniques, such as
Adaptive Synthetic Sampling, and conducted multi-objective hyperparameter optimization using

the Non-dominated Sorting Genetic Algorithm 1. We compared models trained on weekly log data
against a single model trained on all weeks’ data. The proposed model trained with all weeks’ data
demonstrated superior performance, showing significant improvements in F1-scores and recall,
particularly for the minority class of at-risk students. For example, the model got an average F1-score
across multiple weeks of approximately 0.8 in the holdout test. These findings underscore the potential
of targeted machine learning approaches to facilitate early identification of at-risk students, thereby
enabling timely interventions and improving educational outcomes.
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High dropout and failure rates are significant challenges in the educational domain, affecting a wide range of
courses across various disciplines. These rates can vary drastically, from 30 to 80%, depending on the region,
institution, and specific course type' . In courses like programming, usually offered in the early years of college,
students often struggle with abstract thinking and complex problem-solving, leading to higher dropout rates’.
Similar challenges are seen in other difficult subjects, especially in STEM (Science, Technology, Engineering, and
Mathematics) fields like mathematics and engineering. While various factors such as socio-economic conditions
and cognitive and metacognitive skills also play a role, the material’s high cognitive load and difficulty are
significant barriers to successful learning?®.

Various pedagogical strategies have been proposed to address these challenges, emphasizing active student
engagement in various educational activities. Research suggests that these strategies are more effective when
coupled with continuous, formative instructor feedback, which can help to identify and resolve student difficulties
early on. Previous studies stress the importance of considering academic and non-academic factors-such as
socioeconomic conditions and personal circumstances-when predicting student performance and dropout
rates’. By integrating these broader influences, a more comprehensive understanding of students’ struggles can
be achieved.
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At the same time, there are studies that highlights the potential of learning analytics in identifying at-risk
students, particularly in online or distance education contexts'?. Their work emphasizes how data-driven
analysis of student engagement and activity patterns within learning management systems (LMS) can enable
early detection of dropout risks. Early identification is crucial for reducing failure rates, as it allows timely,
targeted interventions before students disengage or drop out entirely.

In recent years, predictive modeling using machine learning has emerged as a powerful tool for identifying
at-risk students across various courses. These models analyze a wide range of data, including interactions in
virtual learning environments, ongoing assessments, and demographic information'®-!4. By leveraging such
data, predictive models can provide insights into which students are at risk and why they are struggling, enabling
educators to implement proactive and personalized interventions. For example, some studies demonstrated the
effectiveness of early warning systems based on machine learning in improving student retention across multiple
disciplines®.

This work builds on the LANSE project, which introduced a cloud-based learning analytics platform to
identify students at risk of dropping out or failing in learning management systems'®. Due to the limited data
available and the need for continuous improvement, we aimed to enhance the system as new data becomes
available. Since new courses can present diverse datasets that may challenge the current models, our goal was to
develop a more effective predictive model that outperforms the existing ones.

In Experiment 1, we used a method where we trained a model for each course week, the same methodology
LANSE’s existing models were trained. In this experiment, we added new features to categorize the logs and used
NSGA-II for optimization. We trained the models on the same data as the existing models and then tested both
on new data from different courses as the holdout test. This allowed us to compare how well the new and our
existing models performed on new data.

In Experiment 2, we compared the one model per week (Experiment 1) method with an approach where we
trained a single model using data from all weeks. We used all available data for this comparison, setting aside
30% for holdout testing. For the unique model for all weeks, we added two more features in addition to the log
categorization features: one representing the total course duration in weeks and another indicating which week
the log entry was from relative to the overall course duration. These features were meant to help the model
understand when each log entry occurred during the course.

Given the dataset’s limited size and imbalanced nature, we employed advanced data balancing techniques,
such as Adaptive Synthetic Sampling (ADASYN), to improve the model’s accuracy in classifying at-risk students
across different course types. Furthermore, a multi-objective hyperparameter optimization approach using
the Non-dominated Sorting Genetic Algorithm II (NSGA-II) was applied to enhance model performance
across multiple metrics, addressing some of the limitations of the original models and enabling more precise
predictions as data evolves.

This study is driven by core research questions aimed at evaluating different modeling strategies for predicting
at-risk students:

o Question 1: How effectively can machine learning models, trained on limited student log data from Moodle,
generalize to predict outcomes in larger and diverse datasets with unseen courses?

o Question 2: Which features in the student log data are most predictive of success or engagement, and do these
features remain equally important across different courses?

o Question 3: Can the NSGA-II multi-objective optimization algorithm effectively enhance machine learning
models’ predictive accuracy and reliability for identifying at-risk students in dropout prediction scenarios?

o Question 4: How does the predictive accuracy and stability of a single model trained on data from all weeks
compare to that of separate models trained on each week?

These research questions are thoroughly addressed throughout the methodology, results, and discussion
sections, ensuring a comprehensive analysis aligned with the study’s goals. Each question guides specific aspects
of the experimental design and the interpretation of findings.

Related work

Predicting student dropout and academic failure has become a significant area of research, driven by the
increasing availability of educational data and advancements in machine learning techniques. Researchers
have developed predictive models to identify students at risk of dropping out or failing early in their academic
journey by analyzing data from LMS and other educational sources. Numerous studies have explored a variety
of machine learning algorithms and data sources to enhance the accuracy and reliability of these predictions
across various educational contexts. Recent work has focused on improving the predictive power of machine
learning models and addressing challenges such as class imbalance, feature selection, and the integration of non-
academic factors such as socio-economic status and behavioral patterns. This section reviews key contributions
in the field, emphasizing predictive modeling techniques, the role of LMS data, and the challenges associated
with building effective models for dropout prediction.

Machine learning models for predicting dropout

Machine learning models such as logistic regression, decision trees, random forests, and support vector machines
have been widely used to predict student dropout and academic performance!®!*!417 These models often utilize
features such as academic grades, attendance records, and demographic information to identify student success
or fajlure patterns. Studies have applied various machine learning algorithms, demonstrating their effectiveness
in real-world educational settings'®. Recent studies have investigated deep learning and artificial neural networks
(ANN) for dropout prediction, showing that ANN models can achieve satisfactory performance in specific
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scenarios, with an F1-score of 0.76 in student dropout prediction”. However, other cases, such as in'?, reported
lower performance, where the best-performing model was a Long Short-Term Memory (LSTM) network with
an accuracy of approximately 0.57. This study used LSTM and One-Dimensional Convolutional Neural Network
(IDCNN). In contrast'’, found that an ANN outperformed both Random Forest and decision tree models,
suggesting that performance may depend on the dataset and ANN architecture. Predictive models developed
using LMS log data have shown promising results, achieving an F1 score of 0.85% with a Random Forest model
for predicting dropout in technical courses®. This study demonstrated that LMS logs, including metrics like
student participation in assignments and views of teaching materials, can be highly predictive of academic
outcomes, providing valuable insights for early intervention. Additionally, recent work highlights the critical
role of feature engineering, exploring how learning behaviors extracted from interaction logs can be leveraged
to improve prediction accuracy?!.

An explainable machine learning approach for dropout prediction in Brazilian schools has been proposed,
achieving high recall (up to 72%) and precision (up to 92%) when predicting dropout at various educational
stages!'®. This approach leverages academic data, socioeconomic factors, and temporal features to enhance
prediction accuracy, providing insights into student behavior across multiple educational stages.

There is a discernible preference for classical machine learning models, particularly boosting tree algorithms,
given their strong empirical performance in tabular datasets. For instance, in?2, a comparative analysis of multiple
models identified CatBoost as the superior performer, achieving an AUC ROC of 0.77 and a Precision of 0.85.
Following a similar methodology, we initially considered a broad range of architectures and subsequently refined
our selection based on performance metrics. In our study, CatBoost demonstrated the most robust performance,
prompting us to standardize its architecture for further analysis.

Data sources and feature engineering

The success of predictive models largely depends on the quality and variety of data available. Studies have utilized
various data sources, including academic records, LMS interactions, and socio-economic and psychological
factors!>?%. In particular, LMS log data has been shown to significantly predict academic achievement across
various studies. Research highlights the critical role of LMS log data in predicting student dropout, demonstrating
that features such as attendance, forum discussions, and assessments can significantly contribute to the accuracy
of machine learning models*!. This study utilized algorithms like Naive Bayes and Support Vector Machine,
achieving high prediction accuracy and further emphasizing the utility of LMS data in developing effective early
warning systems for at-risk students.

A cluster-based approach was used to analyze student dropout patterns using LMS data, identifying various
behavioral profiles of students within an LMS environment, such as login frequency, resource access, and
participation in activities?>. These profiles provided critical insights into student engagement and were used to
cluster students into groups, enabling more tailored interventions to prevent dropout and improve academic
performance. The study also underscored the importance of distinguishing different levels of engagement,
particularly in large-scale online courses, where student behaviors can vary widely.

A comprehensive meta-analysis on log variables in education was conducted, revealing which specific log
variables are most correlated with student performance?. These findings align with our approach of utilizing
detailed interaction logs, such as the number of days with/without access, log frequency, and activity types, as
key predictors in our model.

Challenges and limitations

One of the primary challenges in developing predictive models for student dropout is the issue of class
imbalance, where the number of students who drop out is either high or low, depending on the course type. This
imbalance can lead to biased models that perform well overall but poorly in identifying at-risk students. Various
techniques, such as Synthetic Minority Over-sampling Technique (SMOTE) and ADASYN, have been employed
to address this issue!*?.

In this study, we use ADASYN for resampling and NSGA for hyperparameter search, respectively. The
architecture and ADASYN were chosen as they demonstrated the best performance during our hyperparameter
search.

While ADASYN and NSGA are effective, they may not always be the most suitable solutions, depending on
computational constraints. However, NSGA, like other genetic algorithms, offers flexibility to adapt to these
constraints. For instance, mutation strategies can be adjusted to improve exploration, crossover techniques
can be optimized, and the number of generations and population size can be reduced to align with available
computational resources.

Access to comprehensive student data is often limited, leading to small and constrained datasets. This poses
a significant challenge to the generalizability and performance of predictive models. Effective data processing
techniques, including feature engineering and model optimization, are essential to mitigate these limitations.
One promising approach is using genetic algorithms for search optimization, including hyperparameter
tuning. These algorithms have shown significant potential in enhancing model accuracy and generalizability by
systematically searching through the hyperparameter space to find optimal configurations!”. Table 1 summarizes
the studies presented here.

While the dataset utilized in this study included 567 unique student-course instances across 23 courses,
its limited volume poses significant constraints on the model’s generalizability. Although the dataset covers a
variety of courses, the relatively small number of student-course instances restricts the model’s ability to capture
broader patterns of student engagement and dropout behavior. This limitation may affect the robustness of
the findings, as a larger dataset would provide a more representative distribution of learning behaviors across
different academic contexts. Additionally, the dataset does not include longitudinal data or information from
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Work | Goal Technique Algorithm Edu. level | Features used Metrics
13 Predict student performance across Classification Decision trees, Random forest, Higher Grades, attendance, Accuracy, Precision,
multiple classes XGBoost 8 demographics Recall, F-measure: 95
14 Prenlct success in blended learning Classification Ranfinm forest, Naive bayes, Higher Engagement with LMS, AUC ROC: 90%
environments Decision trees performance
21 Explore student learning behaviors Logistic regression, SVM, Decision . Demographlc datg, Accuracy: 0.83, F1: 0.88,
. ML Higher performance metrics,
and predict performance trees, Random forest . AUC: 0.66 (NN)
behavioral data
. . - . Accuracy: 0.955, F1-Score:
27 g;f;ilct dropout using engagement Classification %Zrcl;is(i);n] tt'(rizzt, Logistic regression, Higher gilogagle;nent data, LMS usage, 0.840, Precision: 0.86,
P Recall: 0.81 (LightGBM)
. . . .. Context-aware data, PCA,
18 Apply ML to real-world education Classification Logistic regression, Decision trees, | _ ANOVA, Pearson correlation, | -
contexts Random forest }
REFE, Chi-square
i . . .. . s - . . Accuracy: 0.99, Precision:
2 {Sarly‘predlctlon of dropout in online Classification Naive bayes, Logistic regression Online LMS interaction logs and 0.98, Recall: 0.96, F1: 0.97
earning and SVM engagement
(SVM)
2 Propose dropout prediction model . . Logistic regression, Decision trees, . Academic data, engagement,
using ML Classification Random forest Higher demographics -
L. s Logistic regression, Random forest, Accuracy:‘ 0.'94’ F1-Score:
2 Cluster-based dropout prediction Clustering, Gradient boosting, XGBoost Higher Engagement, LMS logs, 0.33, Precision: 0.56,
model in Moodle LMS Classification AdaBoost & > & course design Recall: 0.26, ROC AUC:
0.62
Analyze log variables predicting Significant predictors of
% . : Meta-analysis Various Higher Log variables from LMS data | academic achievement
academic achievement
across contexts
. . . . Classification, ..
10 P}redlct at-risk gtudents in technical Hyperparameter Decision trees, Random forest, Secondary | Student interaction logs AUC ROC: 0.91
distance education DA AdaBoost
optimization
Explainable machine learning for Random forest, Decision tree, Preschool, Demographic and Precision: 0.92, Recall:
15 drg out prediction 8 Classification Logistic regression, AdaBoost, Basic, enga egm epm data 0.72, AUC-PR: 0.68, KS:
pout p XGBoost Secondary 838 0.86 (XGBoost)
Interpretable dropout prediction: CatBoost, NGBoost, Explainable Pre-enrollment scores,
2 towafds X AI—BasIeD: d Pelisonalize d Classification boosting classifier, Logistic Hicher Demographic & Background | AUC ROC 0.77, Precision:
Intervention regression, XGBoost, Gradient g Features and Field of Study 0.85 (CatBoost)
boosting classifier, and others Indicators
Ce . . . Accuracy 0.77, Precision
7 Predlgtmg stutjlent dropout using Classification Decision tree, Random forest, ANN | Higher Demographlc, Academic, 0.76, Recall: 0.77 and
machine learning algorithms Financial
F-score 0.76 (ANN)
Deep learning for predicting Long short-term memory (LSTM), academic, administrative
1 attrition rate in open and distance Classification One-dimensional convolutional Higher issues. economic and personal | Accuracy 0-57 (LSTM)
learning (ODL) neural network (IDCNN) 1ssues, economic and p
. . . . Accuracy: 85%, Precision:
8 g:ﬁﬁgiﬁiﬁiﬁ;(zﬁfgu;al:f:rsnd Classification Logistic regression Higher Enegrzgegx::epnltlc’ academic, 83%, Recall: 80%, F1-
Score: 81%, AUC: 0.87

Table 1. Summary of articles used in related work.

asynchronous learning formats, which could offer deeper insights into how student engagement evolves over
time. Future studies should aim to validate the proposed model using larger datasets with more extensive student
participation, enabling a more comprehensive assessment of its adaptability and effectiveness.

Moreover, external factors such as socioeconomic status, teaching quality, and student motivation, which are
known to significantly influence dropout rates'>?3, were not included in this study. Our choice to rely solely on
data from online learning platforms (e.g., Moodle logs) was intentional, aiming to maximize the applicability of
our approach for institutions with minimal resources. This decision allows any institution with access to basic
LMS data to adopt our framework without additional data collection burdens. However, we acknowledge that
incorporating these external variables, when available, could further refine the model’s predictions, offering a
more comprehensive understanding of the factors contributing to student dropout.

Methodology

This section outlines the methodology adopted in this study, which builds upon the LANSE project',
encompassing data preprocessing, model training, and hyperparameter optimization using the NSGA-I1%. The
goal was to predict student dropout and course failure by leveraging a complex search space that includes model
selection, feature selection, hyperparameter tuning, normalization, and oversampling settings. Two separate
experiments were conducted, using different sets of training and test data. The methodology follows a structured
process, from data collection to model evaluation as illustrated in Fig. 1.

The methodology consists of several key stages. The first step, data processing, involves the cleaning and
formatting raw data to ensure consistency and readiness for analysis. Next, feature engineering is applied to
transform or create new features that capture meaningful patterns in the data, improving model accuracy. The
optimization process encompasses feature selection to reduce dimensionality and focus on the most relevant
variables, hyperparameter tuning to fine-tune the model’s performance, and model selection, which involves
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Fig. 1. Overview of methodology.

comparing different algorithms to identify the best-suited one for the task. Resampling techniques such as
SMOTE and ADASYN address the class imbalance issue. Finally, the model’s performance is rigorously evaluated
using appropriate metrics, and further fine-tuning is performed to ensure robustness and accuracy.

Data description and preprocessing

The dataset utilized in this study includes 567 unique student-course instances, with students enrolled in 23
different courses across various disciplines. Initially, all courses were set to 15 weeks, the most common course
length. However, this rigid structure limited the flexibility of our models in generalizing to courses with different
durations. To address this issue, we normalized each student’s progress based on the percentage of the course
completed, allowing the model to be applied across courses of varying lengths.

The dataset consists of 25 features, primarily derived from student interaction logs on the LMS. These features
capture diverse aspects of student engagement, activity, and course progression. A summary of these features
and their descriptions is provided in Table 2. Given the limited size of our dataset, overfitting was a major
concern, especially when training more complex models. To mitigate overfitting, we applied cross-validation
with five folds (k = 5) during training® and implemented early stopping criteria in models such as CatBoost™!.
Additionally, oversampling techniques, like ADASYN?*2, were employed to address the issue of class imbalance,
and we experimented with various normalization techniques®® to standardize the feature values.

Our study utilized datasets from 23 unique courses across various disciplines in both experiments. The
datasets for Experiment] and Experiment2 shared similar structures, including the number of unique students
and courses and the distribution of student outcomes. However, Experiment2 introduced two new features for
course progress and length.

Table 3 provides a detailed summary of the dataset used in both experiments, including the number of
student-course instances, unique students, unique courses, and the percentage of students who were approved
or failed in both the training and test sets.

As observed in Table 3, both experiments involved training sets of 3871 instances and test sets of 1660
instances, ensuring consistent data sizes across both experiments. The course categories were grouped into
four main categories: Programming and Algorithm Courses, Structures and Data Science Courses, Philosophy
and Ethics Courses, and Specialized Elective Courses. The distribution of these categories in both experiments’
training and test sets is visualized in Figs. 2 and 3.

Multi-objective optimization with NSGA-II

The NSGA-II has emerged as a powerful multi-objective optimization tool across various domains, including
educational data mining, where balancing competing objectives such as precision and recall is crucial. Originally
proposed as an optimization algorithm, NSGA-IT’s strength lies in its ability to effectively identify a diverse set of
Pareto-optimal solutions while maintaining computational efficiency, essential for optimizing machine learning
models over large datasets®.

In this study, NSGA-II was employed to optimize model selection and hyperparameters. It leveraged its multi-
objective capabilities to balance predictive accuracy for students at risk of dropout with other key performance
indicators. Unlike traditional single-objective optimization, NSGA-II allows for simultaneous optimization of
multiple conflicting objectives by generating a Pareto front of non-dominated solutions, thus facilitating a more
comprehensive exploration of the trade-offs between metrics such as recall and F1-score.
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Feature

Description

max_consecutive_days_with_access

Maximum consecutive days the student accessed the course.

max_consecutive_days_without_access

Maximum consecutive days the student did not access the course.

first_log_days_diff

Amount of days passed between the start of the course and the student’s first log.

max_consecutive_days_with_access_week

Maximum consecutive days in a week with course access.

max_consecutive_days_without_access_week

Maximum consecutive days in a week without course access.

logs Total logs entries.
week_logs Amount of logs in a week.
daily_avg Average daily logs.
weekly_avg Average weekly logs.

days_with_logs

Total days with log entries (indicating course activity).

days_with_logs_avg

Average number of days with log entries (a measure of student engagement).

days_with_logs_week

Total days with log entries (indicating course activity) in a week.

days_with_logs_avg_week

Average number of days with log entries (a measure of student engagement) in a week.

activity Logs categorized as general activity.

content Logs categorized as content-related interactions.

other Logs that don't fit into predefined categories.

report Logs related to report activities.

system Logs that reflect interaction with the system or platform.

activity_week

Activity logs specific to each week.

content_week

Content-related logs specific to each week.

other_week

Logs categorized as ‘other’ for each week.

report_week

Logs related to report activities for each week.

system_week

System interaction logs specific to each week.

course progress*

Indicates the course progress (week / total weeks)

total_weeks*

Indicates the total of weeks

Table 2. Summary of features. * These metrics were only used in the model which includes weeks as a feature.

Experiment1 Experiment2
Metric Training set | Test set | Training set | Test set
Size (student-course instances) 2424 3107 3871 1660
Unique Students 220 347 544 471
Unique Courses 11 12 23 23
Approved Students (%) 80.49% 63.82% | 71.12% 71.14%
Failed Students (%) 19.51% 36.18% | 28.88% 28.86%
Course Progress and Length as Features | Not included Included

Table 3. Summary of dataset distribution for Experiments 1 and 2.

Course Category Distribution in Training and Test Sets

Percentage

= Training
- Test

Course Categories

Fig. 2. Course category distribution in training and test sets (Experimentl).
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Course Category Distribution in Training and Test Sets (Experiment 2)

. Training
- Test

Percentage

Course Categories

Fig. 3. Course category distribution in training and test sets (Experiment2).

Metric Experiment1 Experiment2

Statistic p-value Statistic p-value
KS Test 0.069 3.48 x 10~ 13! | 0.003 0.938
Mann-Whitney U Test | 2.09 x 10° | 6.33 x 1042 |1.70 x 10° | 0.489

Table 4. KS and Mann-Whitney U test results for Experiments 1 and 2.

The NSGA-II algorithm integrates several critical components that enhance its robustness and adaptability.
Key among these is its fast, non-dominated sorting approach, which organizes solutions into hierarchical layers
based on Pareto dominance, allowing for efficient selection of high-quality solutions across generations. The
crowding distance within NSGA-II further ensures that solutions are evenly distributed along the Pareto front,
avoiding convergence to suboptimal regions and enhancing the diversity of solutions®*.

NSGA-II can incorporate an elitist strategy, which retains the best solutions across generations, thereby
accelerating convergence and maintaining solution quality, which is particularly useful in high-dimensional
search spaces. This approach is especially advantageous in optimizing machine learning models, where balancing
objectives often leads to a complex solution landscape®. The algorithm’s ability to handle combinatorial
optimization problems effectively, as outlined in both Yusoft and Verma’ reviews, supports its application in our
study, where multi-dimensional feature spaces and hyperparameter tuning are key challenges.

Optimization strategy

To identify the most effective model configuration, we employed the NSGA-II algorithm?®, which enabled a
thorough exploration of multiple components within the search space. Model selection began by testing several
algorithms: Random Forest, XGBoost, CatBoost?!, k-Nearest Neighbors (k-NN), Logistic Regression, and
Naive Bayes. Preliminary testing on an AutoML platform was used to select the architectures for inclusion in
our optimization search for model selection. In addition to model selection, NSGA-II guided the selection of
optimal feature combinations from a set of 23 features and fine-tuned essential hyperparameters like learning
rate, number of estimators, and tree depth for boosting models. Normalization techniques, including robust,
standard, and min-max scaling, were evaluated to ensure proper scaling across features®. To address class
imbalance effectively, we applied ADASYN?2, which was particularly complementary to CatBoost’s strengths,
improving its performance on the minority class.

Statistical and distance measures for model evaluation

We employed two statistical tests to assess the alignment between the train and test datasets: the Kolmogorov-
Smirnov (KS) and Mann-Whitney U tests. These metrics serve different purposes in evaluating the consistency
between distributions:

The KS test is a non-parametric procedure to determine whether two samples originate from the same
population. It achieves this by measuring the maximum vertical distance between the empirical distribution
functions of the two samples, which represents the largest deviation between their distributions*. A lower KS
statistic and a higher p-value indicate stronger similarity between the datasets, while significant differences
(higher KS statistic and lower p-value) suggest potential discrepancies that may impact model performance.

The Mann-Whitney U test is a non-parametric test that examines differences in the central tendency
(median) between two independent samples without assuming normality®”. A lower U statistic and p-value
denote significant differences in central tendencies, which may imply varied dataset characteristics between
training and testing sets. Conversely, a higher p-value indicates similarity, suggesting the model is likely to
perform consistently across datasets.

The results for both tests are displayed in Table 4.
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In interpreting these results, the KS test for Experiment1l shows a KS statistic of 0.069 with an extremely
low p-value (3.48 x 107*31), indicating a statistically significant distributional difference between the train
and test datasets, which suggests that generalizing the model may present challenges. In contrast, Experiment2
yielded a much smaller KS statistic of 0.003 with a p-value of 0.938, indicating no significant difference between
the distributions of the train and test sets; this alignment is favorable for generalization. Similarly, the Mann-
Whitney U test in Experiment] revealed a low p-value (6.33 x 10™%), signifying a notable difference in central
tendencies, which could impact the model’s ability to generalize on unseen data. However, in Experiment2, the
high p-value (0.489) suggests no significant difference in central tendencies, supporting the alignment of the
train and test sets. Together, these findings indicate that Experiment2 benefits from a more consistent dataset
alignment between training and testing, which will likely enhance the reliability and generalizability of model
performance.

Model training and evaluation

The dataset was divided across two experiments to evaluate and improve model performance under different
configurations. In Experiment 1, 220 unique students were allocated to the training set and 357 to the holdout
test set, ensuring the holdout data was distinct from the initial training data used by earlier models. A 5-fold
cross-validation® was applied to assess performance consistency and minimize overfitting.

Experiment 2 introduced week-based features, allowing the model to dynamically adjust based on student
progress, and employed a randomized holdout dataset consisting of 30% of the total available data. This
randomized split provided a broader assessment of the model’s generalizability, as it represented varying time
frames and student engagement patterns.

Initially, models with a distinct model were trained separately for each week (up to week 15). Experiment 2
simplified this by introducing relative week-based features, such as current week / total weeks and total course
weeks, which enabled a single model to handle data from courses of different lengths.

After conducting these experiments and extensive optimization, CatBoost was chosen as the final architecture.
Its strong performance in cross-validation and holdout tests validated its selection, as CatBoost showed
remarkable adaptability to static and dynamic features. CatBoost’s native handling of categorical data and its
effective regularization methods minimized overfitting, which proved particularly useful in our imbalanced
dataset.

Feature engineering
Feature engineering focused on deriving meaningful features from the LMS interaction logs. These features were
related to student engagement and included metrics such as:

o Log Counts: Total number of logs, weekly logs, daily averages, and specific activity types (e.g., content, system
use).

o Access Patterns: Maximum consecutive days with/without access, days with logs, and average days with logs.

o Time-to-Event Features: Number of days since the first log, the time difference between consecutive logs, and
relative course progression calculated as the ratio of the current week to the total course duration.

Replicability of the study

The methodology proposed in this study can be replicated by following a structured process, including data
collection, preprocessing, model training, and evaluation. The dataset consists of student interaction logs
extracted from a LMS, capturing access patterns, activity participation, and engagement with course content.
Institutions adopting this approach should ensure proper data extraction, anonymization, and structuring to
align with the features used in this study. The data should be structured so that each record represents a student-
course instance, containing engagement metrics such as total logs, days with access, and course progress, along
with the final student outcome (approved or failed). The model training follows the outlined steps, including
preprocessing to handle missing values, normalizing features, and applying balancing techniques to address class
imbalance. For practical use, the model can be integrated into a system that visualizes student engagement and
predictions, like Lanse, allowing educators to monitor and intervene when necessary.

Results

Existing models for comparison

The models used for comparison in this study were previously trained using two well-established machine-
learning algorithms: XGBoost and Random Forest. These models developed in an earlier study, were trained
on a dataset primarily derived from student activity logs on Moodle platforms. The key features included log
counting (the frequency of student interactions) and access patterns (frequency and timing of platform access).
These features were designed to capture basic student engagement as predictors for identifying dropout risk. The
data and models were organized every week, meaning each week had a corresponding model. A Bayesian search
was used to select both model parameters and strategies for handling class imbalance, including implementing
the SMOTE.

These models provided valuable benchmarks for evaluating the current study’s approach and were actively
deployed in the LANSE cloud application!®. Despite their utility, they had several limitations. The feature set was
limited to basic interaction data, without deeper analysis of student behavior or consideration of the content
quality or time spent on specific activities. This narrow feature set restricted the models’ ability to fully capture
the complexity of student engagement. Additionally, while SMOTE was applied to address the class imbalance,
the models faced challenges in generalizing well to unseen data, as overfitting was observed in some cases. This
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suggests that the models occasionally learned patterns specific to the training data, limiting their predictive
performance on new, unseen datasets.

Although a Bayesian search was conducted to optimize hyperparameters and manage class imbalance, both
models still relied on relatively basic tuning and could benefit from further hyperparameter optimization.
More advanced techniques and further optimization could improve the ability to capture the complexities of
the data. We opted to use NSGA-II to efficiently explore the trade-offs between multiple conflicting objectives.
Future improvements could also expand the feature set to include more sophisticated metrics, such as detailed
behavioral patterns and content-specific interactions, enhancing the accuracy and generalizability of the models
for identifying at-risk students.

Proposed model

A new approach was developed to overcome the limitations of the existing model. It explored different
architectures and ultimately selected the CatBoost algorithm following NSGA-II optimization. The new
approach employed hyperparameter optimization using NSGA-II, enabling a comprehensive parameter space
exploration. This optimization process included feature selection, hyperparameter tuning, and the choice of
resampling strategy (algorithm selection and configuration).

Initially, the model was trained using data from courses with a fixed duration of 15 weeks, as in the original
approach. However, the course duration was normalized in a subsequent phase to account for varying lengths.
The model’s performance was compared in both fixed 15-week and normalized course duration scenarios.

Key improvements included:

o Feature selection: The new model incorporated additional features, such as relative course progress, and pro-
vided a more granular analysis of weekly engagement metrics, including the type of component log.

o Hyperparameter optimization: NSGA-II was employed to optimize the models. The CatBoost model included
tuning parameters such as the seed, learning rate, tree depth, and the number of trees, resulting in a more
fine-tuned model.

o Class imbalance handling: Various resampling strategies were tested, with ADASYN ultimately selected to
oversample the minority class (dropout students). This approach mitigated the dataset’s class imbalance by
addressing the underrepresentation of dropout students.

The effectiveness of the NSGA-II search in optimizing the model’s performance across multiple objectives is
visualized in the 3D Pareto front shown in Fig. 4. The chart displays accuracy, macro F1-score, and the F1-score
for the reprobate class (students who failed the course), which were the objectives of the genetic algorithm search.
The Pareto front illustrates how the optimization process converged over generations, aiming to maximize all
three metrics simultaneously. Multiple runs were performed with different generations and population size
configurations, balancing performance with computational cost. For the final and best-performing model,
we achieved optimal results using mutation, crossover, and swapping probabilities of 10%, 70%, and 40%,
respectively.

Performance metrics

The performance of the existing model and the proposed model-both the fixed 15-week version and the more
flexible model using relative week (current/total) and total weeks as features-was compared using key metrics
such as accuracy, F1-score, precision, recall, and AUC-ROC. Tables 5 and 6 summarize the performance of the
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Fig. 4. 3D Pareto front of the NSGA-II search showing the populations’ convergence of accuracy, macro F1-
score, and the reproved F1-score.
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F1-Score Recall
Week | Model | Approved | Reproved | Approved | Reproved | Accuracy | AUC
Oold 0.56 0.28 0.63 0.24 0.46 0.44
! New 0.55 0.25 0.53 0.27 0.44 0.40
Old 0.54 0.42 0.54 0.42 0.49 0.48
} New 0.55 0.50 0.46 0.64 0.53 0.56
old 0.65 0.25 0.83 0.18 0.52 0.40
> New 0.65 0.40 0.59 0.47 0.56 0.55
Oold 0.62 0.32 0.70 0.27 0.51 0.50
7 New 0.74 0.27 0.69 0.18 0.61 0.46
Old 0.72 0.28 0.95 0.17 0.59 0.61
’ New 0.66 0.43 0.76 0.35 0.57 0.56
old 0.71 0.33 0.85 0.24 0.60 0.63
H New 0.65 0.35 0.73 0.29 0.55 0.50
Old 0.79 0.16 0.98 0.09 0.66 0.61
B New 0.74 0.36 0.81 0.29 0.63 0.54
Old 0.77 0.12 0.97 0.06 0.63 0.60
" New 0.76 0.34 0.89 0.24 0.65 0.52

Table 5. Performance comparison in holdout test set. New models have a different model for each week (old
approach). Significant values are in bold.

F1-score Recall
Week | Model | Approved | Reproved | Approved | Reproved | Accuracy | AUC
Multiple | 0.63 0.49 0.56 0.60 0.57 0.63
! Unique | 0.73 0.51 0.73 0.50 0.65 0.66
Multiple | 0.82 0.57 0.86 0.51 0.75 0.74
’ Unique | 0.83 0.58 0.88 0.57 0.76 0.84
Multiple | 0.82 0.55 0.78 0.63 0.74 0.76
> Unique | 0.92 0.74 0.94 0.68 0.86 0.92
Multiple | 0.91 0.79 0.89 0.82 0.87 0.90
7 Unique | 0.94 0.86 0.95 0.85 0.90 0.95
Multiple | 0.90 0.74 0.95 0.65 0.85 0.90
’ Unique | 0.97 0.94 0.96 0.93 0.95 1.00
Multiple | 0.76 0.58 0.70 0.68 0.69 0.78
H Unique | 0.89 0.81 0.98 0.91 0.94 0.98
Multiple | 0.92 0.67 0.92 0.64 0.87 0.88
B Unique | 0.98 0.96 1.00 0.93 0.99 0.97
15 Multiple | 0.94 0.82 0.96 0.77 0.91 0.98
Unique | 0.96 0.91 0.97 0.89 0.95 0.99

Table 6. Performance comparison in holdout test set. Unique model versus multiple models for each week.
Significant values are in bold.

models. Even the flexible model was evaluated with a 15-week duration in the holdout tests, as shown in the
tables, allowing for a direct comparison with the previous models.

Model performance comparison

This section compares the performance of two model methodologies: Unique and Multiple. The comparison is
based on key performance metrics such as F1-score for approved and failed students and the Area Under the
Curve (AUC) score. Figures 5, 6, and 7 summarize the results across multiple weeks.

FI-score for approved students

Figure 5 illustrates the F1-score performance for predicting students who completed the course (approved). The
Unique model consistently outperforms the Multiple model across all weeks. From Week 1, the Unique model
shows a steady increase in F1-score, reaching approximately 0.98 by Week 13 and maintaining a high level of
performance through Week 15. In contrast, the Multiple model demonstrates more variability, peaking at around
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Fig. 5. Model methodology comparison—F1-score (Approved).
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Fig. 6. Model methodology comparison—F1-score (Failed).
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Fig. 7. Model methodology comparison—AUC.

0.94 in Week 15 but showing noticeable dips in Weeks 5 and 11. These results suggest that the Unique model
offers superior stability and higher accuracy in predicting approved students over time.

Fl-score for failed students

Figure 6 presents the F1-score for students who failed the course. The Unique model significantly outperforms
the Multiple model, particularly from Week 5 onwards. The F1-score for the Unique model increases from 0.51
in Week 1 to around 0.95 by Week 13, maintaining strong performance through Week 15. In comparison, the
Multiple model struggles with lower scores, especially noticeable dips around Weeks 5, 7, and 11, where the F1-
score drops to as low as 0.54. This suggests that the Unique model is more effective at identifying at-risk students,
offering consistent and reliable predictions across different weeks.
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AUC score comparison

The AUC score, shown in Fig. 7, reinforces the superior performance of the Unique model. After Week 3, the
AUC of the Unique model consistently exceeds 0.90, peaking at nearly 1.00 by Week 9 and maintaining this
level through the remaining weeks. On the other hand, the Multiple model shows more fluctuation, with AUC
values dropping around Weeks 7 and 11. The Unique model’s stable AUC scores indicate its ability to generalize
effectively across different weeks, offering more reliable predictions for both approved and at-risk students.

Feature importance

To help understand the model’s decision-making process, we employed SHapley Additive exPlanations (SHAP)
to interpret the feature contributions to the predictions. Figure 8 shows the SHAP summary plot for the final
model, highlighting how each feature influences the prediction of student dropout or success.

The SHAP plot reveals that features such as total_weeks (total duration of the course in weeks), days_with_
logs_avg (the average number of days a student has activity logs up to the current week), and max_consecutive_
days_without_access (the maximum number of consecutive days a student did not access the course platform)
had the most significant impact on the model’s predictions of dropouts and students who failed. Specifically,
students with fewer weeks of engagement or extended periods without accessing the platform were more likely
to be classified as at-risk. Additionally, the results suggest that students in longer courses (with a higher total
week count) are more prone to dropping out or failing.

Discussion

The comparison between the old models (Random Forest and XGBoost) and the new model (CatBoost with
NSGA-II optimization) demonstrates clear improvements in the performance of the proposed approach,
particularly in terms of recall, F1-score, accuracy, and AUC.

FI-Score: As seen in Tables 5 and 6, the proposed model consistently achieved higher F1-scores compared to
the old models, particularly in detecting students at risk (reproved class). For instance, in Experiment 1, in Week
5, the F1-score for the reproved class increased from 0.25 (old model) to 0.40 (new model), while in Experiment
2, the Fl1-score improved from 0.55 (multiple models) to 0.74 (unique model). These results highlight the new
model’s significantly improved ability to identify students at risk of failure.

Recall: The new model exhibited higher recall scores across most weeks for the reproved class, demonstrating
its ability to identify a greater proportion of at-risk students. For instance, in Experiment 1, in Week 7, the recall
for the reproved class decreased from 0.27 (old model) to 0.18 (new model). However, in Experiment 2, the recall
improved from 0.82 (multiple models) to 0.85 (unique model). This demonstrates a significant improvement in
the new model’s ability to identify at-risk students in Experiment2, making it particularly effective for early
interventions.

Accuracy: As with the recall, accuracy showed notable improvements in Experiment2. In Experiment 1, for
Week 9, the accuracy for the reproved class decreased slightly from 0.59 (old model) to 0.57 (new model).
However, in Experiment 2, the accuracy was higher, rising from 0.85 (multiple models) to 0.95 (unique model).
This indicates that the model in Experiment2 performed much better at correctly identifying both reproved and
approved students, highlighting its improved predictive capabilities.

AUC: The AUC also demonstrated marked improvements, indicating the model’s enhanced ability to
distinguish between at-risk and non-at-risk students. In Experiment 1, for Week 9, the AUC decreased slightly
from 0.61 (old model) to 0.56 (new model). However, in Experiment 2, the AUC improved significantly, rising
from 0.90 (multiple models) to 1.00 (unique model). This shows that the model in Experiment2 has a much
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Fig. 8. SHAP values for feature importance. Red represents higher feature values, and blue represents lower
feature values. The x-axis shows the impact on the model’s output.
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Study F1-Score | Recall | Accuracy | AUC
Exp. 1 (Week 7) New [ 0.79 0.82 |0.87 0.90
Exp. 2 (Week 7) Unique | 0.86 0.85 [0.90 0.95
13 0.95 0.95 |0.95 -

z 0.84 0.81 | 0.955 -

u 0.97 0.96 |0.99 -

2 0.33 026 |0.94 0.62
2z 0.88 - 0.83 0.66
14 - - - 0.90
15 - 072 |- 0.86
10 - - - 0.91
28 0.81 0.80 [0.85 0.87
= - - - 0.77
7 0.76 0.77 {077 -

19 - - 0.57 -

Table 7. Comparison of performance metrics across studies.

stronger discriminatory ability in identifying at-risk students, further enhancing its practical application for
early interventions.

The proposed model, which incorporates course duration as a feature and robust optimization techniques,
demonstrated substantial improvements over previous models. The earlier models were limited by relying
on cumulative data only up to a given week, whereas the new model leverages NSGA-II hyperparameter
optimization and integrates more granular features, including course duration and progression. This enables
the model to utilize data from all available weeks more effectively. As a result, the new model offers enhanced
generalization across different time frames, improved flexibility, scalability, and significantly more accurate
predictions of students’ outcomes.

These results are particularly important in educational data mining, as early detection of students at risk of
failure can enable timely interventions, ultimately helping to reduce dropout rates and improve overall student
success.

Comparison of metrics with existing studies
In this section, we compare the performance of our model in both experiments with the metrics reported in
prior studies. Table 7 summarizes performance metrics from the related work and our experiments, including
accuracy, recall, F1-score, and AUC. This comparison emphasizes that our study focused on the F1-score and
recall for reproved students, while the studies compared may not have specifically provided metrics for this
category.

Several key observations can be drawn from this comparison:

o Accuracy: The accuracy achieved in our Experiment2 model was 0.90, which is competitive, surpassing®!
(0.83) and aligning closely with?® (0.85), while approaching?” (0.955).

o Recall: Recall in Experiment2 0.85, marks improvement over Experiment] (0.82) for reproved students. This
positions our model’s recall ahead of*” (0.81) and'® (0.72), and approaching®® (0.80) and** (0.96).

o FI-Score: The F1-score of 0.86 in Experiment2 for reproved students shows a substantial improvement from
Experiment1 (0.79). Our Fl-score surpasses?’” (0.84) and approaches®! (0.88), while remaining behind?
(0.97). As different studies focus on varying student categories, these discrepancies highlight potential differ-
ences in how the metrics were calculated across studies.

o AUC: The AUC in Experiment2 0.95, represents a significant leap from Experiment1 (0.90). This AUC aligns
well with!'* (0.90),'> (0.86), and'® (0.91), confirming the model’s strong discriminatory power in differentiat-
ing between at-risk and non-at-risk students. Additionally, our model performs competitively with?® (0.87),
reinforcing its reliability.

Apart from the performance metrics, comparing the algorithmic approaches and strategies employed by our
model and existing studies is essential. Previous studies have utilized models like Random Forest and XGBoost,
known for their robustness, but these models lacked the sophisticated hyperparameter optimization employed
in our study'. By integrating the NSGA-II, our model demonstrated higher accuracy, recall, and F1-scores,
particularly for the minority class of at-risk students. This emphasizes the utility of NSGA-II in fine-tuning
model parameters to achieve better predictive performance across various metrics.

For instance, while prior models showed improvements using oversampling techniques such as SMOTE, we
applied ADASYN to target the minority class more effectively. This led to significant gains in detecting students
at risk of dropout. ADASYN allowed for more targeted sampling of the minority class, providing a better balance
and improving the model’s ability to generalize across imbalanced datasets.

Our model introduces dynamic, time-based features-such as relative course duration and week-based
engagement metrics-that significantly improve generalizability across various course lengths. Prior studies have
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demonstrated the importance of LMS interaction logs as predictors of academic outcomes?®. However, our model
expands on this approach by incorporating course duration as a dynamic feature, adjusting predictions based
on student progress through the course. This ability to handle varying course lengths and student behaviors
enhances our model’s robustness and sets it apart from the existing literature.

Furthermore, our model offers greater adaptability across different types of courses. While earlier research
often focused on specific disciplines or course types, such as STEM subjects, we demonstrated that our
model generalizes effectively across a broader range of disciplines. For instance, socioeconomic data has been
incorporated to predict dropout rates across educational contexts'. In contrast, our study showed that the
model could be generalized across different course types, making it applicable in various educational settings.
This flexibility highlights the practical application of our model in diverse institutional contexts, expanding its
potential for addressing educational challenges across different fields.

Research questions
Based on the results from our experiments, supported by statistical and distance evaluations, we provide the
following answers to the research questions:

Question 1: How effectively can machine learning models, trained on limited student log data from Moodle,
generalize to predict outcomes in larger and diverse datasets with unseen courses? Answer. In Experiment], the
models showed moderate generalizability, on week 7 achieving an accuracy of 0.87, but lower recall (0.82)
and Fl-score (0.79) for at-risk students. This indicates that the models struggled to identify at-risk students
effectively in unseen datasets without additional adjustments. Statistical tests (KS statistic of 0.069, p-value
close to zero; Mann-Whitney U p-value 6.33 x 10™*°) confirmed significant differences between training and
test distributions, suggesting that the data’s homogeneity limits the model’s generalization. This experiment
highlights the importance of data quality, especially when working with a limited dataset. A small dataset may
not be sufficient for robust generalization in educational contexts, where student behaviors and course designs
can vary significantly.

Question 2: Which features in the student log data are most predictive of success or engagement, and do these
features remain equally important across different courses? Answer. SHAP analysis and feature selection through
NSGA-II highlighted key predictive features:

« total_weeks: Longer courses correlate with higher dropout likelihood.

o days_with_logs_avg and max_consecutive_days_without_access: Regular engagement and minimal extend-
ed absences are linked to student success.

o first_log days_diff and relative_week: Early and consistent engagement benefit outcomes.

Consistent feature selection across models indicates the robustness of these metrics, although relative importance
may vary by course structure.

Question 3: Can the NSGA-II multi-objective optimization algorithm effectively enhance machine learning
models’ predictive accuracy and reliability for identifying at-risk students in dropout prediction scenarios? Answer.
Our implementation of the NSGA-II algorithm produced good results, particularly for the at-risk class, achieving
an F1-score of 0.86 on week 7. This genetic algorithm’s flexibility enabled efficient exploration and exploitation of
the search space, allowing for simultaneous optimization across multiple areas, such as model selection, feature
selection, and hyperparameter tuning. Its multi-objective capability allowed us to optimize for both macro F1-
score and recall for failed students, balancing the performance for at-risk students with overall model accuracy.
The 3D Pareto front in Fig. 4 illustrates how NSGA-II converged on optimal configurations across metrics,
enhancing both recall and stability.

Question 4: How does the predictive accuracy and stability of a single model trained on data from all weeks
compare to that of separate models trained on each week? Answer. The performance metrics from Experiment2
reveal that a single model trained on data from all weeks outperformed the individual weekly models. Notably,
the single model achieved higher scores in key metrics, including on week 7 an F1-score of 0.86, recall of 0.85,
and an AUC of 0.95. These results suggest that the single model that has all the data available provides more
accurate predictions than a model that only has the week’s data.

Implications for Predictive Modeling in Education: The results indicate that incorporating cumulative
engagement features, optimizing key metrics through NSGA-II, and using week-based features improve model
generalizability, stability, and predictive accuracy across diverse educational contexts.

Final remarks
Through two experiments, we evaluated the effects of advanced model architectures and balancing techniques on
the accuracy, recall, and reliability of predictions in identifying at-risk students. Experiment 1 provided a baseline
using a traditional model tested on holdout data that had not been used in training, addressing the challenge of
generalizing machine learning models trained on limited LMS data (Question 1). However, statistical evaluations
revealed significant discrepancies between training and test distributions, limiting the model’s generalization to
new courses. Experiment 2, in contrast, introduced week-based features and a single model trained on data from
all weeks, improving generalization across datasets. The results showed that incorporating week-based features
allowed the model to adapt more effectively to different course structures, enhancing its predictive power when
applied to unseen data.

The findings also highlight the importance of key predictive features in student log data, answering Question
2. Feature selection through NSGA-II and SHAP analysis consistently identified course duration, total logs, days
with access, and inactivity patterns as the most influential factors in dropout prediction. These engagement
metrics remained relevant across different contexts, confirming their significance in identifying at-risk students.
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Furthermore, NSGA-II proved to be an effective optimization approach, improving model performance
by balancing recall and Fl-scores, which directly addressed Question 3. By optimizing feature selection,
hyperparameters, and model architecture, NSGA-II enhanced the predictive accuracy and reliability of the
models, particularly in identifying at-risk students. Additionally, the comparative results between Experiment
1 and Experiment 2 answered Question 4, showing that a single model trained on all weeks’ data outperformed
separate weekly models. The unified model achieved higher F1-scores, recall, and AUC values over multiple
weeks, demonstrating that incorporating cumulative engagement features leads to a more scalable and accurate
approach for dropout prediction.

Future work could expand on this research by investigating the performance of the proposed model on larger,
more diverse datasets to further validate its robustness. Additionally, exploring the explainability of the model
would provide deeper insights into its decision-making process, making it more transparent and actionable for
educators. Another important direction is to evaluate the model’s behavior across different academic disciplines,
such as STEM, social sciences, and communication studies, to determine whether specialized models yield
better predictive accuracy in specific fields. By addressing these aspects, this study contributes to a more scalable
and effective approach to student dropout prediction in online learning environments.

Data availability
The manuscript’s raw data are not openly available. Anonymized and preprocessed data sets generated during the
current study are available from the corresponding author upon reasonable request and institutional approval.
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