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Federated learning is a distributed machine learning approach designed to tackle the problems 
of data silos and the security of raw data. Nevertheless, it remains susceptible to privacy leakage 
risks and aggregation server tampering attacks. Current privacy-preserving methods often involve 
significant computational and communication overheads, which can be challenging in resource-limited 
settings, hindering their practical application. To overcome these obstacles, this article proposes an 
efficient secure aggregation scheme based on secret sharing-GVSA. GVSA safeguards the privacy of 
local models through a masking technique and improves the system’s resilience to user dropouts by 
utilizing secret sharing. Furthermore, GVSA implements a dual aggregation approach and incorporates 
lightweight validation tags to verify the accuracy of the aggregation results. By adopting a grouping 
strategy, GVSA effectively minimizes the computational burden on both users and the server, making 
it well-suited for resource-constrained environments. We compare GVSA with leading existing methods 
and assess its performance through various experimental setups. Experimental results demonstrate 
that GVSA maintains high security while effectively preserving model accuracy. Compared to FedAvg, 
GVSA incurs only approximately 7% additional computational overhead. Furthermore, compared to 
other secure aggregation schemes with the same security level, GVSA achieves approximately a 2.3× 
improvement in training speed.
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With the global wave of digitization, machine learning has made significant strides in fields such as computer 
vision1, autonomous driving2, smart healthcare3, and smart cities4, fueled by the massive influx of data. However, 
as digital transformation accelerates, the proliferation of devices like smartphones, wearables, and smart home 
products has resulted in data that is not only vast in volume but also highly distributed. This creates unprecedented 
challenges for centralized data management and effective utilization. At the same time, the public is increasingly 
concerned about the protection of privacy, data transmission and sharing process need to strictly abide by the 
privacy protection regulations, data transmitted over the network must be encrypted to prevent leakage and 
misuse. Consequently, traditional centralized machine learning frameworks face significant limitations in terms 
of data management and privacy protection, making it difficult to address issues like privacy preservation and 
data silos.

In this context, Federated Learning (FL)5, an innovative distributed machine learning framework, has 
emerged. FL distributes the training task across multiple data holders (i.e., clients or devices), where each data 
holder trains a model on its local data and uploads the training results (e.g., gradients or model parameters) 
to a central server for aggregation, which generates a global model. This approach not only avoids the direct 
transmission of raw data, reducing the risk of privacy leakage, but also fully utilizes distributed data resources, 
improving model generalization and training efficiency.

However, despite not transmitting raw data, local gradients or model parameters can still leak sensitive 
user information6,7. Adversaries may intercept these parameters and, using advanced machine learning or 
statistical techniques, reconstruct parts of the original user data, thus compromising privacy. Furthermore, the 
central server, as a core component of the FL system, directly affects the correctness of the global model and 
the reliability of the system. If manipulated by an adversary or subjected to failure, the server can disrupt the 
entire system’s functionality8. For instance, an attacker could inject malicious data or forge updates, leading the 
aggregation server to return an erroneous global model and undermine the effectiveness of the entire system.
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To address these concerns, existing research has proposed various security schemes, including Homomorphic 
Encryption (HE)9,10, Secure Multiparty Computation (SMC)11,12, and Differential Privacy (DP)13–15 However, 
these methods have their limitations. HE, while offering strong privacy protection, come with high computational 
and communication Overhead, making them inappropriate for environments with limited computational 
resources. DP, which protects privacy by introducing noise into gradients or raw data, frequently necessitates 
a compromise between privacy and model accuracy. SMC avoids the high computational cost associated with 
performing complex operations on encrypted data, which is a limitation of HE. Compared to DP, SMC preserves 
data privacy without introducing significant accuracy loss in the model. As a result, SMC demonstrates greater 
adaptability and advantages in applications that require both privacy protection and efficient computation. 
However, most existing schemes primarily focus on protecting user privacy while overlooking the challenge of 
effectively mitigating the single point of failure risk at the aggregation server.

In response to this, some studies have proposed solutions to mitigate the single point of failure of the 
server16–18. While these solutions offer some degree of privacy protection and allow for result verification, they 
often incur high computational and communication overheads, which hinder their application in large-scale, 
practical settings. Furthermore, user dropouts are unavoidable owing to unreliable communication networks, 
and the protocol’s fault tolerance has a direct impact on the usability of FL systems.

To address these challenges, this article proposes a group verifiable secure aggregation scheme based on 
secret sharing-GVSA. GVSA leverages SMC to protect data privacy while designing a low-overhead verification 
protocol. Additionally, it exhibits a certain level of fault tolerance to user dropouts. The main contributions of 
this article are as follows:

•	 Based on key agreement and the homomorphic properties of secret sharing, this article implements a sin-
gle-mask secure aggregation method that can tolerate user dropouts during training, and adopts a double 
aggregation approach to prevent malicious servers from tampering.

•	 GVSA separates users into several groups. Within each group, users only need to perform a small number 
of digital signature and key generation operations. This design effectively reduces computational overhead, 
thereby improving training efficiency and making it suitable for resource-constrained environments.

•	 This study presents a complete theoretical analysis of GVSA’s security and proves its performance through 
tests. GVSA has a reduced computational overhead during verification than current state-of-the-art solutions, 
resulting in rapid and low-communication verification. Additionally, the security scheme does not negatively 
impact model accuracy, demonstrating that GVSA is an efficient and feasible solution for FL.

The remainder of this article is organized as follows. “Related Work” discusses related efforts on privacy-preserving 
FL and verifiable FL. “Preliminary” introduces some cryptographic primitives used in GVSA. “System Model” 
outlines the threat model, design goals, and scheme overview. “GVSA Design” provides a detailed description 
of the proposed security scheme. “Security Analysis” presents a security analysis of the scheme. “Evaluation” 
evaluates the performance of the scheme through experiments. “Discuss and Future Work” discusses a number 
of issues surrounding actual deployment and future work. Finally, “Conclusion” summarizes the article and 
discusses future directions.

Related work
Privacy-preserving federated learning
In FL, privacy and security have always been key challenges. Existing privacy-preserving schemes mainly include 
Homomorphic Encryption (HE), Differential Privacy (DP), and Secure Multiparty Computation (SMC). HE 
is a powerful privacy protection method that ensures privacy during data transmission through encryption 
algorithms. Zhang et al.19 implemented secure aggregation of gradients using the Paillier encryption technique, 
guaranteeing privacy while preserving data security. Du et al.20 proposed the threshold multi-key homomorphic 
encryption scheme—tMK-CKKS, which enhances security against collusion attacks compared to single-
key encryption and provides post-quantum security under the RLWE assumption. However, homomorphic 
encryption involves complex encryption and decryption operations as well as ciphertext expansion, resulting 
in high computational and communication overhead. Consequently, both single-key and threshold multi-key 
homomorphic encryption schemes may significantly degrade system efficiency in federated learning scenarios 
with limited computational resources. DP adds noise to safeguard user privacy. Abadi et al.21 introduced 
a approach based on differential privacy, where Gaussian noise was used to obfuscate the gradients, thereby 
preventing data leakage. Although differential privacy plays an important role in privacy protection, its training 
efficiency is low in scenarios with uneven data distribution or large computational gaps. To address this, Zhou 
et al.22 proposed a FL scheme based on local differential privacy to safeguard user privacy and improve training 
efficiency. However, the use of differential privacy’s privacy budget often leads to a drop in model accuracy, 
making the balance between privacy and model performance a key issue for differential privacy in FL. SMC 
utilizes multiparty computation technology, allowing multiple servers23–25 to compute jointly without disclosing 
each other’s private data. Chaudhari et al.26 developed a 4PC privacy-preserving machine learning framework 
that utilizes multiparty computation technologies to safeguard user privacy. Bonawitz et al.27 designed an SMC-
based single-server FL method to protect each user’s local gradient. However, these schemes face significant 
computational and communication overheads in practice. Consequently, subsequent research has improved 
these schemes to enhance their performance and efficiency.

Liu et al.28 proposed replacing the conventional Diffie–Hellman key exchange protocol with homomorphic 
pseudorandom generators, which somewhat lowers communication and computing overhead. However, it 
cannot effectively handle user dropouts. Kadhe et al.29 proposed a FastSecAgg scheme based on Fast Fourier 
Transform (FFT) and multi-secret sharing, but it can only tolerate a fixed proportion of user dropouts, which may 
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lead to system instability in practical applications. Bonawitz et al.27 used a double masking scheme where model 
efficiency falls as the user dropout ratio rises. Therefore, EPPDA30 and AHSecAgg31 utilize the homomorphism 
of secret sharing to encrypt model parameters using only a single mask, significantly reducing computational 
overhead without affecting the user’s offline processing capabilities and model accuracy. Additionally, Xu et al.32 
proposed LaF, a lattice-based communication-efficient federated learning protocol that achieves post-quantum 
security. LaF replaces the multi-round communication of Shamir’s secret sharing with secret updates, thereby 
improving efficiency. However, it still suffers from the high computational overhead of the dual-masking scheme 
during the aggregation phase. Moreover, lattice-based cryptographic methods inherently require significant 
computational resources, which can impose a substantial burden on IoT devices with limited processing 
capabilities.

Verifiable federated learning
In FL, the aggregation server plays a critical role in consolidating model parameters from various clients. 
Consequently, this central component may become a prime target for malicious attacks. One major problem 
is the potential single point of failure, in which the aggregation server might undermine the integrity of the 
aggregate findings, resulting in an erroneous global model and jeopardizing the system’s overall security and 
accuracy. To safeguard the aggregation process and ensure its integrity and reliability, it is imperative to design 
verifiable secure aggregation schemes. Xu et al.33 introduced VerifyNet, the first verifiable secure FL scheme. 
This solution incorporates homomorphic hash functions into a double-masking security protocol to ensure that 
the server’s aggregate results are correct. Specifically, VerifyNet employs homomorphic encryption properties to 
hash the aggregation results, ensuring that even under attack, the aggregation server cannot tamper with or forge 
these results. However, the introduction of homomorphic hashing and pseudorandom number encryption in 
VerifyNet significantly increases computational and communication overhead, which can limit its performance 
in high-concurrency or large-scale user environments. To mitigate the overhead in VerifyNet, Guo et al.34 
introduced the VeriFL scheme, which integrates homomorphic hashing with equivalent commitments, Zhou et 
al.35 designed a non-traceable, low-communication verification scheme PVFL using homomorphic hashing and 
signature. However, VeriFL and PVFL still rely on homomorphic hashing, therefore, remain expensive in terms 
of computation and communication overhead. To address the high overhead associated with homomorphic 
hashing, Hahn et al.36 proposed the VERSA scheme. VERSA employs lightweight pseudorandom generators 
(PRGs) as a substitute for homomorphic hashing to verify the correctness of aggregation results. This approach 
significantly lowers the verification process’s computing overhead, enhancing verification efficiency by several 
orders of magnitude compared to previous schemes. Despite the significant performance improvements offered 
by VERSA, the system still necessitates interaction between each user and the server. This requirement places 
a substantial burden on the aggregation server, potentially impacting the overall efficiency of the system. To 
further enhance verification efficiency, G-VCFL37 adopts a chain-grouping strategy, decomposing verification 
tasks into multiple intra-group operations.To further enhance verification efficiency, G-VCFL37 adopts a 
chain-grouping strategy, decomposing verification tasks into multiple intra-group operations. This approach 
minimizes the number of users each aggregation server must process, substantially improving verification 
efficiency while optimizing verification performance. However, a notable drawback of G-VCFL is its limited 
robustness in dynamic environments, particularly in handling user dropouts. When a user exits, the entire group 
is unable to participate in subsequent aggregation processes, which undermines the system’s adaptability to 
changing conditions.

Based on the above research work, we propose a grouping verifiable FL scheme based on secret sharing, 
considering the efficiency, verifiability and fault tolerance of the security aggregation scheme. It does not use 
linear homomorphic hashing, uploads lightweight authentication tags to aggregation services, and users only 
need to secretly share with group users, so the computing overhead of both users and servers is greatly reduced. 
Therefore, this scheme is better suited to FL in large-scale user scenarios with limited computational resources.

Preliminary
Federated learning
Federated learning5 generally involves a server and N users, each possessing a local dataset Di. Each user 
performs multiple rounds of iterative training on Di, generating a local model, and then sends updates of these 
models (such as gradients or parameters) to the server. The server usually uses the FedAvg algorithm (Eq. (1)) 
for aggregation to generate global model, which is then returned to all participating users:

	
G = 1

N

n∑
i=1

wi� (1)

The user starts a fresh cycle of training, which continues until the model converges or meets predefined 
termination conditions. However, there is still a possibility of privacy leakage during this process. Attackers may 
intercept intermediate parameters to obtain the user’s sensitive information. As a result, it is critical to ensure the 
model’s local parameters are secure and that the model training is executed correctly.

Shamir secret sharing
Shamir’s Secret Sharing38 is a classic cryptographic algorithm. Its main idea is to divide a secret into multiple 
secret shares using a polynomial and distribute them to multiple holders. As long as a sufficient number of 
holders participate (at least the threshold t), they can jointly reconstruct the secret; however, if the number 
of holders is insufficient to meet the threshold, the secret cannot be reconstructed. This method ensures that 
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during the secret distribution process, no single holder can independently learn the secret, thereby enhancing 
the security of the data.

In the Shamir secret sharing scheme, the secret s is a number sampled over a finite field (with Q being a large 
prime). Shamir secret sharing primarily composed of two algorithms: SSS.share and SSS.recons.

•	 SSS.share (s, t, U) → {(i, si)}i∈U : With the secret s and the threshold t as inputs, it generates |U | secret 
shares for the user set U. After executing the secret sharing algorithm, each user i ∈ U  in the set will obtain 
one secret share.

•	 SSS.recons ({(i, si)}i∈U′ , t) → s: Get secret shares from at least t users from the set i ∈ U ′ (t ≤ U ′ ≤ U) 
and restore the secret s through Lagrange interpolation.

Additionally, Shamir’s secret sharing has homomorphic additivity39, which means that the sum of the shares 
of different secrets can be used to reconstruct the sum of the secrets. For example, if two secrets s1, s2 are 
shared among the user set U, their secret shares {(i, s1,i)}i∈U , {(i, s2,i)}i∈U  are generated. When at least t 
users participate in the reconstruction, the sum of the secrets can be reconstructed through the reconstruction 
algorithm SSS.recons 

(
{(i, s1,i + s2,i)}i∈U′ , t

)
→ s1 + s2.

Diffie–Hellman key agreement
The Diffie–Hellman key exchange protocol40 is a key exchange protocol in public key cryptography that enables 
secure communication between two parties in an insecure environment. The basic idea is to allow two parties 
to obtain a shared symmetric key without exchanging any secret information. The Diffie–Hellman key exchange 
protocol consists of three algorithms: KE.pa, KE.gen, KE.ag.

•	 KE.pa → {q, g, G F}: Generate public parameters. Given a security parameter k as input, output a genera-
tor and a large prime order finite field G F .

•	 KE.gen → (ssk
i , spk

i ): Generate a private key pair. The user selects a private key ssk
i

(
ssk

i ∈ G F
)

, com-

putes the public key spk
i = gssk

i , and broadcasts the public key to other users.
•	 KE.ag(ssk

i , spk
j ) → sij : Any user i uses his private key ssk

i  and the public key spk
j  of user j to generate a session 

key sij = (spk
j )ssk

i =
(

gssk
j

)ssk
i

. Similarly, user j also generates a session key sji = (spk
i )ssk

j =
(

gssk
i

)ssk
j

 

with user i. Thus, a symmetric session key sij =
(

gssk
j

)ssk
i

=
(

gssk
i

)ssk
j

= sji is generated between every 

two users.

Authenticated encryption
Authenticated Encryption (AE)41 is a cryptographic technique that integrates encryption and authentication 
functions to enhance data security. AE typically comprises two primary components: AE.enc for encryption and 
AE.dec for decryption. During the encryption process, the sender employs a shared symmetric key to encrypt 
the data and generates an accompanying authentication tag. This tag serves a dual purpose: it confirms the 
correctness of the data content and verifies that the data has not been altered. Upon receiving the encrypted 
data, the receiver utilizes the decryption algorithm to first recover the plaintext and subsequently verify the 
authentication tag, ensuring both the data integrity and the reliability of its origin. The correctness of this process 
can be mathematically represented as AE.dec (c, AE.enc (c, m)) = m (∀c, ∀m), where c denotes the symmetric 
key and m denotes the plaintext.

Digital signature
Digital signature42 is an important cryptographic technology in information security. Its primary purpose is 
to validate the provenance of information, ensure data integrity, and prevent data from being tampered with 
during transmission. It is often based on public key cryptography and implemented using a key pair. The specific 
procedure includes: SIG.gen, SIG.sign, SIG.ver.

•	 SIG.gen(k) →
(
dSK , dP K

)
: Input security parameters, output the private key dSK  for signing, and the 

public key dP K  for verification.
•	 SIG.sign(dSK , m) → σ: Use the private key dSK  to sign the plaintext m, generating the signature σ.
•	 SIG.ver(dSK , m, σ) → {0, 1}: Use the public key dP K  and plaintext m to verify the signature σ, and return 

0 or 1 as the result, where 0 indicates verification failure and 1 indicates verification success.

System model
Threat model
In this study, we consider two primary threat models to thoroughly evaluate the security of our protocol under 
different attack scenarios:

•	 Honest-but-curious Model: In this model, all participants are assumed to be semi-honest, meaning they 
adhere to the rules of the protocol and do not deliberately break the protocol or launch attacks. However, 
participants are curious and may be interested in other users’ information. While they do not actively manip-
ulate or tamper with the data within the protocol, they might utilize the information they legitimately receive 
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to deduce private data of other users. Consequently, even though users act in accordance with the protocol, 
their potential for inquisitive behavior necessitates the implementation of protection mechanisms to ensure 
privacy preservation.

•	 Malicious Model: In this threat model, external attackers have malicious intent and may actively disrupt 
the normal operation of the protocol through various means. Attackers will not only steal information by 
intercepting communication data, but may also tamper with data during transmission, or even tamper with 
aggregation results, causing the wrong global model to be broadcast to all participants. Therefore, the proto-
col needs to have strong anti-tampering and anti-eavesdropping capabilities to deal with such more invasive 
attacks.

In addition to the threats posed by users and external attackers, we also assume that the server may be malicious. 
The server is often in charge of aggregating model changes from several users and broadcasting the global model 
to all participants. However, a malicious server may exploit its control over the aggregation process to introduce 
bias into the global model and propagate these incorrect model parameters to the users. This not only affects the 
accuracy of the global model but may also lead to data leakage.

Design objectives
Our protocol is designed to enable the server to aggregate models without accessing users’ local model 
information, thereby effectively defending against inference attacks and server-initiated tampering attacks, while 
achieving the following key security properties:

•	 Confidentiality: Confidentiality is a critical aspect of data transmission, ensuring that external adversaries 
are unable to extract any non-public information from communications. By employing encryption and priva-
cy protection measures, we can safeguard the integrity of the data being transmitted. These measures ensure 
that even if the communication is intercepted or eavesdropped upon, malicious parties are unable to recover 
users’ private information.

•	 Privacy: Privacy protection primarily addresses internal threats, especially from malicious server behavior. 
The server is restricted to accessing only the model parameters submitted by users, which are both encrypted 
and masked. This ensures that the server cannot access the users’ raw local models, thereby safeguarding sen-
sitive information. Additionally, users are unable to learn each other’s models, preventing privacy leakage due 
to model exchanges or mutual inference.

•	 Correctness: Correctness guarantees that the aggregation results cannot be altered by the server, ensuring 
that the global model received by each user is completely correct. By introducing an anti-tampering mech-
anism, the data in the aggregation process cannot be tampered with, thereby maintaining the accuracy and 
integrity of the global model and ensuring that users can always obtain correct updated information.

System architecture
The participants in the system include users, multiple aggregation servers, and a central server:

•	 Users: Users participate in model training through smart devices. Each user has a unique legal identity and 
participates in the generation of the global model by training the local model with their own data.

•	 Aggregation Servers: Aggregation servers provide computational services for users and are responsible for 
aggregating the models of users within local groups. Each aggregation server serves a specific number of users 
and forwards the aggregated results to the central server. Aggregation servers handle intermediate computa-
tions and ensure the smooth collaborative training process within the group.

•	 Central Server: The central server is charged with initializing model parameters and providing computation-
al services for aggregation servers to upload their data, ultimately performing the global model aggregation.

As shown in Fig. 1, the protocol operates in four stages (the protocol terminates immediately if any user drops 
out in any stage):

① Initialization: Users are organized into groups, with each group assigned an aggregation server. The central 
server distributes the initialized model parameters to all users. Each user generates a Diffie–Hellman key pair (
ssk

i , spk
i

)
 for key exchange and a key pair 

(
dSK

i , dP K
i

)
 for digital signatures, as needed.

② Model Training and Masking: Users within each group digitally sign the public key of Diffie–Hellman and 
share the public keyspk

i along with the signature σiwith other users. Each user generates a random mask bi 
and performs secret sharing, using their private key ssk

i  and other users’ public keys spk
j  to generate a session 

key si,j . This key is then used to encrypt the secret shares. To protect the privacy of the local model, users 
encrypt their models using the mask to obtain the masked model ϑi and generate a verification label δi. Both 
ϑi and δi are then sent to the aggregation server.
③ Secure Aggregation: The aggregation server constructs a list of participating users and broadcasts it. Each 
user aggregates the secret shares of the users in the list and transmits the result bsum,i to the aggregation 
server. The aggregation server uses these shares to perform secret reconstruction and aggregates to obtain the 
group model Gl and aggregation verification tag δl. Both Gl and δl are uploaded to the central server, which 
further aggregates results from different groups to obtain G, δ and broadcasts the final aggregated result to 
all users.
④ Aggregation Result Verification: Users verify the aggregated result. If successful, the system proceeds to the 
next round of model training; otherwise, the protocol terminates.
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GVSA design
In this section, we introduce the technical details of GVSA and present its implementation through four stages 
(as shown in Fig.  2): initialization, model training and masking, secure aggregation, and aggregation result 
verification. We assume that the system consists of one central server, l aggregation servers, and n user.

Figure 2.  GVSA interactive view.

 

Figure 1.  The architecture of GVSA.
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Initialization
In this stage, the central server initializes the global model parameters G0, learning rate η, number of epochs 
for training, Shamir secret sharing threshold t, and selects secure parameters k as inputs. The central server then 
generates and broadcasts the output public parameters (q, g, G F ) to the users in the system. The users are divided 
into l distinct groups, represented by the set L, and and generate two pairs of keys 

(
ssk

i , spk
i

)
and

(
dSK

i , dP K
i

)
 

to ensure the security and reliability of subsequent data transmission and authentication processes.
In the process of user group partitioning, we take into account the impact of physical distance between 

devices on communication latency and data transmission quality. As the distance between devices increases, 
communication latency becomes longer, and the packet loss rate may also rise. To mitigate these adverse effects, 
we sort device nodes based on their physical distance from the aggregation server and adopt a proximity-first 
strategy to assign devices to different user groups. This approach effectively reduces communication latency and 
packet loss risk, ensuring system stability and efficiency.

Furthermore, since devices may drop out or join the system at any time, we regenerate key pairs (
ssk

i , spk
i

)
and

(
dSK

i , dP K
i

)
 in each round. By refreshing the keys in every iteration, any potential key leakage 

in a given round will not compromise the security of previous rounds. For expired historical keys, users will 
permanently delete and erase them from memory upon expiration to eliminate potential security risks.

Model training and masking
Users access their local data Di and train to generate the local model:

	 wi = G − η∇ L (G, Di)� (2)

where wi represents the updated local model and L (�) represents the loss function.
However, the process of uploading models is not always secure. To prevent eavesdropping by malicious 

external adversaries and malicious servers, we employ random masking to protect the privacy of the models. 
According to the research by Song et al.30, although the double-mask scheme provides a certain level of privacy 
protection, it may cause the server to fail in successfully reconstructing the masked model during the secret 
sharing process when users exit. Therefore, compared with the double-mask scheme, the single-mask scheme not 
only avoids this problem, but also has better performance than the double-mask scheme through experimental 
verification.

Specifically, each user generates a random mask bi and performs secret sharing, generating multiple secret 
shares bi,j , which are then shared with other users within the group:

	 SSS.share (bi, t, U) → {(j, bi,j)}j∈U\{i}� (3)

To enhance security during transmission, users employ the Diffie–Hellman key exchange protocol to 
generate session keys, which are then used to encrypt the secret shares. However, the exchange of the public 
key spk

i  is susceptible to man-in-the-middle attacks. To mitigate this risk and ensure both the authenticity 
and integrity of the public key, we digitally sign it using the private key dSK

i . This process is represented as 
SIG.sign(dSK

i , spk
i ) → σi. Users then send 

(
spk

i , dP K
i , σi

)
 to the aggregation server. The aggregation server 

generates a user list U l
1. If |U l

1| < t, the protocol terminates; otherwise, the aggregation server broadcasts {(
i, spk

i , dP K
i , σi

)}
j∈Ul

1
 to the users within the group.

After the users receive the broadcast information from the server, they verify the signature 
SIG.ver

(
dpk

i ||spk
i , σi

)
=1. If the signature is invalid, the protocol terminates immediately. The users then 

compute the session key KE.ag
(
ssk

i , spk
j

)
→ sij , and use it to encrypt the secret share sij with the mask bi,j , 

generating the ciphertext AE.enc (sij , bi,j) → cti,j , and send cti,j  to the aggregation server. The aggregation 
server generates a user list U l

2, U l
2 ⊂ U l

1, and if |U l
2| < t occurs, the protocol terminates immediately; otherwise, 

the aggregation server broadcasts {cti,j}j∈Ul
2

 to the users within the group.
When the users receive cti,j , they perform a decryption operation using the corresponding session key sji, 

generating bi,j = AE.Dec (sji, cti,j). At this point, users must securely store all secret shares.
After obtaining the model parameters, the users encrypt the model with a random mask, generating a masked 

local model:

	 ϑi = wi + bi(modR)� (4)

A malicious server within the system may send false messages to other users and actively undermine the 
correctness and availability of the model. To prevent this, the server must not only provide the aggregated 
results but also supply a proof of the correctness of the aggregation results. A common approach to achieve 
this is through homomorphic hashing and aggregate signatures, which verify the equality between the hash 
of the aggregated result and the hash of the users’ local models. However, this method introduces significant 
computational overhead. Therefore, we employ a double verification approach to check the correctness of the 
aggregation results. Specifically, each user uses function F (x) = a ◦ x + b to encrypt wi, and obtains the 
verification tag δi:

	 δi = a ◦ wi + bi(modR)� (5)
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where ◦ denotes the Hadamard product operation. To prevent honest-but-curious users from stealing the model 
parameters of other honest users, we use a random mask bi instead of the unified vector b used in the G-VCFL 
scheme (which is generated by function F (x) = a ◦ x + b). Only when at least t users collude can the real 
mask bi be reconstructed. Therefore, even if some users in the system, driven by curiosity or malicious intent, 
obtain the verification tags of other honest users, they will still be unable to infer the original model parameters 
from them. The verification tag δi need to be sent to the aggregation server along with the masked model ϑi.

Secure aggregation
After the server receives the masked models ϑi uploaded by the users, it generates a user list U l

3, U l
3 ⊂ U l

2 and 
performs the aggregation operation:

	
Gl = 1

U l
3

(∑
i∈U3

ϑi −
∑
i∈U3

bi

)
� (6)

During the aggregation process, the aggregation server should not directly obtain any user’s random mask bi to 
avoid disclosing the user’s local model data. To achieve this, we use homomorphic secret sharing to ensure that 
the server does not gain access to any user’s private information. By leveraging the homomorphic property of 
secret sharing, the aggregation server can only obtain the sum of secret shares and the sum of random masks, 
without exposing any user’s privacy. Specifically, the aggregation server broadcasts U l

3 to the users. Each online 
user computes the sum of the secret shares for user U l

3 as follows:

	

bsum,i =
∑
i∈Ul

3

bj,i� (7)

The users upload bsum,i to the aggregation server, which then performs a secret reconstruction algorithm to 
obtain the sum of random masks:

	
SSS.recons

(
{bsum,i}u∈Ul

4
, t

)
→ bsum� (8)

The aggregated result for the model within the group is:

	

Gl = 1
|U l

3|


∑

i∈Ul
3

ϑi −
∑
i∈Ul

3

bi


 = 1

|U l
3|


∑

i∈Ul
3

ϑi − bsum


 = 1

|U l
3|

∑
i∈Ul

3

wi� (9)

The aggregated result for the verification tags within the group is:

	

δl = 1
|U l

3|


∑

i∈Ul
3

δi − bsum


 = 1

|U l
3|

∑
i∈Ul

3

a ◦ wi� (10)

The aggregation server then sends the group aggregation results Gl and δl to the central server for further 
aggregation, which computes the global model aggregation result and the global verification tag aggregation 
result:

	
G = 1

|L|
∑
l∈L

Gl and δ = 1
|L|

∑
l∈L

δl� (11)

Finally, the central server broadcasts the aggregated results G, δ to all users.

Aggregation result verification
After receiving the aggregate result, the user verifies the correctness of the global model using the global 
verification tag and checks whether the Eq. (12) holds:

	 δ = a ◦ G(modR)� (12)

If the equation holds, this indicates that the aggregation result sent by the server is correct, and the users can 
proceed to the next round of training iterations.

Security analysis
In this section, we analyze the security of the protocol under the assumption of honest-but-curious participants 
and the presence of malicious adversaries. Lemma 1 is used to demonstrate that if users submit their local models 
as genuine inputs and add random numbers for masking, the resulting outputs will appear uniformly random.
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Lemma 1  Given R, bi, {wi}i∈U , ri, where wi ∈ Zm
R , it holds that:

	
{

bi ∈ Zm
R : {wi + bi (modR)}u∈U

} c
≡

{
ri ∈ Zm

R : {ri (modR)}u∈U

}

Where 
c
≡  denotes that the two sets of computed results are indistinguishable.

Security in honest-but-curious setting
Here, we assume that the protocol is executed in an honest-but-curious environment, where participants do not 
actively launch attacks but may individually or collaboratively infer other users’ private information. Since users 
may drop out during any round of communication, we categorize users into four types: U4 ⊆ U3 ⊆ U2 ⊆ U1 ⊆ U
, where U represents all users within a group, U1 represents users participating in key sharing within the group, 
U2 represents users participating in secret share distribution within the group, U3 represents users participating 
in model aggregation within the group, and U4 represents users participating in secret reconstruction within the 
group. The aggregation server is denoted as S, and the subset of participants is denoted as A ,A ⊆ U ∪ S. The 
joint view of the parties in A  can be treated as a random variable REALU,k,t

A (wU , U1, U2, U3, U4), with the 
threshold for participating in the secret sharing algorithm denoted as and the security parameter as k.

Next, we analyze two types of collusion attacks, one is collusion between users and the other is collusion 
between some users and servers. Based on the security of Shamir secret sharing, we assume that the maximum 
number of colluding participants is t − 1.

Theorem 1  (Collusion among Honest-but-Curious Users): Given A t,k,U,wU  where |A | < t < |U |,A ⊆ U
, assume there exists a probabilistic polynomial-time (PPT) simulator SIM whose output is indistinguishable 
from REALk,t

A , then

	 REALk,t
A (wU , U1, U2, U3, U4)

c
≡ SIMk,t

A (wA , U1, U2, U3, U4)

Proof  In this threat model, we only consider collusion among users, assuming that the server is honest and only 
performs data transmission and aggregation for the users. Honest users only communicate with the server and 
do not share their masks bi with other users. Therefore, the joint view of the parties in A  does not depend on the 
real input of any honest user i ∈ U\A . Thus, the simulator SIM can use the real inputs from the colluding users 
to perfectly simulate the situation. Specifically, during the model training and masking phase, the simulator uses 
random values (e.g., 0) instead of the real model parameters to generate masked results ϑi for the honest users 
i ∈ U\A . Furthermore, the server only provides an online user list to the participants, without disclosing any 
specific inputs or other sensitive information about the users. This means that even though the parties in A  can 
see which users are online, they cannot confirm whether the aggregation result is based on the real input of the 
honest users. Therefore, we can conclude that the simulated view of the parties in A  is indistinguishable from 
the real view REALk,t

A . � □

Theorem 2  (Collusion between Honest-but-Curious Users and the Aggregation Server): Given A , t,k,U,wU , 
where |A | < t < |U ∪ S|,A ⊆ U ∪ S, assume there exists a probabilistic polynomial-time (PPT) simulator 
SIM whose output is indistinguishable from REALk,t

A , then

REALk,t
A (wU , U1, U2, U3, U4)

c
≡ SIMk,t

A (wA , z, U1, U2, U3, U4)

where z =
∑

i∈U3\A

wi.

Proof  We use the standard hybrid argument to prove Theorem 2. This method begins with the real view and 
modifies a series of random variables to define the simulated view, ensuring that the simulated view is ultimately 
indistinguishable from the real view.

Hyb0 This random variable represents the joint view of all parties in A during the actual execution of the 
protocol.

Hyb1 In this hybrid, we simulate the behavior of honest user i ∈ U1\A , replacing the symmetric key 
KE.ag

(
ssk

i , spk
j

)
→ sij  between two users with a random key cij , and using cij to encrypt the secret shares 

bi,j , then transmitting the generated ciphertext. According to the DDH assumption43, the random key cij  is 
indistinguishable from the public key of the symmetric key sij  when the private key is unknown. Therefore, this 
hybrid is indistinguishable from the previous one.

Hyb2 In this hybrid, we simulate the behavior of the honest user i ∈ U2\A . When performing secret sharing, 
the secret share of the random number bi is replaced with a secret share of 0, while the honest user still sends 
the correct secret share. Since the joint view of A ⊆ U ∪ S only contains |A | < t shares of bi, the semi-honest 
party cannot reconstruct the mask, so only the plaintext information is changed, and the encryption operation 
is not changed. The symmetric encryption IND-CPA ensures that this mix is no different from the previous one.

Hyb3 In the masking phase, we simulate the behavior of an honest user i ∈ U3\A  and forge the masking result: 
replace the real masking value bi with a randomly generated forged value b′

i, and send ϑi = wi + b′
i(modR) 

to the server instead of ϑi = wi + bi(modR). Since both b′
i and bi are random numbers, and based on the 

security of the random numbers, this hybrid result is indistinguishable from the previous hybrid.
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Hyb4 In this hybrid, we simulate the behavior of an honest user i ∈ U3\A , selecting random numbers 

to replace the model parameters, given 
∑
U3

xi =
∑
U3

wi, and send ϑi = xi + bi(modR) instead of 

ϑi = wi + bi(modR). According to Lemma 1, the simulator SIM cannot obtain the real input of each user 
i ∈ U3\A . The simulator’s view is merely the sum of their real inputs, so this hybrid result is indistinguishable 
from the previous hybrid.

Hyb5 In this hybrid, we simulate an honest user i ∈ U4\A , using rsum,i =
∑
U3

rji to replace bsum,i =
∑
U3

bj,i

, where 
∑

j∈U3

rj =
∑

j∈U3

bj , and is the secret share of rj . The security of Shamir’s secret sharing ensures that this 

hybrid is indistinguishable from the previous hybrid.
Thus, the simulator completes the proof, demonstrating that SIM, without knowing the model parameters of 

all users, can simulate REALk,t
A , and that the output of SIM is computationally indistinguishable from REALk,t

A
. � □

Security against active attacks
We consider active adversaries to include external attackers and malicious servers. During the communication 
process, we employ a series of encryption algorithms to ensure the confidentiality of the transmitted data, 
effectively preventing adversaries from intercepting the ciphertext to gain access to any confidential information 
or disrupt the protocol.

Specifically, during key sharing among users, digital signature techniques ensure the integrity and 
authentication of communications, preventing adversaries from tampering with or forging user identities 
through man-in-the-middle attacks. Digital signatures ensure that only legitimate users can participate in the 
protocol, and adversaries cannot forge valid signatures to impersonate users and obtain the session key si,j

. When users share data, we employ authenticated encryption with semantic security to ensure the safety of 
the data. Unless the adversary possesses the correct key, they cannot extract any useful information from the 
intercepted ciphertext cti,j . Furthermore, key sharing and management are strictly controlled, preventing the 
adversary from decrypting or tampering with the data without the correct key. To further enhance privacy 
protection, users add a random mask bi on top of their local model wi to obscure it, making the masked result 
ϑi = wi + bi(modR) appear uniformly random. According to Lemma 1, the masked result ϑi and random 
number ri are indistinguishable, so the adversary cannot infer the true input wi by observing the masked result. 
We assume that users do not actively disclose their privacy, so the adversary can only recover the random mask 
bi by collecting secret shares from t dishonest users. Since the results uploaded by users are the sum of their 
individual secret shares, the adversary cannot isolate any single user’s mask and thus cannot obtain the true 
model parameters of any individual user. The mask effectively hides each user’s real input, ensuring that even if 
the adversary attempts to disrupt the protocol or steal data, they cannot access the users’ private information.

Additionally, considering that a malicious server might alter the aggregation results, we employ a double 
aggregation strategy to ensure the correctness of the results. After completing the aggregation calculation, the 
central server will return the final aggregation result G and the corresponding verification tag δ to the user. 
Once each user receives this information, they need to verify whether equation δ = a ◦ G(modR) holds. If 
the equation holds, the user can confirm the correctness of the aggregation result. This verification process not 
only guarantees the integrity and security of the data during transmission and computation but also effectively 
prevents the possibility of malicious tampering or incorrect calculations.

Evaluation
In this section, we evaluate the performance of GVSA through experiments and compare it with existing state-
of-the-art schemes, including PPML27, EPPDA30, and VerSA36. The comparison aims to demonstrate that GVSA 
achieves a higher level of security while improving efficiency.

Experimental setup
We implemented the GVSA, PPML27, EPPDA30, and VerSA36 protocols in Python on an Intel Core i7-10700 
CPU @ 2.90 GHz, using the PyTorch framework for building and training neural networks. To comprehensively 
evaluate the performance and efficiency of these protocols, we selected three datasets: MNIST, CIFAR10, and 
SVHN. The MNIST dataset contains 70,000 grayscale images of handwritten digits, with 60,000 used for training 
and 10,000 for testing. We employed a Multilayer Perceptron (MLP) model with two hidden layers and a softmax 
activation function for training. The CIFAR10 dataset consists of 60,000 color images of natural scenes, with 
50,000 for training and 10,000 for testing. For this dataset, we used a Convolutional Neural Network (CNN) 
with three convolutional layers, two fully connected layers, and ReLU activation for image classification. The 
SVHN dataset contains 73,257 training images and 26,032 test images. The model used for training consists of 
3 convolutional layers and 3 fully connected layers, with ReLU as the activation function. In the experimental 
setup, the datasets were randomly divided and assigned to different users. Local training for each user involved 
setting initial learning rates of 0.001 (for MNIST and SVHN) and 0.04 (for CIFAR10), using the SGD optimizer 
with 0.9 momentum, and a batch size of 100 per epoch. These settings allowed us to simulate realistic federated 
learning scenarios and perform a comparative analysis of various security protocols’ performance.
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Experimental results
Model accuracy
To assess the impact of GVSA on model accuracy, we conducted a systematic experiment on the MNIST, 
CIFAR10, and SVHN datasets. The experiment simulated a scenario with 100 users participating in 50 rounds of 
federated training, assuming all users remained online throughout the training process to simplify the analysis 
and focus on the algorithm’s performance. The experimental results, shown in Fig.  3, demonstrate that the 
convergence curves of GVSA and FedAvg5 closely align across different datasets. The model accuracy steadily 
improves with the number of training rounds, reaching convergence at round 40 (MNIST), round 45 (CIFAR10), 
and round 35 (SVHN), respectively. Ultimately, the model accuracy of GVSA is almost identical to that of 
FedAvg (MNIST: GVSA 0.888 vs FedAvg 0.885; CIFAR10: GVSA 0.639 vs FedAvg 0.638; SVHN: GVSA 0.911 vs 
FedAvg 0.909). This result validates two key characteristics of the GVSA security scheme: first, the collaborative 
design based on random number masking and Shamir’s secret sharing ensures that the masking factors are 
accurately canceled out during global aggregation, allowing for the lossless recovery of gradient information; 
second, the decoupling of secure operations from model updates ensures that the encryption process only affects 
the gradient transmission phase, without interfering with parameter update logic. In conclusion, GVSA ensures 
privacy security while fully preserving model performance, demonstrating an efficient balance between privacy 
protection and model accuracy.

Computational overhead
We compared the computational overhead of GVSA, PPML27, EPPDA30, and VerSA36 across the key distribution, 
secret sharing, model masking, validation, and aggregation phases. Table 1 displays each user’s runtime for every 
step. The computing overhead of the user is primarily derived from four steps: key distribution, secret sharing, 
model masking, and validation. In the key distribution phase, users generate Diffie–Hellman public-private key 
pairs and key pairs for digital signatures, and perform signing operations. In the secret sharing phase, users 
verify the correctness of signatures and generate symmetric keys. Users share random masks using secret sharing 
and symmetrically encrypt the secret shares. In the model masking phase, users train the model, encrypt it with 
random masks, and generate validation tags. In the validation phase, users verify the correctness of the global 
model parameters issued by the central server.

As shown in Table 1, there is no significant difference in the time overhead for key distribution and verification 
phases among the four schemes. In contrast, GVSA and VerSA incur higher overhead during the model masking 
phase, as they require the generation of verification labels, while PPML and EPPDA do not require this step. In 
the secret sharing phase, GVSA exhibits significantly lower time overhead compared to the other three schemes. 
This difference primarily arises from GVSA’s use of a grouping strategy, where 100 users are evenly divided into 
10 groups, each containing 10 users. In this setup, each GVSA user only needs to generate session keys with the 
other 9 users in the group, while each user in the other three schemes must generate session keys with all 99 
other users. Therefore, the computational overhead of GVSA in the secret sharing phase is significantly lower 
than that of the other schemes.In the aggregation phase, we calculated the total computational overhead for both 
the aggregation server and the central server. As shown in Table 1, the total runtime of GVSA is significantly 
lower than that of the other three schemes. Specifically, when model masking is excluded, GVSA requires only 

Key distribution (ms) Secret sharing (ms) Model training and masking (ms) Aggregation (ms) Verify (ms)

PPML27 40.66 15.88 624.95 665.13

EPPDA30 40.87 15.37 625.59 27.56

VerSA36 40.77 16.01 628.86 687.13 0.21

GVSA 40.83 1.54 628.19 2.93 0.19

Table 1.  Computational overhead of completing one round of training.

 

Figure 3.  Model accuracy of FedAvg and GVSA.
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one secret reconstruction on the aggregation server, while PPML and VerSA require 100 secret reconstructions. 
Furthermore, compared to EPPDA, GVSA’s aggregation server only needs to aggregate data from 10 users. Thus, 
the computational overhead on the server side for GVSA is significantly lower than that of the other schemes. 
Additionally, the time per round of training for FedAvg is 627.37ms, while for GVSA it is 673.68ms, representing 
an increase of only about 7%. For VerSA, which has the same level of security, GVSA provides approximately a 
2.3× speedup.

To evaluate the scalability of GVSA, we measured the computational overhead for completing one round of 
training under different numbers of users. As shown in Table 2, when the number of aggregation servers and the 
Shamir threshold (t) remain unchanged, the running time for key distribution, secret sharing, and aggregation 
phases increases linearly with the number of users. This is because the number of user-generated and encrypted 
digital signature keys, Diffie–Hellman keys, and secret reconstructions during the aggregation phase all scale 
with the number of users, while other steps are independent of the number of users. Relative to the overall 
computational overhead, the increase in computational load due to the growth in the number of users is not 
significant. When the number of users increases from 100 to 500, the computational overhead only increases by 
4.3%.

In conclusion, GVSA significantly reduces the computational overhead on both the user and server sides 
through the introduction of the grouping strategy, demonstrating its advantage in computational efficiency. 
However, in large-scale federated learning environments, GVSA may impose additional burdens on devices with 
limited computational resources.

Verification overhead comparison
In the process of preventing server tampering, the main computational overhead comes from the generation of 
verification tags, aggregation, and the verification of aggregation results. These operations involve only linear 
operations on the model parameters, with a computational complexity of O(2m + mn) , where m represents 
the model parameter dimension and n is the number of users. In contrast, operations such as key generation, 
secret sharing, and model training involve more complex computations. Specifically, the computational 
complexity of the key generation phase is as high as O(k3), where k is the key bit length, while the secret 
sharing process, which involves encryption operations, has a complexity of O(k3 + n2 + nk). The complexity 
of model training and masking is O(T + m) , where T is the training time, influenced by factors such as data 
size and model complexity, and the computational overhead of global model aggregation is O(n2 + 2mn) . 
Overall, the total computational complexity of other operations needed to complete one round of training is 
O(2k3 + nk + 2n2 + T + m + 2mn). In most cases, the complexity of model training is much higher than 
that of other encryption and verification operations, so the generation of verification tags and aggregation result 
verification, as relatively lightweight tasks, do not significantly increase the system’s burden.

In Fig.  4, we systematically evaluate and compare the computational overhead on the user side under 
verification and non-verification settings. The experimental results indicate that the computational overhead 
introduced by the verification process is relatively small, and the total computational overhead per user increases 
gradually with the scaling of gradient parameters and the number of users. Specifically, Fig.  4a shows that, 
compared to the non-verification setting, the verification overhead is not affected by the number of users, with 
only slight fluctuations in the difference caused by the experimental platform. Figure 4b further demonstrates 
that the verification overhead is positively correlated with the gradient parameter size, as the verification 
overhead mainly depends on the number of gradients each user processes; the larger the parameter size, the 
longer the verification time required. However, compared to the overall computational overhead per training 
round, the additional overhead introduced by the verification process always accounts for less than 8%. Notably, 
in a typical scenario with 100 users and a total of 50,000 gradients in the system, the average time per user 
for completing a parameter update iteration in the GVSA scheme is only 213 ms, fully reflecting its efficiency. 
Therefore, the GVSA scheme ensures computational security while verifying aggregation results quickly with 
low overhead, meeting the needs of practical deployment.

Additionally, in Fig.  5, we evaluate and compare the computational overhead on the server side under 
verification and non-verification settings. As shown in Fig. 5, the server’s running time increases linearly with 
the scaling of gradient parameters or the number of users, as the amount of parameters the server needs to 
aggregate is proportional to the system size. For example, when the number of users increases from 100 to 500, 
the server’s verification time increases by approximately 14.12×, and when the gradient parameter size increases 
from 10,000 to 50,000, the verification time increases by approximately 6×. Nonetheless, the verification 
overhead always accounts for less than 12% of the total computational overhead on the server side, indicating 
that the GVSA scheme is also efficient on the server side. This characteristic allows GVSA to maintain a low 

Key distribution (ms) Secret sharing (ms) Model training and masking (ms) Aggregation (ms) Verify (ms)

100 40.83 1.54 625.19 2.93 0.19

200 41.40 3.19 627.33 6.51 0.22

300 42.76 5.38 623.13 9.37 0.18

400 43.37 7.27 631.65 11.54 0.19

500 45.01 9.13 625.82 18.91 0.21

Table 2.  The computational overhead of GVSA for one training round with varying user numbers.
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computational load in large-scale federated learning scenarios while ensuring the reliability and security of 
aggregation results.

User dropout
During training, user dropouts are inevitable due to network fluctuations, hardware failures, and other reasons. 
Therefore, we evaluated the computational overhead of the GVSA protocol under different user dropout rates 
(0%, 10%, 20%, 30%). Figure  6 shows the runtime for each user. According to the experimental findings, 
individual user runtime is little impacted by the user dropout rate. This is because user dropouts only affect 
the summing of secret shares, and the dropouts reduce the number of secret shares that need to be aggregated. 
However, this process incurs minimal computational overhead compared to the total computational overhead 
of the user. Figure 7 shows the server’s runtime. We discovered that the user dropout rate significantly affects 
the server’s computational overhead. The server’s runtime reduces as the rate of user dropout increases. The 

Figure 5.  Comparison of computational overhead between server verification and non-verification. (a) Same 
amount of gradient parameters, different number of users. (b) Same number of users, different amount of 
gradient parameters for each user.

 

Figure 4.  Comparison of computational overhead between user verification and non-verification. (a) Same 
number of gradient parameters, different number of users. (b) Same number of users, different number of 
gradient parameters.
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server’s computational process includes secret reconstruction by the aggregation server, parameter aggregation, 
and validation tag aggregation, as well as parameter and validation tag aggregation by the central server. It is 
noteworthy that the secret reconstruction phase is unaffected by user dropouts because this process only requires 
one secret reconstruction. As the user dropout rate increases, the amount of computation in the parameter 
aggregation and validation tag aggregation phases for both the aggregation server and the central server decreases 
significantly. Furthermore, as shown in Fig. 7, the impact of user dropout rate on server computational overhead 
becomes more significant as the number of users and gradients increases. Compared to the PPML27, EPPDA30, 
and VerSA36 schemes, which use dual-mask strategies, these schemes see an increase in server computational 
overhead as the user dropout rate rises. In contrast, our GVSA protocol shows a clear advantage in handling user 
dropouts, effectively reducing the server’s computational burden.

Figure 7.  Comparison of computational overhead between server verification and non-verification. (a) Same 
amount of gradient parameters, different number of users. (b) Same number of users, different amount of 
gradient parameters for each user.

 

Figure 6.  Comparison of computational overhead of users. (a) Same amount of gradient parameters, different 
number of users. (b) Same number of users, different amount of gradient parameters.
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Functional comparison
To comprehensively evaluate GVSA’s functionality, we compared GVSA with existing works. The results are 
shown in Table 3. Specifically, all the schemes in the table can protect user data privacy, and except for G-VCFL37, 
all can resist user dropouts. Compared to PPML27 and EPPDA30, GVSA improves security by adding a validation 
process, making it resistant to malicious server attacks. Compared to VerifyNet33 and VerSA36, GVSA further 
reduces computational overhead by employing a more lightweight validation method and a grouping strategy, 
offering more efficient performance.

Discuss and future work
Although GVSA demonstrates excellent performance and security in experiments, it still faces a series 
of challenges in practical deployment. First, this paper assumes synchronized updates, but in real-world 
environments, network latency may lead to asynchronous updates. Asynchronous updates can cause instability 
in the global model training process, slow down model convergence, or prevent it from converging correctly, 
possibly resulting in a suboptimal solution. To address this, we plan to introduce an adaptive update mechanism 
in our future work, where each user dynamically adjusts their update frequency based on their computational 
and communication state, in order to mitigate the impact of latency on the overall system process.

As the number of users and devices increases, maintaining aggregation efficiency and security becomes more 
complex. With a fixed number of aggregation servers, the network bandwidth pressure within each group grows 
linearly as the number of users increases. Therefore, more efficient user grouping methods44,45 are needed to 
alleviate the communication burden. Furthermore, as the number of users increases, the probability of user 
dropouts also increases, which means that the Shamir threshold t cannot be set too high. This also implies a 
reduction in system security. To address this, we will consider integrating blockchain technology46–48 in future 
work to enhance the system’s security in large-scale scenarios.

The current GVSA scheme focuses on the security aggregation logic at the protocol layer and does not 
explicitly address side-channel threats at the physical or implementation layers. Variations in power consumption 
during encryption operations may leak keys or intermediate states, and attackers could infer private information 
by observing computation delays. Therefore, in future research, we need to strengthen GVSA’s resilience to side-
channel attacks by designing more balanced computational paths, introducing fixed delays to mitigate timing 
attacks, and incorporating noise at the hardware level or using low-power designs to reduce the possibility of 
information leakage through power analysis.

In addition, the practical deployment of GVSA must also consider regulatory compliance, ethical, and 
logistical issues. Differences in data privacy regulations across regions may impact the compliance of GVSA, 
especially in cross-border data flows and audits. Therefore, the system must be adaptable to various regulatory 
requirements and provide transparent auditing mechanisms. Furthermore, in certain scenarios, there may be 
issues of model unfairness or bias, so it is crucial to ensure that the model is fair and non-discriminatory for a 
diverse user base. Lastly, although GVSA accounts for fault tolerance, device resource limitations, failures, and 
network fluctuations may still affect the system’s stability and accuracy. In practical deployment, we will further 
consider these issues to ensure the wide applicability and long-term stability of GVSA.

Conclusion
In this article, we proposed the GVSA protocol for secure aggregation in FL. GVSA employs a lightweight 
validation method to ensure the correctness of aggregation results, effectively preventing malicious server 
attacks. Additionally, by introducing a secret sharing strategy, GVSA can tolerate user dropouts, making the 
scheme particularly suitable for mobile application scenarios. Furthermore, GVSA improves the efficiency of FL 
by using a grouping strategy while ensuring security. However, GVSA still has limitations in large-scale practical 
deployment, and we will further optimize its efficiency and security in future work.

Data availability
The datasets analysed during the current study are available in the MNIST repository, ​h​t​t​p​:​/​/​y​a​n​n​.​l​e​c​u​n​.​c​o​m​/​e​x​
d​b​/​m​n​i​s​t​/​​​​​, CIFAR10 repository, https://www.cs.toronto.edu/~kriz/cifar.html, and SVHN repository, ​h​t​t​p​:​/​/​u​f​l​d​
l​.​s​t​a​n​f​o​r​d​.​e​d​u​/​h​o​u​s​e​n​u​m​b​e​r​s​/​​​​​.​​
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Function Data privacy Verifiability Robustness to Dropout Efficiency

G-VCFL37 ✓ ✓ ✓
PPML27 ✓ ✓
VerifyNet33 ✓ ✓ ✓
EPPDA30 ✓ ✓ ✓
VerSA36 ✓ ✓ ✓
GVSA ✓ ✓ ✓ ✓

Table 3.  Comparison of privacy-preserving schemes features.
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