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Due to the uncertainty existing in the actual industrial environment, the rolling bearing compound
fault features present coupling and complexity, which brings challenges to the compound fault
feature extraction. To address this problem, this paper proposes a rolling bearing compound fault
diagnosis method AMOMCKD-CNN based on adaptive multi-objective maximum correlation kurtosis
deconvolution (AMOMCKD) and convolutional neural network (CNN) with parameter optimization.
Firstly, the key parameters of MCKD are optimized using the adaptive Non-dominated Sorting Genetic
Algorithm (NSGA-II) with a new multi-objective evaluation index Hyperarea (HA). Secondly, the
optimized MCKD is used as a filter to extract the periodic pulse characteristics of the original vibration
acceleration signal. Finally, the kernel size of the CNN is optimized based on the length of the filtered
periodic pulse signal, which enables the CNN to achieve deeper feature extraction and classification.
Experimental results from two different datasets highlight that AMOMCKD-CNN outperforms other
classical diagnostic methods under the same conditions, and it is more conducive to the detection of
compound faults.

Keywords Compound fault, Adaptive multi-objective maximum correlated kurtosis deconvolution
(AMOMCKD), Convolutional neural network (CNN), Non-dominated sorting genetic algorithm (NAGA-II)

The rolling bearing, as a crucial component in large rotating machinery systems, is susceptible to adverse
working conditions and significant loads. For example, high-temperature environments can cause bearing
material deformation and lubrication deficiencies, while strong vibrations can lead to multiple wear, cracks,
and fatigue of the bearing. These compound failures result in further operational failures, economic losses, and
safety hazards. Compared with single bearing component failures, vibration acceleration signals in compound
failures are usually accompanied by strong noise, more significant nonlinear features, and more severe harmonic
distortion!. As a result, the weak repetitive transient pulses representing the early faults are overwhelmed by
the background noise interference, and the weaker transient pulse features are difficult to extract. Therefore,
scientific and effective monitoring and diagnostic means are necessary for such multisite compound faults?.
Comprehensive, real-time, and accurate monitoring and diagnosis of rolling bearings will help to promptly
detect potential faults, improve the availability and reliability of equipment, and ensure their safe and stable
operation®*,

There are many methods for compound bearing fault diagnosis (CBFD), among them, the vibration signal-
based analysis method is a more reliable way for CBFD". The traditional CBFD process consists of three steps:
signal processing, feature extraction, and pattern classification®. At the stage of signal processing, the vibration
acceleration signals collected are pretreated to eliminate noise interference and improve the quality and reliability
of the data. Then, the feature extraction stage captures characteristic information from the preprocessed signal,
which can accurately reflect the compound failure mode and provide strong support for further classification.
Finally, in the pattern classification stage, according to the characteristic information extracted, the fault
classification is carried out accurately to ensure the accurate identification and determination of the fault types.
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Signal processing is the first key step in CBFD, which has an important impact on the subsequent fault
diagnosis. The commonly used signal processing methods mainly include wavelet transform (WT), empirical
modal decomposition (EMD), and variational modal decomposition (VMD)’~°. However, when the vibration
acceleration signal is affected by the compound fault, the above signal decomposition methods cannot effectively
capture the weak transient pulse in the noise environment!®!!. In fact, the fault signal can be considered as the
result of the convolution between the periodic fault transient impulses and the transmission path of the bearing
system (the impulse response function) added to the background noise'?. The minimal entropy deconvolution
(MED) technique ingeniously addresses the limitations of prior signal decomposition techniques, particularly in
terms of failing to isolate transient fault impulses. It significantly mitigates the impact of the transmission path
by implementing a deconvolution operation on the compound fault signal, thereby enhancing the fault diagnosis
effectiveness!®>. However, MED targets the kurtosis function and extracts a single transient pulse without
considering the periodicity of the fault pulse'. To overcome the limitations of MED in dealing with compound
faults and effectively isolate periodic pulse fault components, Mcdonald et al.'® proposed an improved minimum
entropy inverse plethysmography method, called maximum correlation kurtosis deconvolution (MCKD).
Unlike MED, MCKD considers the periodic pulse components in vibration signals, using maximum correlation
kurtosis as the filter index. It requires setting key parameters like filter length L and fault cycle T, which influence
frequency and time resolution respectively. The correct selection of key parameters can balance the time
resolution with the frequency resolution, which determines the success rate of extracting a single fault signal
from a compound fault signal, and ultimately affects the effectiveness of compound fault diagnosis of bearings.
However, the precise parameter alignment and resampling required by MCKD limit its practical application'®.
To address this, adaptive optimization of MCKD parameters using intelligent algorithms is crucial.

In recent years, various optimization algorithms have been combined with the MCKD method to optimize
the key parameters L and T to better extract compound fault characteristics. Hu et al.'” proposed an adaptive
MCKD compound fault diagnosis method for rolling bearings, which uses the spectral correlation kurtosis value
of the envelope spectrum of the signal as the objective function, and utilizes an artificial fish swarm algorithm
to adaptively obtain parameters L and T of the MCKD. Cui et al.!® proposed a fault diagnosis method based on
VMD and MCKD, which decomposed the rolling bearing vibration acceleration signal into a series of intrinsic
modal functions (IMFs) and identified the inverse pleated product parameter period T using the kurtosis
criterion. This criterion was applied to determine the number of modes containing salient fault information. At
the same time, Qi et al.'? proposed a particle swarm algorithm to optimize the MCKD parameters L and T for
different fault types, addressing the numerous compound faults in complex operating environments. However,
the fitness function of the optimization methods in previous studies only relies on a single kurtosis index of the
signal. Kurtosis primarily focuses on individual prominent transient impulses, potentially overlooking other
significant features of neighboring distributions, which limits comprehensive feature extraction and analysis.
By contrast, as a measure of the global characteristics of a signal, envelope entropy effectively addresses the
limitations of kurtosis and its sensitivity to noise. Therefore, the use of kurtosis and envelope entropy as a
multi-objective fitness function can provide more information for vibration acceleration signal processing.
Considering the excellent performance of the Non-dominated sorting genetic algorithm (NSGA-II) in multi-
objective optimization, especially bi-objective optimization®, this paper combines the power of NSGA-II with
the advantages of the MCKD method in the bi-objective global optimization and adaptively selects the key
parameters L and T of the filter using NSGA-IL

In the field of feature extraction and pattern recognition, CNN has achieved great success in making
classification tasks in CBFD easier, by learning higher-order representations of data to better distinguish between
different types of fault modes*'~**. Udmale, Sandeep S., et al. use CNN with kurtogram-transformed multi-
sensor data for effective fault classification of rotating machinery, with superior performance over traditional
methods?»?>. However, the structural design of CNNs is empirically defined and lacks interpretability. Pang
et al. proposed a novel interpretable lightweight IDCNN (ELCNN) diagnostic model that exhibits unique
interpretability by constructing a single-layer CNN specialized for 1D vibration signals®®. Shafin et al. achieve
the interpretability of multiple machine learning models by combining the global interpretation SHAP and
local interpretation LIME methods to validate the importance of these features from an individual sample
perspective?’. Vibration acceleration signals contain rich fault information. Optimizing CNN structures to align
with signal characteristics not only enhances fault feature extraction but also improves model interpretability.
In recent years, scholars have achieved good results in fault diagnosis by improving kernel size in CNN. Li et
al.?® proposed an end-to-end adaptive multi-scale full convolution network, pointing out that the size of the
first convolutional layer kernel has a great influence on bearing fault diagnosis. Mohammad et al.?’ proposed
an evolutionary integrated CNN for fault diagnosis and emphasized that the kernel size in CNN significantly
influences the algorithm’s performance. Ruan et al.*° improved CNN’s original convolution kernel 3x3, 5x5
design based on the physical properties of the bearing vibration acceleration signal, using a targeted rectangular
receiving field design to avoid the time-consuming convolutional kernel size optimization process. However, the
aforementioned literature fails to filter the signal to obtain periodic pulses that are more beneficial for the CNN
kernel to extract features. Theoretically, further filtering of the signal can enhance periodic pulse features, which
provides more effective guidance for the design of the CNN kernel size.

To sum up, this paper combines the NSGA-II optimized MCKD method with CNN to propose the
AMOMCKD-CNN method, which aims to reduce the burden of the CNN learning process by using more
significant signals from the filtered periodic impulses to improve the classification accuracy of the CNN and
make CBFD more effective. The innovative contributions of this paper are as follows:

1. A CBFD method (AMOMCKD-CNN) based on parameter optimization is proposed, in which the
optimized MCKD algorithm is utilized to adaptively enhance faulty impulse signals, thereby improving the
feature learning capability of CNNs. This innovation provides a new perspective for data-driven fault diagnosis.
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2. The multi-objective evaluation index HA is innovatively integrated into the NSGA-II algorithm to
adaptively select the optimal solution. In this approach, kurtosis and envelope entropy are combined into a
single bi-objective fitness function, and the L and T parameters of MCKD are optimized, significantly improving
the efficiency of faulty impulse extraction.

3. Based on the filtered periodic pulse characteristics, a new kernel size optimization strategy for CNN is
developed to achieve more accurate compound fault feature extraction and classification. Additionally, feature
visualization of CNN channels is employed to assess the effectiveness of periodic pulse extraction and to
intuitively demonstrate the importance of optimized kernel sizes for different faulty impulses, thereby enhancing
the interpretability of the model.

The remainder of the paper is organized as follows: the second part introduces the principle of MCKD
and NSGA-II. The third part describes the proposed AMOMCKD-CNN method. The fourth part carries on
a deconvolution experiment and analyzes the final classification results. The last part is the summary and
discussion of this paper.

MCKD and NSGA-II

Maximum correlated Kurtosis deconvolution

MCKD highlights continuous pulses submerged in noise by deconvolution operations, increasing the correlation
kurtosis value of the original signal. A finite impulse response (FIR) filter for vibration acceleration signal is
designed and the optimal parameters are established to realize an iterative process. The actual acquired vibration
acceleration signal &, can be expressed as Eq. (1):

Tn =hn*yn +e (1)

where y,, is the signal with more pronounced periodic impulsivity, hn is the response of y,, through resonance
as well as the surrounding noise environment, and e is the noise.

The steps of the algorithm are as follows:

(1) The MCKD algorithm essentially deconvolutes y,, from the acquired fault vibration acceleration signal
Zn, expressed in Eq. (2):

L
Yn = f * Ty = Z fixn—i+l (2)

i=1

where f = [fi1, fo, f3...fr]" are the FIR filter coefficients of length L.

(2) The algorithm incorporates the correlated kurtosis, which addresses the issue of traditional indexes being
overly sensitive to individual pulses by introducing the fault cycle parameter, denoted as T. The calculation
formula for the correlated kurtosis is provided as Eq. (3):

N M 2
Z Yn—mT),
n=1 \m=0

CK (Ty) = ~ Ve (3)
<Z y%)
n=1

Where N denotes the length of the collected vibration acceleration signal, M denotes the number of shifts of the
filter, and T’, stands for the sampling points within the fault cycle T. The calculation formula for T is provided
as Eq. (4):

_ 5

T= 7,

(4)

Where f, denotes the fault characteristic frequency, and f represents the sampling frequency.
(3) The algorithm’s ultimate is to maximize the correlated kurtosis of the filtered signal y,, denoted as CK

by Eq. (5):
N M 2
Z <H y'n—an)
0

n=1

m?x CKu (Th) = m;w: 7:,: vEs) (5)
(Z y%)
n=1
The Eq. (5) can be equivalently expressed as Eq. (6):
%C’KM (T.) =0, i=1.2,...,L. ©)

Expressing the equation in matrix form and rearranging yields by Eq. (7):
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2D*Aoyn = yn(AoB + Ar,C) (7)
In the Eq. (7):
T1—r T2—r XT3—r e TN—r
0 T1—r T2—r e IN—-1—1r
A'r' _ 0 0 T1—r . TN—_—2—r
0 0 0 i TN—Lort1] pon

r=1[0,Tp,2Tn, ..., mT,]

T
B= [ywir, v, - UNYN_7T,)
T
C= [y-r.y? vo-m¥3 ... yn-T. U]
D= [y1y17Tn Y2Y2—-T, .- yNyN—Tn]T

(4) The filter coefficients can thus be represented as Eq. (8):

2
_ n -1
F= ATy, = 2”|l\/DHH2 (A0AT) ™" (AoB + Ar,,C) (8)

Substituting the iterated filter coeflicients into Eq. (2) yields the filtered impulse signal yy,.

NSGA-II

The NSGA-II is an extension of the genetic algorithm and is widely utilized in benchmark testing of multi-
objective evolutionary algorithms to find optimal solutions in multi-objective conflict. It is based on the concepts
of non-dominated sorting and crowding distance and constantly develops the solution set by maintaining non-
dominated solutions and employing a variety of selective operations. The principle of the main loop is shown
in Fig. 1.

(1) The current population P? is selected, crossover, and mutated to produce an offspring R* with the same
number of individuals as its offspring, and at the same time, P* is merged with R’.

(2) Fast non-dominated sorting of the merged populations, where F1, F5,...F}, denotes the subpopulations that
pass the non-dominated sorting. F1 is the set of non-dominated individuals in the population, F% is the set
of non-dominated individuals in the population after the exclusion of F', and so on

(3) According to the dominance rank order, individuals of each rank are sequentially added to the next pop-
ulation P**! until the current ranks individuals cannot all be accommodated. This is illustrated by the
inability to include all individuals from F3 in Fig. 1.

(4) The individuals of the current rank (denoted as F3 in Fig. 1) are sorted based on their crowding distances.
Individuals with larger crowding distances are sequentially added to the next population P™"*. At this
point, the remaining solutions are all eliminated. This process continues iteratively until reaching the termi-
nation condition.

The solution to the multi-objective minimization problem obtained by NSGA-II is called the non-dominated
solution, also known as the pareto front. To determine the optimal solution, a multi-objective fitness
function evaluation is necessary. Andreia P. Guerreiro demonstrated in research on stochastic multi-objective
optimization and evolutionary multi-objective optimization algorithms that the Hypervolume (HV) is one of
the most commonly used set quality indexes®!. HV measures the volume of a region in the target space contained
in a set of non-dominated solutions obtained by reference points. A larger HV value indicates better overall
performance of the solution set. It can be used to compare the quality of the solution sets in the pareto front

Non-dominated Crowding

sorting distance pt+1
_ sorting
pt pt £
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Fig. 1. NSGA-II procedure.
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produced by the algorithms, and cannot be used to estimate the quality of a single optimal solution in a multi-
objective optimization problem.

Proposed AMOMCKD-CNN model
A CBFD method based on AMOMCKD-CNN is proposed to solve the problems of various fault separation and
complex feature extraction in traditional intelligent CBFD methods.

AMOMCKD-CNN

Combining bi-objective optimized MCKD with Improved CNN, a method called AMOMCKD-CNN is
constructed, with the overall process shown in Fig. 2. First, the original vibration acceleration signal is obtained
from the rolling bearing through continuous sampling. Then, the kurtosis and envelope entropy are designed as
a bi-objective fitness function of NSGA-II, and the multi-objective evaluation index HA is innovatively designed
to complete the optimization adaptively search for the key parameters L and T of the MCKD. Following that, the
signal is filtered using the optimized MCKD to enhance the correlation characteristics of different failure modes.
Subsequently, the filtered signal, with its periodic impulse characteristics, is segmented and input into the CNN,
where an appropriate kernel size is set for feature extraction and classification. Finally, visualize the sensitivity of
the kernel size to fault pulses to estimate the impact of varying the kernel size. The proposed AMOMCKD-CNN
can be used to better extract and utilize the characteristics of the failure modes, providing an effective method
for CBFD.

Proposed AMOMCKD method

The choice of the fitness function is essential for the proposed AMOMCKD method. The kurtosis K has been
identified as an important index for fault signal detection. It is the fourth central moment of the original
vibration acceleration signal x, as shown in Eq. (9).

é (- :;)4

K= -

(£ 6-9)

1=

2|~

z|=

Here, x denotes the mean amplitude of x,.

Higher kurtosis values indicate more severe bearing faults. However, its use may place too much emphasis on
signal skewness and may ignore periodic components. Envelope entropy is introduced as a quadratic measure
to balance the effects of transient pulses and periodic components. Envelope entropy E, reflects the sparsity, as
shown in Eq. (10).
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Fig. 2. Fault diagnosis flowchart of rolling bearing.
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Z N N (10)
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Here, w, represents the signal obtained after Hilbert demodulation of signal x,.

When the filtered signal contains more noise and fault features are not obvious, the sparseness of the signal
is weak, which leads to high envelope entropy. Conversely, envelope entropy is lower when the filtered signal has
clearer fault features and is sparser™. If the filtered signal exhibits lower envelope entropy and higher kurtosis,
the periodic pulse features in the signal are more significant, which is more conducive to the extraction of fault
features. Therefore, the selection of kurtosis and envelope entropy as a bi-objective fitness function for NSGA-II
can better optimize the key parameters of MCKD and better reflect the dynamic behavior of the signal, including
both periodic and non-periodic components, so that the information in the entire fault signal can be used more
fully.

To solve the problem of selecting a single solution from the set of non-dominated solutions and overcoming
the shortcomings of HV; this paper proposes a new index called HA for selecting individual solutions in non-
dominated solution set. The process of calculating HA is shown in Fig. 3. Firstly, the reciprocal of kurtosis is
taken as the horizontal axis and envelope entropy as the vertical axis. Theoretically, to minimize both objectives,
the reference point is set at (0,0). Secondly, in this example, x4 represents the maximum reciprocal value of
kurtosis, and y1 represents the maximum value of envelope entropy, as a datum point (z4, y1). Subsequently,
the ratio of non-dominated solutions is calculated and projected onto the axis of 1 x1 coordinates to assign bi-
objective equal weight. Finally, the area between projection points and reference point (0,0) is computed as the
final performance evaluation of the algorithm.

The paper integrates HA into NSGA-II for adaptive optimization of key parameters (L, T) in MCKD, as
shown in Algorithm 1. Lines 1-11 of Algorithm 1 demonstrate the process of selecting the non-dominated
solution set, as illustrated in Fig. 1. Initial population of size n = 30, made up of random sets of two typical
design parameters, will be used as the starting point in NSGA-II. The algorithm will operate with a crossover
probability pc = 0.9 and a mutation probability pm = 0.1. Additionally, the max evolution iteration ¢max is set
to 20 to search for the best parameter combination for two typical designs. In lines 12-19, the HA values of each
individual in the non-dominated set are calculated for the final selection. HA maps HV to a single solution in
a non-dominated set and compares individual solutions. The HA value indicates the balance between the two
objectives. Thus, the L and T with the highest HA values are selected as the final filtering parameters for MCKD.

CNN Architecture

In CNN, the size of the convolution kernel determines its receiving field and directly affects CNN performance.
To better capture the horizontal features of the input one-dimensional signal, the kernel height was set to 1. The
kernel only computes the input signal horizontally, not vertically, to conform to the physical characteristics of
the signal. Given that fault impulses typically exhibit rapid growth followed by decay, different threshold factors,
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Fig. 3. Selection of the optimal solution: (a) Selection of datum and reference points; (b) Calculation of HV;
(c) Calculation of HA.
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1: Initialize population P = {p1,...,pn}, L, T, n = 30, tmax = 20, pc =0.9, pm = 0.1,
2. Evaluate f; : P - R2 Vie {1,...,n}
3: [P, F] - NonDominatedSort(P)
4: P <+ CalculateCrowdingDistance(P, F)
5. for t = 1 to tmax do
6: R < CreateOffspring(P)
7: Q+ PUR
8: [Q, F] + NonDominatedSort(Q)
9: Q < CalculateCrowdingDistance(Q, F')
10: P «+ SelectNextGeneration(Q)
11: end for
12 V e [fio)lep
13: Umax < max(V)
14: for p € P do
15: p.HA « H?zl %
16: end for
17: Sort P in ascending order of p.HA
18: [L, T] < P[1].position
19: y + MCKD(signal, L, T)
20: return y, L, T

Algorithm 1. AMOMCKD.
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Fig. 4. Kernel width definition procedure.

denoted as v, are set to determine the pulse widths for different fault types. When a fault signal initially exceeds
the threshold, it must subsequently drop below the threshold to be detected again. The threshold selection thus
determines the widths of the signal pulses extracted from different scales.

The process of determining the kernel width for CNN involves five main steps, as illustrated in Fig. 4.
Initially, the original vibration acceleration signal is collected to capture the acceleration response of a fault
sample (Fig. 4a). Next, the acceleration envelope signal is extracted, illustrating an example of the inner ring fault
envelope, retaining only the positive half (Fig. 4b). Furthermore, to minimize noise interference, the fault pulse
width is analyzed by evaluating the difference between the mid-threshold A,;q and the transition point ¢, (k)
of the envelope signal’s rising and falling edges. This analysis is performed under different -y values (Fig. 4c), as
defined in Eq. (11). Subsequently, a series of fault pulse widths is determined using Eq. (12-13) (Fig. 4d), along
with a corresponding local magnification of the envelope signal (Fig. 4e). Finally, to ensure complete coverage of
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Layer name | Filter numbers | Kernel size | Padding | Outputs sizes
Input / / / (2048,1)
Convl 32 Wi () Same (64,32)
Maxpooll / 2 Vaild (32,32)
Conv2 64 3 Same (16,64)
Maxpool2 / 2 Vaild (8,64)

FC 256 / / (256,1)
Softmax / / / (8,1)

Table 1. The parameter of CNN architecture.

Beari dul
® Bearing module ® Load motor

@ Flywheel

Fig. 5. The test platform of Paderborn dataset.

all critical pulse features within the envelope signal, the largest pulse width is selected as the final kernel width
(Fig. 4f).

740

ty(k) = tmidk+1) — tmid(k) (12)
Wi(y) = mkath(k)fs (13)

Here, Ao denotes the maximum amplitude of the envelope signal, ¢,,;q(x) represents the sampling time
corresponding to the k-th intersection of A,,;q and the envelope signal, and W () refers to the kernel size
determined by the proposed method.

Through the analysis of the relationship between acceleration signal features, a CNN model highly correlated
with signal features was established. The proposed CNN structure consisted of two convolutional layers, two
pooling layers, one fully connected layer, and one Softmax layer. Table 1 provides detailed parameters of the
CNN model architecture.

Experiment
Dataset description
The experiment utilized the public bearing data set of Paderborn University (PU) dataset in Germany, as
depicted in Fig. 5.

The experimental setup comprised a test motor, a measurement shaft, a bearing module, a flywheel, and
a load motor, with the data set covering both artificially induced and real damage scenarios. The vibration
acceleration signal was collected using piezoelectric accelerometers at a sampling frequency of 64 kHz. Bearing
damage conditions were categorized into five levels, with levels 1 to 5 indicating increasing severity of damage.
The data in this paper encompassed vibration data from eight different states under conditions of 900 rpm speed,
700 Nm torque, and 1000 N radial force. Time-domain vibration acceleration signals from eight samples were
selected for experimental analysis. Details of the samples and tag number are presented in Table 2.

Selectionrules for L, T

Before using MCKD optimization, it is necessary to determine the search range of L, T. Experimentally, the
search range of L is set as [2,700]%. For T, it can be theoretically calculated by the fault characteristic frequency.
The specific fault types are outer ring faults, inner ring faults, and ball faults, and the corresponding fault
characteristic frequencies are fepro, feprr and fesr, as shown in Eq. (14-16):

fr

60 (14)

fBPFO:gX (1—%><cosﬂ) X
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Data type Bearing code | Tag number
Healthy bearing data K002 0
Inner ring damage; Pitting; Single point damage; Damage level 1 KI21 1
Inner ring damage; Pitting; Single point damage; Damage level 2 KI18 2
Outer ring damage; Pitting; Single point damage; Damage level 1 KA22 3
Outer ring damage; Pitting; Single point damage; Damage level 2 KAle 4
Mixed damage of outer and inner rings; Plastic deform; Distributed damage; Damage level 1 | KB27 5
Mixed damage of outer and inner rings; Pitting; Single point damage; Damage level 2 KB23 6
Mixed damage of outer and inner rings; Pitting; Distributed damage; Damage level 3 KB24 7

Table 2. Data type and tag number.

Fault type L |T

N09_MO07_F10_K002_1 | 153 | 1375

N09_MO07_F10_KI21_1 |73 |1136

N09_MO07_F10_KI18_1 | 179 | 1256

N09_MO07_F10_KA22_1 | 133 | 1128

N09_MO07_F10_KA16_1 | 236 | 1180
N09_MO07_F10_KB27_1 | 405 | 1358
N09_MO07_F10_KB23_1 | 450 | 1323
NO09_MO07_F10_KB24_1 | 445 | 1289

Table 3. Optimal parameter matching.

fBPrI = % X (1—1—% X cosﬁ) X (J% (15)
2
fBSF—?X(l(gXCOS/B) )xg(r) (16)

where z denotes the number of rolling balls, fstands for the shaft frequency, d, D, and 3 designates the ball
diameter, pitch diameter, and bearing initial contact angle, respectively. From Eq. (4), the search range of T'is as
shown in Eq. (17):

fs

max (fepro, fBPFI, fBSF)

fs

min (fepro, fBPFI, [BSF)

<T< (17)

For the bearing data set from Paderborn University, this paper uses data with fault types consisting solely of
either inner or outer ring faults. The search range for values of T is calculated from Eq. (17) to be [800,1400],
without considering ball faults. Table 1 displays the experimental data for evaluating the AMOMCKD model’s
performance. The NSGA-II algorithm optimized the key parameters of MCKD, which were subsequently used in
the deconvolution processing of the fault vibration acceleration signal to produce a filtered signal with enhanced
periodic impulse characteristics. Table 3 lists the optimal allocation combinations of L and T corresponding to
different types of fault samples.

AMOMCKD deconvolution analysis

Figure 6 illustrates comparisons between filtered signal and original signal under different fault conditions
using NSGA-II and PSO algorithms. To ensure fair comparisons, the fitness function of the algorithms were
consistently set. The results show that the original signal demonstrates periodicity in the time domain but are
greatly influenced by noise interference, leading to unclear fault impulses. After AMOMCKD filtering, the method
successfully extracts the desired periodic transient pulse components, while effectively decoupling compound
faults. PSO-MCKD filtering can extract pulse features of the original signal in some cases (KI18, KA22),
but unexpected deformations occur in signal KB27 and KB24, such as inaccurate frequency characteristics,
waveform distortion, or amplitude response offset.

Additionally, the comparison of bi-objective optimization results in Fig. 7 reveals that the unexpected
deformations in KB27 and KB24 are caused by excessively large kurtosis indices. The situation indicates weak
convergence assurance of PSO-MCKD in bi-objective optimization, which makes it difficult to effectively escape
local optima. Moreover, in terms of envelope entropy, it is evident that the proposed method achieves the
minimal indices. Therefore, AMOMCKD demonstrates an improved balance between kurtosis and envelope
entropy indices, especially in compound fault signal.
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Fig. 7. Comparison of fitness function under different methods: (a) 1/kurtosis (b) Envelope entropy.

To further validate the effectiveness of AMOMCKD in extracting acceleration signal features, this paper
analyzed by visualizing the envelope spectra of deconvolved signal. As shown in Fig. 8, the envelope spectra of
filtered signal from primary inner race fault KI21 and primary outer race fault KA22 reveal fault characteristic
frequencies with apparent amplitudes and distinct frequency harmonics. In contrast, the envelope spectra of
original signal from secondary inner race fault KI18 and secondary outer race fault KI16 exhibited irregular fault
frequency characteristics in the low-frequency range due to interference, which was successfully overcome by
AMOMCKD filtering. For the primary compound fault KB27, clear fault frequency harmonics were observed in
the original signal envelope spectra. However, the coupling effects between inner and outer race faults impacted
the secondary compound fault KB23 and tertiary compound fault KB24, resulting in significant distortion of
fault frequency characteristics in their original signal envelope spectra. Utilizing the unique deconvolution
capability of the AMOMCKD method significantly attenuated the influence of non-fault-induced frequency
components, enhancing the identification of fault frequencies and laying a solid foundation for subsequent
model feature extraction.
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Fig. 8. Comparison of envelope spectra before and after filtering with AMOMCKD.

Fault type Threshold factor
0.9 |08 | 0.7 | 0.6
38 |72 |96 |111

34 |35 |97 |107

0.5 0.4
178

157

0.3
188
159

0.2
220
160

0.1
298
198

Inner race fault

Outer race fault 120

Table 4. Convolutional kernel width at different thresholds.

Experimental results and analysis

This section primarily focuses on the evaluation of the AMOMCKD-CNN model. The selected data will be
randomly divided into training, validation, and test samples in a 4:1:1 ratio, with each fault type containing
400 samples and each sample having 2048 data points. The experiments are conducted on a computer running
Windows 10, equipped with a multi-core 3.2 GHz Intel Corei9-12900K CPU, 64 GB of system memory (RAM),
and two NVIDIA GeForce RTX 3090 graphics cards.

A batch size of 32 was set for all methods, Adam optimizer was chosen, and Cross Entropy served as the loss
function. Throughout the training, the learning rate was set to 0.001, with 100 epochs. Based on K-fold cross-
validation, each model underwent 10 experiments, and the average score of these 10 experiments was taken as
the final score for comparative analysis. These experiments were implemented using the TensorFlow and Keras
frameworks.

In terms of determining the kernel width, this paper investigated the effect of measuring the kernel width at
different thresholds on diagnostic accuracy. Different -y values ranging from 0.1 to 0.9 were explored. These values
represent different kernel widths for feature extraction across scales. Table 4 lists the fault pulse lengths extracted
for different fault types with varying ~ values. Afterward, outer race, inner race, and rolling element faults in
the PU dataset were tested to compare the effects of different kernel widths on CNN classification accuracy (see
Table 5), with a (3,3) square kernel used as a benchmark. Results showed a roughly 20% performance advantage
of rectangular kernels over square kernels, further confirming that classical kernel sizes may not always be
suitable in non-image processing domains. Figure 9 illustrates the kurtogram corresponding to each sample.
The introduction of 2D kurtogram-based representations significantly improved classification performance
compared to simple 2D reshaped data. The kurtogram representation yielded a mean accuracy of 85.621%,
outperforming the 2D reshaped input by a notable margin. This demonstrates the kurtogram’s capability in
preserving fault-related features across scales, making it a powerful tool for input preprocessing. However, the
slightly lower classification accuracy of the kurtogram compared to 1D filtered data may be due to the insufficient
signal length and the level being set to 4, which limits the information captured within the kurtogram.

Upon selecting the rectangular kernel, the kernel width needed to be determined based on the v value.
Performance improved as y decreased from 0.9 to 0.5, with the optimal performance observed at v = 0.5, yielding
the highest median and mean accuracies, indicating more effective capture of fault pulse information within the
receptive field by the CNN. However, as - decreased from 0.5 to 0.1, CNN performance gradually declined
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Fig. 9. Kurtograms of each sample in the Paderborn dataset at label 0-7 (a-h).

due to an increase in non-fault pulse components within the receptive field, leading to decreased accuracy. As
a result, the optimal y value for the design of the first kernel width was determined to be 0.5, corresponding to
kernel widths of 122 for the PU dataset.

After determining the kernel width in CNN, the AMOMCKD-CNN model was compared with CEEMDAN-
CNN?35, VMD-CNN?, and RAW-CNN. The impact of different data processing methods on the results was
explored using the same data preprocessing approach. Figure 10 illustrates the comparison among the four
models with different kernel widths. The designed kernel width in this study demonstrates notable advantages
in various signal processing tasks, providing further evidence to guide CNN kernel design based on the pulse
width of the vibration acceleration signal.

Specifically speaking, at a kernel width of 3, CEEMDAN-CNN and VMD-CNN demonstrate excellent
feature recognition among fault classes, achieving accuracies of 96.25% and 95.31%, respectively. The
performance surpasses that of the RAW-CNN, although it performs poorly in normal versus fault sample
classification. Notably, AMOMCKD-CNN achieves 100% accuracy in normal versus fault sample classification
and outperforms the other three methods overall, demonstrating its superiority in compound fault decoupling
detection. Ata kernel width of 122, all methods exhibit significant improvement. The single fault type recognition
accuracies of CEEMDAN-CNN and VMD-CNN models on original vibration acceleration signal increase from
94.84% to 97.81% (an approximately 3% increase). However, these models exhibit unstable performance in
handling compound faults, showing fluctuations. The AMOMCKD-CNN model effectively detects compound
fault features by utilizing deconvolution algorithms to process original data before feeding it into the CNN.
The model achieves recognition accuracies of approximately 99% for the KI18 inner race fault and KA16 outer
race fault, with recognition accuracies exceeding 97% for compound faults KB27, KB24, and KB23, showcasing
strong precision and generalization capabilities.

The t-SNE algorithm-based feature visualization results on the Paderborn test dataset, as depicted in Fig. 11,
reveal the robust feature extraction capability of the AMOMCKD-CNN model. It effectively discriminates
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Fig. 10. Accuracy comparison of four methods: (a) Kernel wide = 3; (b) Kernel wide = 122.
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Fig. 11. Visualization of the learned features using t-SNE: (a) RAW-CNN; (b) AMOMCKD-CNN; (c)
CEEMDAN-CNN; (d) VMD-CNN.

between samples representing different fault states, particularly distinguishing between normal and faulty
signals. However, CEEMDAN-CNN and VMD-CNN exhibit some misclassifications in distinguishing different
faults, especially in compound fault classification. The t-SNE feature visualization demonstrates the practical
value of the proposed AMOMCKD-CNN model.
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An important benefit of the adaptive selection kernel size model is its visualizability, which improves the
interpretability of the model. The experiment investigated different operating conditions using the Paderborn
dataset, utilizing intrinsic information from each channel in the model, where each channel corresponds to
a specific feature extractor. The feature focused on observing the feature extraction of input pulse signal by
adjusting the width of the first convolutional layer’s kernel. To facilitate visualization, the extracted feature
information from each channel in the data sequence was combined and normalized, highlighting the significance
of optimizing kernel widths for different types of fault pulses. Figure 12 illustrates the channel score visualization
of normal bearing signal and seven different types of bearing fault signal from the Paderborn dataset, using both
traditional and optimized kernel sizes, with brightness indicating the models focus on different signals. The
results indicate that optimized kernel sizes better capture vibration impulse patterns in the signal. This method
can simultaneously focus on different patterns and allocate more attention to significant patterns, thus possessing
accurate fault diagnostic capabilities. These visualization results partially reveal the internal operational patterns
of the model, aiding in a better understanding and interpretation of the model’s behavior and performance.

The method’s capability to handle signal of arbitrary lengths was validated in the visualization. Fault signals
of different lengths (1024, 2048, 4096, 8192) were used as inputs for the model, and the visualization of scores for
signals of different lengths is presented in Fig. 13. The results indicate that the method exhibits similar attention
to identical vibration patterns across signal of different lengths, demonstrating the model’s strong generalization
ability and robustness.
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Data type Bearing code | Tag number
Normal data Normal 0
Inner ring fault IF 1
Outer ring fault OF 2
Ball ring fault BF 3
Inner ring fault and Outer ring fault IOF 4
Inner ring fault and Ball ring fault IBF 5
Outer ring fault and Ball ring fault OBF 6
Inner ring fault, Outer ring fault and Ball ring fault | IOBF 7

Table 6. Data type and tag number (CWRU).

Fault type Threshold factor v

09 08 (0.7 |06 |05|04 |03 |02 |0.1
Inner race fault |4 |5 |5 |7 |8 |9 41 |95 |115
Outer race fault | 4 5 5 6 7 34 |44 |88

Ball race fault 5 15 |38 |41 |58 |107 | 166 | 198 | 237

(=)}

Table 7. Convolutional kernel width (CWRU) at different thresholds.

input data ¥ 1st kernel size Minimum  Maximum Median Mean

2D(reshape) (3,3) 94.414% 97.656% 96.035% 96.226%
1D(filtered) 0.9 (5,1) 95.313% 98.828% 97.071% 97.167%
1D(filtered) 0.8 (15,1) 96.667% 99.418% 98.041% 98.216%
1D(filtered) 0.7 (38,1) 98.235% 99.838% 99.037%  98.943%
1D(filtered) 0.6 (41,1) 98.786% 100% 99.393%  99.281%
1D(filtered) 0.5 (58,1) 99.093% 100% 99.547%  99.539%
1D(filtered) 0.4 (107,1 98.526% 99.792% 99.159%  99.025%

)
1D(filtered) 0.3 (166,1) 96.461%  98.233%  97.347%  97.587%
1D(filtered) 0.2 (198,1) 95.732% | 98:572% | 97.152%  97.335%
1D(filtered) 0.1 (237,1) 92.713%  97.223%  94.973%  94.966%

Table 8. CNN classification accuracy (CWRU) for different kernel widths.

Further experiment

To further validate the performance of the AMOMCKD-CNN method, experiments were conducted using
the publicly available dataset from Case Western Reserve University (CWRU), widely acknowledged as an
authoritative benchmark for bearing fault diagnosis. Vibration acceleration signals from the drive-end bearings
were used as the experimental dataset, encompassing faults in the rolling elements, inner race, and outer race.
The experimental setup covered a load range of Ohp to 3hp and a speed range from 1730rpm to 1797rpm.
Compound fault data was generated by directly summing corresponding single fault data to simulate different
faults. All signals were measured using acceleration sensors at a frequency of 12kHz under various load torques
and speeds. Table 6 presents the specifics of the samples and their tag number.

Compared to the Paderborn dataset, it is observed that the fault pulse components in the CWRU dataset are
more distinct, and there is a significant difference between normal and fault signals, providing more favorable
conditions for bearing fault diagnosis. Employing the same methodology as with the Paderborn dataset, Table 7
presents the extracted kernel widths with different thresholds, while Table 8 lists the corresponding CNN
classification accuracies based on these kernel widths. The parameter «y for the CWRU dataset was determined
to be 0.5, corresponding to a kernel width of 58.

Figure 14 illustrates the identification accuracy for each type of fault under different conditions, with kernel
widths set to 3 and 58, respectively. For example, at a kernel width of 3, the model shows an average accuracy
improvement of approximately 4% for compound fault tasks. Although it falls short in handling compound faults
involving the inner race, outer race, and rolling elements, this method still secures the second position with a
slight deviation from the top-performing approach. By adjusting the kernel size, significant improvements in
average precision are observed across all methods. Figure 15 compares eight types of rolling bearing faults using
t-SNE clustering analysis, demonstrating that convolutional kernel receptive fields can effectively perceive the
regularity of fault pulses and capture these patterns. The AMOMCKD-CNN, through its unique deconvolution
approach and optimally designed kernel sizes, efficiently and accurately extracts pulse features, showcasing
excellent classification accuracy across all labels, particularly in handling compound faults. In summary, the
AMOMCKD-CNN emerges as a versatile model that consistently delivers competitive performance across
diverse datasets.
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Fig. 14. Accuracy comparison of four methods (CWRU): (a) Kernel wide = 3; (b) Kernel wide = 122.
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Fig. 15. Visualization of the learned features using t-SNE(CWRU): (a) RAW-CNN; (b) AMOMCKD-CNN; (c)

CEEMDAN-CNN; (d) VMD-CNN.

Experiments on both datasets demonstrate that the optimal gamma value is 0.5. Therefore, this study will
modify the rotational speed in the Paderborn dataset from 900 to 1500 rpm, while keeping other conditions
constant, for further analysis. Figure 16 shows its classification performance. When < is reduced from 0.9 to
0.1, the changes observed in the data at 1500 rpm, which exhibit more pronounced periodic pulses, are similar
to those at 900 rpm. The kernel width at 1500 rpm is generally smaller than at 900 rpm, as the signal pulses are
more frequent and concentrated. In terms of classification performance, v = 0.4 produced the best results, which
corresponded to the 1500 rpm data pulse characteristics, which demonstrated the match between the CNN

kernel width and the data pulse width.
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Fig. 16. Classification performance with different kernel widths at 1500 rpm on the Paderborn dataset.

Discussion and conclusion

A CBFD method called AMOMCKD-CNN based on adaptively optimized parameters MCKD and CNN is
proposed. The main contributions of this paper are the development of a multi-objective optimization model
to optimize key parameters of MCKD and the proposal of a novel HA metric for a more comprehensive
evaluation of filtered signal quality. Additionally, the CNN feature extraction structure is optimized to enhance
interpretability. A significant aspect of AMOMCKD is its capability to eliminate the reliance of MCKD on a
single kurtosis index and reduce resonance phenomena caused by multiple faults simultaneously, resulting in
the filtered signal with clear periodic pulses. Moreover, by incorporating the regular impulse characteristics of
the filtered signal, the size of the convolutional kernel receptive field in the CNN is optimized. This optimization
enables the visualization of the model’s attention to the signal in different states through the multi-feature channel
information in the network’s first layer. Ultimately, leveraging the advantages of CNN feature learning, complex
conditions of rolling bearing fault diagnosis are achieved. Analysis and validation using both the PU dataset
and the publicly available CWRU dataset demonstrate classification accuracies exceeding 97%. Comparative
evaluations with other optimization methods validate the robustness of the AMOMCKD-CNN approach.
Compared to other state-of-the-art methods, the approach not only achieves satisfactory classification accuracy
but also demonstrates strong stability, facilitating improved CBFD implementation.

Data availability

The experimental data used in this paper is from the rolling bearing database center of Case Western Reserve
University(CWRU) in the United States (https://engineering.case.edu/bearingdatacenter/download-data-file)
and the bearing dataset of the University of Paderborn, Germany (https://mb.uni-paderborn.de/kat/forschung/
kat-datacenter/bearing-datacenter/data-sets-and-download).
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