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frailty models
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This study compared the performance of the Bayesian multivariate survival tree approach constructed
from extended Cox proportional hazard with gamma frailty term, and two shared gamma frailty
models with exponential and Weibull baseline hazard function, respectively. A simulation study was
applied to evaluate the impact of the baseline hazard function, number of clusters (200, 500, 1000),
cluster size (5, 10, 20), and right censoring rate (10%, 50%, 80%) on the performance of classification.
We generated 90 clustered survival datasets having correlated failure times and 50 covariates at
cluster level and at individual level. Each dataset was resampling 1000 times by selecting clusters at
random 70% as training datasets and the rest 30% as the test datasets. The performance of a Bayesian
multivariate survival tree approach based on shared gamma frailty models with Weibull distribution
provided the highest accuracy. All three models, the accuracy tended to increase with an increase in
the cluster size and the number of clusters. The accuracy decreased monotonically with increasing the
percentage of censoring rate. In conclusion, the use of the Bayesian multivariate survival tree approach
constructed from the shared gamma frailty with baseline hazard function as Weibull distribution was
recommended.
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Correlated multivariate data frequently occur in medical studies. The correlations naturally appear, one the one
hand, due to recurrence of events in the same individual and on the other hand, due to the fact that groups of
patients typically share similar characteristics and, in doing so, form clusters. In general, the Cox proportional
hazard model is popular model for analyzing univariate survival data® such that subjects are assumed to be
drawn from homogeneous population having the same risk (e.g., risk of disease recurrence or risk of death). It is
a semi-parametric model since its baseline hazard function is not specified. In contrast, parametric proportional
hazard models involve pre-defined hazard functions that come, for example, in terms of exponential or Weibull
distribution functions>=. Although the exponential model is a simple model with single parametric, it may not
be useful in real life for studying the recurrence of events within a lifetime. The Weibull model (which includes
the exponential model as a special case) is a more acceptable model because it allows for modeling various types
of hazards varying with time such as increasing hazard, constant hazard, or decreasing hazard>.

However, the Cox proportional hazard models fail to account for the correlations in survival times®. Frailty
models were introduced that can explain such correlations arising in clustered survival data and are also known
as random effect models®%. Frailty models can be considered as generalizations of the Cox proportional hazard
model in which both the frailty term and the covariate effects are assumed to act multiplicative on the baseline
hazard®!°. In particular, shared frailty models have been frequently used to describe multivariate survival times
related to clusters, where every cluster has its own unique frailty and these frailties are independent of each
other!!. The frailty variable itself can be distributed in various ways such as a gamma, log-normal, or inverse
gaussian distribution!!2,

In addition, the shared frailty model approach can generate the model for each cluster, which is designed for
correlated data. In the medical area, patients exhibiting some kind of failure times need to be classified based on
shared characteristics. In general, machine learning algorithms can solve various types of data analysis tasks'>~16
and may outperform purely statistical models by exhibiting lower error rates for prediction!”!8. In particular,
machine learning approaches can address this classification problem by constructing appropriate survival trees,
which are decision trees for survival data. Survival trees have the advantage of classification individuals in an
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Hazard model | Survival tree model | Bayesian approach | Study
Vi Vv Eckel et al.?’, Fan et al.?%, Fan et al.”’, Gao et al.*°, Hallett et al.*!, Su and Fan*, Jia et al.*
Vv Vv Banerjee et al.*, Bunyatisai*®
Vv Vv Chipman et al.*, Clarke and West?*, Denison et al.>’
Vv Vv Vv Levine et al.*%, current study

Table 1. Dual and triple integrated approaches in previous studies and in the current study.
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Fig. 1. Dual and triple integrated approaches in previous studies and in the current study.

unbiased way into groups such as risk or prognosis groups'*-2!. A benchmark machine learning algorithm in this
regard is the CART (Classification and Regression Tree) algorithm'®. Group specific survival curves and group’s
median survival can be estimated from a non-parametric K-M approach?2.

In general, tree-based analyses come with another useful feature: they determine which factors out of a
set of candidate factors are the important ones that influence the outcome variable of interest. More precisely,
during the construction of a tree, an algorithm typically determines which factors are suitable for outcome
predictions and rank the suitable ones according to their importance in a semi-hierarchical order. This benefit
will be demonstrated in Section “Results” for the data being considered in the present study. In addition, in the
context of our tree-based analysis, variable importance can also be determined with a quantitative measure?*!
that again will be discussed in Section “Results”.

Ignoring limitations of proportional hazard models and frailty models, as such they are powerful tools to
analyze survival data. That is, a given data set may be first analyzed using a proportional hazard (or frailty) model
and subsequently using survival tree models?>?® or random survival forest models'”!8. Recently, rather than
exploiting these two approaches independently, attempts have been made to merge the two methods. In doing
s0, dual integrated approaches have been suggested in which hazard models are placed in the nodes which are
parts of survival trees, see Table 1 and Fig. 1 (for reviews see!"?°).

Accordingly, Gao et al.* proposed a method to integrate a gamma frailty model within the CART survival
analysis to analyze multivariate survival data and account for correlated events in studying the risk of catheter
infections in dialysis patients. While for the data set at hand the standard frailty modeling analysis just showed
an effect of gender, the integrated frailty survival tree model showed that there was an interaction effect between
gender and age such that for females two prognostic groups based on age could be identified (while for males
this was not the case). Not only the gamma frailty model was merged with survival tree analysis***23? but also
other hazard models such as the standard Cox model?® or the exponential frailty model***!*°. In this context,
Calhoun et al.*” presented the R package MST (Multivariate Survival Tree) that allows researchers to construct
multivariate survival trees involving frailty models. Growing survival trees that involve hazard models as part
of their structures requires to define appropriate splitting rules. A maximum likelihood method for building
multivariate survival trees based on gamma frailty models was proposed by Su and Fan*. Fan et al.?® used
a robust log-rank statistics as splitting rules for their approach to integrate the Cox model into the survival
tree analysis. A test statistic based on the Fisher information matrix was also suggested by Fan et al.?’. Several
researchers suggested a different way to generalize the standard frailty modeling analysis by focusing on the
parameter estimation part*»*. Instead of using standard maximum likelihood estimators in order to estimate
the parameters of frailty models, they suggested to utilize a Bayesian framework involving Bayesian estimators
as obtained for example by the MCMC approach. In general, the MCMC method is a powerful algorithm for
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Bayesian estimation’ In doing so, the benefit of frailty models to model random effects across clusters was
merged with the flexibility of the Bayesian methodology.

Classical tree-based approach, in general, and survival trees, in particular, involve splitting rules (as
mentioned above) that are based on fitting criteria that are maximized!*?%3. This classical approach relies only
on observation for data analysis. In opposite, Bayesian tree approach overcomes limitations of the classical
tree-based approach by fully exploring the tree space, avoiding bias towards predictor variables with many
distinct values, and generating multiple unbiased trees!. This Bayesian approach integrates prior information
with observations. In Bayesian tree approach, prior distributions are defined for the components of classical
tree approaches. Stochastic search algorithms such as Markov chain Monte Carlo (MCMC) algorithms, or
deterministic search algorithms are then used to explore the tree space. The Bayesian tree approach investigates
different tree structures with different splitting variables, splitting rules, and tree sizes. Consequently, Bayesian
approaches investigate tree spaces in more comprehensive ways as compared to non-Bayesian approaches*!. In
short, Bayesian tree models are dual approaches that merge the Bayesian approach with the classification and
regression tree analysis®**®%7, see Table 1 again .

Finally, Levine et al.*® took a further step and suggested to merge the aforementioned (dual-integrated) frailty
survival tree models with the Bayesian approach. By integrating frailty models into survival trees and using, in
addition, the Bayesian perspective for tree construction, a triple-integrated approach is achieved that exploits
the benefits of all three approaches, see Table 1. The current study contributes to this comprehensive, triple-
integrated approach for survival times analysis.

Tooth loss data has served in previous studies as a useful example of multivariate failure time data that can
be addressed from the dual frailty survival tree analysis. For example, the approach allowed to classify teeth into
five prognostic groups ranging from good to hopeless?®?%3!. Among other things, for the McGuire-1991 data
set considered by Fan et al.?® teeth were classified as good if they had no furcation involvements and were from
patients under the age of 40. The so-called DLS data set considered by Fan et al.? out of all possible factors only
five factors were identified as prognostic factors. Two of them were tooth type and bone loss. Accordingly, molars
had a worse overall outlook than non-molars. Levine et al.*® used the aforementioned tripe-integrated approach
to analyze the DLS data set as well. For molar teeth they found again that bone loss was the major predictor
for tooth loss. Some subject-level variables such as a score for the healthiness of the gums (gingiva score) also
played the role of potential predictors. For non-molar teeth bone loss again acted as key predictor. However,
in contrast to molar teeth, for non-molar teeth the aforementioned gingiva score was found to be a predictor
almost as important as bone loss. The current study will evaluate with the help of the triple-integrated survival
analysis approach the Creighton University data set that Calhoun et al.** made available in the aforementioned
MST package.

Previous researches left several issues open. A simulation study that evaluates the performance of the triple-
integrated Bayesian frailty survival tree approach for data with different censoring rates is missing. Moreover, as
mentioned above and as it will be motivated in the methods section, the Weibull distribution as a hazard function
exhibits certain advantages over the exponential distribution. Therefore, a comparison of the performance of
both models in the context of the Bayesian frailty survival tree approach would be desirable. As far as the survival
analysis of tooth loss data is concerned, it is important to note that problems with oral health, such as poor oral
hygiene, tooth cavities, periodontal disease, gum disease, and tooth loss, are more common in elderly patients
than in other age groups*?. There are many risk factors assessed that could potentially affect tooth loss. The
lifetime dental hygiene habits will play an important role in preventing tooth loss in elderly, but there are other
causes of tooth loss than hygiene. Diabetes is one of the risk factors that cause tooth loss*>. Furthermore, molars
tend to have worse caries and periodontal attachment loss in general, and are usually the first causalities of para-
functional habits such as grinding of teeth. Since tooth type may thus be instrumental in prediction of tooth loss.
As a result, at issue is to study tooth loss in elderly people with an eye on the distinction between diabetic and
non-diabetic individuals.

Accordingly, the objectives of our study are the following. Our first aim is to conduct a simulation study
that allows to evaluate the performance of the triple-integrated Bayesian survival tree analysis for three specific
hazard models: the extended Cox proportional hazard model, the shared gamma frailty model with exponential
baseline hazard function and the shared gamma frailty model with a Weibull hazard function. To this end,
simulated data sets will be used that exhibit the characteristics of the Creighton University data set (MST package
data set). In this context, the objective is not only to study the impact of the model type but also to examine the
impact of data features such as the censoring rate. The second aim is to analyze tooth loss in elderly individuals
as reported in the Creighton University data set with the help of the aforementioned approach for all three types
of hazard models. In particular, we are interested in studying two groups of elderly patients: elderly individuals
with diabetes and non-diabetic elderly individuals. Insights from the thus obtained classifications and decision-
trees will help to identify risk factors and help to improve the prognosis for tooth loss. In sum, the two objectives
of our study were the following. Firstly, to evaluate the impact of right censoring rate, number of clusters, and
number of observations in each cluster on the performance of Bayesian multivariate survival tree using extended
Cox model with frailty term without specifying any distribution form, and shared gamma frailty survival models
with baseline hazard function as exponential and Weibull distributions. Secondly, to apply the three candidate
models to real data of tooth loss as observed in four elderly patient groups classified by diabetes status and type
of tooth loss (molar and non-molar).

This study is organized as follows. Section “The Creighton university dental data set at the MST R package"
briefly introduces into Creighton University dental data set. Section “Material and methods" provides the
methods section and details of the Bayesian frailty survival tree analysis method. Section “Results” presents
the results from the simulation study (Section “Simulation studies”) and subsequently from the application to
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the dental data (Sectioin "Application to tooth loss data'). The main findings are summarized and discussed in
Section “Discussion”

The Creighton university dental data set at the MST R package

We analyzed the data available in the open database in the MST R package® as object Teeth. The data set
contains data from 5,336 patients with periodontal diseases who were treated at the Creighton University School
of Dentistry from August 2007 to March 2013. Risk factors associated with tooth loss consisted of 51 covariates
including 2 demographics (gender, age); 2 health status (diabetes status, smoking); 25 clinical variables at the
patient level; and 22 clinical variables at the tooth level. For the 5,336 patients the data set reports failure times in
terms of tooth loss times (in years) for a total 65,228 teeth with 25,331 molar teeth and 39,897 non-molar teeth.
The patients had an average age of 56 years. 49% of the patients were male, 9% had diabetes mellitus, and 23%
were smokers. There are 2,533 elderly patients and 2,803 non-elderly patients, when using a cut-off age given by
60 years as recommended followed the age-group classification of Thailand**. Our study focused on the elderly
patients as mentioned above. In the group of elderly patients, there were 395 elderly patients with diabetes and
2,138 elderly patients with non-diabetic. The dataset also reports from 10,824 molar teeth of the elderly patients
and 22,559 non-molar teeth. The 395 elderly patients with diabetes had 4,867 teeth in total (1,494 molar teeth
and 3,373 non-molar teeth), and the 2,138 elderly patients without diabetes had 28,516 teeth in total (9,330
molar teeth and 19,186 non-molar teeth). In addition, for each elderly patient had the number of molar teeth
ranged from 1 to 12, while the number of non-molar teeth had a wider range from 1 to 20.

Material and methods

Study design and clustered survival data

A simulation study with a factorial designs that involved different number of clusters G, different cluster sizes n,and
different right censoring rates RC was conducted to evaluate the impact of these three factors on the performance
of Bayesian multivariate survival trees. The performance of these trees for the aforementioned different scenarios
was furthermore investigated for three different multivariate survival model approaches: (1) an extended cox
proportional hazard model with frailty term, (2) a shared gamma frailty survival model with baseline hazard
function as exponential distribution, and (3) shared gamma frailty survival models with baseline hazard function
as Weibull distribution. Each Dataset was created having fixed n; observations per cluster and fixed value of
correlation among failure time observations in all clusters. Each of n; observations in each cluster was generated
by the same structure of random triples (7i;, Aij, Xijx), i =1,...,G,j =1,...,n;,k =1,2,...,p, where
the (ij) subscript indicates the j th individual unit in the ith cluster, 7; ; is the smallest time between Y;; and Cjj,
7i; = min(Yi;, Cij;), Yi; is failure time and C; is censoring time, the event status. Moreover, A;; = I(745, Yij)
,is coded as 1 for event observation if Y;; the true failure time is observed, and 0 if it is censored observation. The
obtained times Y;; and C';; were independent by assumption. Finally, X ;5 = (X1, X2, X3, ..., X}p):; denotes
a vector of p covariates, containing covariates at cluster level and individual level.

According to the characteristic of real data of tooth loss presented in Section “The Creighton university dental
data set at the MST R package”, our work focused on four elderly patient groups with combination of diabetes
status (DB = 1 if a patient has diabetes disease, DB = 0 if not), and type of tooth loss (1 = molar, 0 = non-molar).
Each patient was considered as a cluster. Accordingly, in what follows G represents the number of patients and
n; is the number of teeth of each patient i. Importantly, the simulation study mimicked the patterns of patient
characteristics of each elderly patient group as observed in the real data described in Section “The Creighton
university dental data set at the MST R package”. To this end, the datasets X ;; = (X1, X2, X3, ..., X})i; with p
= 50 covariates were created on the basis of the real data set using a standard Monte Carlo technique. Moreover,
failure time Y;; and censoring time C;; were also simulated by assuming known basic hazard function, such
that for each observation in a given dataset the values 7;; = min(Y;;, Cs;) and Ay; = I(7i5, Yi;) were given
as well. For the number of clusters (i.e., the number of patients) the following three levels were used: G = 200,
500, 1000 patients. For the right censoring rate again three levels were used: RC = 10%, 50%, 80%. Note that in
the real data set the observed number of molar teeth in elderly patients was no more than 12. Consequently, for
molar teeth two levels of cluster sizes were used: n;= 5, 10 teeth. In contrast, for non-molar teeth, 3 levels were
used n;= 5, 10, 20. Possible scenarios for elderly patients with molar teeth consisted of G X n; x RC' =3 x 2
x 3 = 18 scenarios as presented in the diagram below. For elderly patients with non-molar teeth, there were 27
possible scenarios. Therefore, a total of 90 scenarios were considered. A schematic of a data set is presented in
Table 2. refers to the scenario of G = 50 elderly patients with DB with each patient has n=5 molar teeth and data
exhibiting a censoring rate = 10%.

Frailty models

To account for correlations in failure times within cluster, every cluster should have its own unique frailty
(random effects) and these frailties should be independent to each other. As mentioned in Section “Study design
and clustered survival data” the following three models were used

A(tislwi, xi5) = wido(t) exp(8'xs5), 1)
Altizlws, xi5) = wiXexp(B'xi5), )
Atijlwi, xij) = widpt’™ " exp(B'xi;), ©)

Models (1), (2), and (3) are the extended Cox model!, the shared frailty model with exponential distribution”*>,
and the shared frailty model with Weibull distribution®%. In all models z;; is the vector of covariates for the
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ID of patient | Teeth Failure time | Censoring time
(0] (0] Covariate (X)) (Yi5) (Cij) T Event status (A ;)
1 X111 =(X1,X2,X3,...,Xp)11 Y11 Ci1 711 = min(Y11, C11) Ay = I(7m11, Y11)
2 X2 = (X1, X2, X3,..., Xp)12 Yi2 C1a 712 = min(Y1z2, C12) Aqp = I(T12, Y12)
1 3 X13 = (X1, X2, X3,...,Xp)13 Yi3 Ci3 713 = min(Yis, C13) Az = I(713, Y13)
4 X114 =(X1,X2,X3,...,Xp)1a Yia Cia 714 = min(Yi4,Cia) Ayg = I(114, Y14)
5 X15 = (X1,X2,X3,...,Xp)15 Yis Cis 715 = min(Y1s, C1s) A5 = I(715, Y15)
1 X1 = (X1,X2,X3,...,Xp)21 Yo, Cay 721 = min(Ya1, Ca1) Aoy = I(721, Yo1)
2 Xop = (X1,X2,X3,...,Xp)22 Yoo Cao Ta2 = min(Yaz, Caz) Ago = I(T22, Ya2)
2 3 Xoz = (X1, X2, X3,...,Xp)23 Yo3 Cas T23 = min(Yzs3, C23) Agz = I(723, Ya3)
4 X4 = (X1, X2, X3,...,Xp)2a You Cas T24 = min(Yaq, C24) Azq = I(724, Y24)
5 Xos = (X1,X2,X3,...,Xp)2s Yos Cas 725 = min(Yas, Cas) Ags = I(725, Ya5)
1 X501 = (X1,X2,X3,...,Xp)s50,1 | Ys0,1 Cs0,1 750,1 = min(Ys0,1,Cs0,1) | Aso,1 = I(750,1, Y50,1)
2 X502 = (X1,X2,X3,...,Xp)s50,2 | Ys0,2 Cs0,2 T50,2 = min(Ys0,2, Cs0,2) | Aso,2 = I(750,2, Y50,2)
50 3 X50,3 = (X1, X2, X3,...,Xp)s50,3 | Y50,3 Cs0,3 750,53 = min(Ys0,3, C50,3) | As0,3 = I(750,3, ¥50,3)
4 X504 = (X1, X2, X3,...,Xp)s0,4 | Y50,4 Cs0,1 750,4 = min(Ys0,4, C50,4) | As0,4 = 1(750,4, Y50,4)
5 X505 = (X1,X2,X3,...,Xp)s50,5 | Ys50,5 Cs0,5 750,5 = min(Ys0,5,Cs0,5) | As0,5 = I(750,5, Y50,5)

Table 2. Clustered survival data structure from the scenario for which the number of patients is 50 and the
number of considered molar teeth of each patient is 5.

4" tooth in the i*” patient, and wj is the frailty term for the i*" patient. Importantly, 3, denotes a vector of

regression coefficients. The frailty terms, w;, are assumed to be independent and identically distributed (iid)
among patients. For the extended Cox model (1) Ao is an unspecified baseline hazard function. For the shared
frailty model with exponential distribution (2) baseline hazard function, Ao (t), is constant like Ao(t) = X\, where
A known as scale parameter. In contrast, for the shared frailty model with Weibull distribution (3) the function
Ao (t) corresponds to Ao(t) = Apt? ™', where A denotes the scale parameter and p denotes the shape parameter
for the baseline hazard. In this study, for all models it was assumed that the frailty terms are distributed like a
gamma distribution with

11
w; ~ Gamma (5, 5) 4)

where 6 describes the variance of w;.

Survival tree construction and the Bayesian approach
A survival tree combines the technique of decision tree (DT) and survival analysis to analyze time to event
data. The primary goal of a survival tree is to classify all observations into mutually groups based on important
features in data that have distinct survival experiences. Each classified group exhibits its own survival curve
known as Kaplan-Meier curve (K-M) and its own median survival time. The construction of survival trees in
general is based on decision tree algorithms?*’. A dataset is broken down into smaller and smaller subsets using
certain splitting rules. The current study will use a Bayesian approach to split tree nodes and construct survival
trees. As mentioned in the introduction, such Bayesian approaches have certain advantages over non-Bayesian
approaches. In particular, the current study will follow an earlier proposal by Levine et al.*®, who presented a
Bayesian multivariate survival tree method based on gamma frailty models with exponential baseline hazard
function. In particular, the Bayesian survival tree approach takes into account the relationship between failure
time Y and covariates X . The binary tree partitions the domain of X, and the frailty model is applied for each
subset of the partition of the total B terminal nodes of tree T. In the Bayesian tree framework, samples are drawn
from the posterior distribution of trees, providing a set of multiple trees for decision-making. The posterior
space of trees is explored using Markov chain Monte Carlo (MCMC) methods, defining prior distributions of
the tree, 7(7"), and survival model parameters (). Let © denote the parameter collection of all terminal node.
Then the pair (©, T') specifies the tree model. The tree prior distribution 7(T') is specified in the Bayesian tree
method and satisfies 7(©, T') = 7(©|T")w(T')*. The prior distribution 7(©|T) is given in the frailty model.
Let Y;; denote an observation for failure time j = 1,...,n; of cluster¢ = 1, ..., G. In an internal node, in
line with the models listed in Egs. (1), (2), and (3) the frailty model is expressed as

)\ij (Y|wi,T) = wl)\(t) exp(,@'xij), (5)
where
w; ~ Gamma (é é) , (6)
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In Eq. (5) the term A(t) corresponds to one of the three possibilities considered in the current study, see Egs.
(1), (2) or (3) again. That is, we have A(t) = Ao(t) unspecified, A(t) = A constant, or A(t) = A\pt”~* (for the
Weibull case). In addition,

1 ~ Gamma(vi, v2), 7)

0

the frailty model prior distribution parameters v1, vz are assumed known.

The parameters of regression coefficients 8 with different priors distribution was generated based on the
type of variables in a Bayesian model. A beta prior is for binary variables, a Dirichlet prior is for multinomial
variables, and a normal prior is assumed for continuous variables.

Following the general construction of decision trees, out of the set of covariates a splitting variable is randomly
selected to obtain child nodes, and finally terminal nodes, with at least 1 observations per node. The probability
of splitting for node 7 of tree depends on variable (var) ,, and its threshold (thresh) s,, with pyar (25, T) and
Dthresh(Sn, Tn, T') respectively.

The probability that a given node is a terminal node or an internal node (split) also determined the prior
choice of tree size and tree construction. The probability of splitting for node 7 is given by

Psprit (0, T) = a(l + dn)_b7 (8)

where a € (0,1) and b > 0 are known and d,, is the tree depth being the number of splits above node 1. Monte
Carlo investigations of the prior tree space specify a and b values, specifically focusing on the (prior) distribution
of the number of terminal nodes, as simulating trees from the hierarchical tree prior distribution (7).

We start Bayesian tree analysis with sampling from the posterior distribution 7(©,T'|7, A, x) using the
Monte-Carlo and Metropolis-Hastings (M-H) sampler. The Monte Carlo specifications of candidate trees are
applied for binary search tree algorithms. The M-H is used for developing stochastic searches of tree space
using the acceptance-rejection algorithm. At this stage, we borrowed the method described by Levine et al.*® in
Section “Survival tree construction and the Bayesian approach” to apply for this study, as seen in our simulation
steps.

Simulation studies

As mentioned in Section “Study design and clustered survival data” in the simulation part of our study 90
different scenarios as described in Fig. 2 were considered. Each of the 90 scenarios were studied in the context
of the aforementioned three models which led to 270 cases. These cases were distinguished with the help of the
independent variable vector IV=(DB, tooth type, G, n;, RC, model). For each specific case given by a specific IV
the following procedure was conducted. The procedure is graphically presented in Fig. 3.

Dataset generation

A data set was created that described the teeth of the patients of interest (see Table 2 for cases referring to IV(DB,
tooth type, G=50,n; = 5,RC, model)). A graphical illustration of this step is shown in step 1 of Fig. 3. To this end,
the 50 entries of the regression vector 8 showing up in models (1), (2), (3) were estimated from the real data set.
For data generating purposes, 8 was estimated with the help a simple Cox proportional hazard model without
frailty term. In this context, the baseline function was selected consistent with the respective model (1), (2) or
(3). Second, for each tooth the 50 covariates were created such that the created entries followed the distribution
as found in the real data set. In particular, the first 22 covariates describing properties on the tooth level differed
from tooth to tooth of a given simulated patient. Third, for all models and all G patients frailty values w; were

taken from a gamma distribution with mean 1 and variance 2. With 3, x, A and w; obtained from the previous
log(U)

steps, temporary failure times Y’; for all teeth j and all patients i were computed from Yi; = — <25 for
models 1 and 2 and Y;; = (— ﬁl{;,x),)” for model 3, where U was given by a random variable uniformly

distributed between 0 and 1. The parameter  will be explained below.

Censoring times C};; were obtained from a Weibull distribution like C';; ~ Wei(1, 1/7y), where the parameter
~ was adjusted such that the censoring rate RC of interest (i.e., as defined in IV) was obtained. Given the values
Cl;, the final simulated failure time values 7;; were computed from 7;; = min(Y;;, C;;). In doing so, a data set
for the case specified by IV with properties similar to the real data set was created.

Elderly with DB Elderly without DB
molar teeth non-molar teeth molar teeth non-molar teeth
3x2x%3 3x3x%3 3x2x%3 3x3x%3
=18 scenarios =27 scenarios =18 scenarios =27 scenarios

Fig. 2. Diagram of possible scenarios for four elderly patient groups with a combination of diabetes status and
type of tooth.
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Dataset generation for 90 =
different scenarios with the
same structure of (1,vj,Ai,-, X,j)
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Fig. 3. Flowchart of simulation study.

Dataset splitting

This data set specific for case IV was split at random into a training set with 70% of the data and a test set with
the remaining 30% of the data and the model under consideration defined either by Egs. (1), (2) or (3) was fitted
to the training data, see also step 2 of Fig. 3.

Tree construction
Subsequently the classification tree for the data split and case IV was constructed, see step 3 of Fig. 3. The
following steps were used. First, prior distributions for the model parameters were set up. In line with Egs.
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(1), (2) and (3) priors the following priors for the baseline hazard functions were selected: a gamma prior
for the hazard rates of model 1, and exponential model for the hazard function of model 2 with a gamma
prior for the hazard rate constant A, and gamma priors for the scale parameter A and the shape parameter p
of model 3. Second, for all three models priors for the regression coefficients 3 were given in terms of beta
priors for binary variables, Dirichlet priors for multinomial variables, and normal priors for continuous
variables. Third, for all three models gamma priors were assigned to frailty variance. Finally, for the tree
structure the following two priors were set. On the one hand, the probability of splitting a node was set as
pspiit(n, T) = a(1 4+ dy) ™% a € (0,1) and b > 0 were hyperparameter controlling the splitting behavior and
d,, was the tree depth being the number of splits above node 7. In this study, we followed Chipman et al.*®
and set up a = 0.95,0=2,d,, =5 : psprit(n,T) = 0.95(1 + 5)72 = 0.0264. On the other hand, the prior
for the splitting rule from internal node was that a variable was randomly selected and likewise its cut-point was
randomly selected.

Tree modification
The initial tree structure 7° was initialized with the most significant variable. Subsequently, as indicated in
Fig. 3 (see level 4), tree modifications to the current tree structure were proposed. One of the following four
modification steps were selected at random with equally probability of 0.25: grow, prune, change, and swap. In
case of the grow modification a terminal node was selected randomly, a splitting variable was chosen randomly,
and two child nodes based on the splitting rule was created. In case of the prune modification an internal node
having two child nodes was selected, then the child nodes were removed, and the internal node was treated as
terminal node. In the case of a change modification, again an internal node was selected at random but then its
existing splitting rule was changed to a new rule drawn from the prior. Finally, in the case of a swap modification,
the splitting rules between a parent and a child node were swapped provided that the tree remained valid.
Given the new tree structure, in the next step, posterior probabilities were calculated. To this end the prior
probability of the tree structure was computed, the marginal likelihood of the data under the current tree was
computed, and the marginal likelihood of the data under the new tree was computed. Subsequently, the posterior
probabilities of the model parameters (e.g., baseline hazard, regression coefficients, frailty variance), and the
current tree and the new tree were computed by combining the aforementioned marginal likelihoods with
the prior probability. Next, the Metropolis-Hastings (M-H) acceptance algorithm was applied to evaluate the
proposed tree modification. More precisely, the acceptance probability for the proposed tree modification was
calculated. Following the standard M-H procedure, a uniformly distributed random number u in the interval 0,1
was generated and the proposed modification was accepted when u was smaller than the acceptance probability.
Otherwise, it was rejected. If accepted, the proposed new tree became the current tree for the next iteration. If
rejected, the current tree remained unchanged. Parameters were then updated. In particular, new values for the
parameters (e.g., baseline hazard, regression coefficients, frailty variance) given the current tree structure were
sampled using M-H steps.

The tree modification and acceptance steps described above were repeated for 50,000 iterations. The first
10,000 iterations were considered as burn-in period. Samples of tree structures and model parameters for
posterior inferences were collected after the burn-in period was completed.

Posterior inference

Posterior inference steps (Fig. 3 level 5) were conducted based on the samples obtained from the post-burn-in
period. In these steps posterior mean values for inferences about the survival model and the tree structure and
the posterior distribution of the tree structure were estimated. At the end of the 50,000 iterations the results
were summarized for the obtained tree: for each terminal node the K-M survival curve and the median survival
time were determined. Subsequently, the obtained tree model was evaluated. To this end, the survival tree
obtained for the training data set under consideration was applied to its corresponding test set to evaluate the
tree classification accuracy. The accuracy measures will be discussed in Section “Survival tree accuracy metrics”
below.

Evaluation of accuracy

As mentioned above, the data set specific for a case IV was divided at random into a training and test set. To this
end a 70-30% partitioning was used. The classification tree for the new partitioning was then constructed using
the same steps as described above. In fact, a total of 1,000 trees were thus obtained from 1,000 different training
and test sets partitions. In doing so, averages of classification accuracy were obtained for each of the 270 cases
considered in the simulation study. The best tree was selected based on the highest classification accuracy to be
representative for each scenario and applied to the real dataset.

Survival tree accuracy metrics
The performance of models was evaluated in terms of classification accuracy®. The accuracy of an empirical
tree model for simulation (T) relative to the true tree for original data (T") using the Node homogeneity (NH)
statistic. It measures the proportion of the observations in each node k € T that were classified in the same true
group (class) in T”. Let py,; be the proportion of observations in node k& € T that came from class | € T” and let
n,; be the total number of observations at node k € T from classl € T’ ’

Then, the overall node homogeneity statistic was computed as suggested by Bertsimas et al.*:

NH= 30 e p ©)

keT leC
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Number of patients = 200 Number of patients = 500 Number of patients = 1000
Number of teeth per patient | % of censoring rate | Model 1 | Model 2 | Model 3 | Model 1 | Model 2 | Model 3 | Model 1 | Model 2 | Model 3
10 0.7932 0.8779 0.9277 0.8053 0.8808 0.9482 0.8351 0.8917 0.9591
n; =5 50 0.7743 0.8691 0.9038 0.7964 0.8785 0.9139 0.8179 0.8894 0.9248
80 0.7684 0.8656 0.8949 0.7782 0.8694 0.9017 0.7826 0.8802 0.9126
10 0.8147 0.8899 0.9303 0.8295 0.8961 0.9575 0.8463 0.9070 0.9684
n; = 10 50 0.7904 0.8797 0.9273 0.8076 0.8806 0.9346 0.8218 0.8915 0.9455
80 0.7856 0.8764 0.9016 0.7921 0.8797 0.9136 0.8174 0.8906 0.9246

Table 3. The average accuracy of the Bayesian multivariate survival tree approaches based on models 1, 2,
and 3 for molar teeth in elderly patients with diabetes simulated in our simulation study. Bold face numbers
indicate the highest classification accuracy across the three models under each scenario.

Number of patients = 200 Number of patients = 500 Number of patients = 1000
Number of teeth per patient | % of censoring rate | Model 1 | Model 2 | Model 3 | Model 1 | Model 2 | Model 3 | Model 1 | Model 2 | Model 3
10 0.7935 0.8981 0.9326 0.8285 0.8934 0.9576 0.8363 0.9043 0.9685
5 50 0.7821 0.8713 0.9105 0.8159 0.8816 0.9289 0.8265 0.8925 0.9398
80 0.7672 0.8756 0.9025 0.7743 0.8761 0.9152 0.7954 0.8870 0.9262
10 0.8156 0.8999 0.9403 0.8342 0.9061 0.9646 0.8512 0.9170 0.9756
n; = 10 50 0.8014 0.8873 0.9319 0.8262 0.8908 0.9457 0.8431 0.9017 0.9566
80 0.7929 0.8732 0.9152 0.8164 0.8864 0.9264 0.8214 0.8973 0.9373
10 0.8313 09113 0.9571 0.8472 0.9246 0.9722 0.8596 0.9355 0.9832
n; = 20 50 0.8167 0.8996 0.9412 0.8378 0.9136 0.9634 0.8472 0.9245 0.9744
80 0.8054 0.8737 0.9218 0.8257 0.9008 0.9559 0.8361 09118 0.9669

Table 4. The average accuracy of the Bayesian multivariate survival tree approaches based on models 1, 2, and
3 for non-molar teeth in elderly patients with diabetes simulated in our simulation study. Bold face numbers
indicate the highest classification accuracy across the three models under each scenario.

where # be the total number of observations at all node.
The higher percentage of classification accuracy of overall node homogeneity statistics indicates the better
model for survival tree.

Results
To meet the objectives of study, this section has two parts. First, we present the results from the simulation study.
Second, we summarize the results from the application to the real dental data.

Simulation studies

The simulation study compared the accuracy of a Bayesian multivariate survival tree based on three candidate
models for predicting tooth prognosis in elderly patients, both diabetic and non-diabetic, and both molar and
non-molar teeth. The results of the simulation study are summarized in Tables 3 and 4. More precisely, Tables 3
and 4 show the average accuracy as function of the 135 cases tested in the stimulation study in which simulated
patients with diabetes were considered. Overall, it was found that the approach that was based on the shared
frailty model with Weibull distribution (model 3) consistently provided the highest accuracy scores across all
considered scenarios, including different numbers of teeth, different number of patients, and different censoring
rates. The approach based on the shared frailty model with exponential distribution (model 2) generally
followed in accuracy, while the approach involving the extended Cox proportional hazard model (model 1)
often performed with lowest accuracy.

Regarding the effects of cluster size (number of teeth per patient) on the performance accuracy, it was found
that the accuracy improved with an increase in the cluster size (number of teeth per patient). This effect was
independent of model type, censoring rate, the number of patients being considered, and simulated tooth type.
Furthermore, it was found that the accuracy improved when the number of patients was increased. Again, this
effect was independent of the other independent factors such as model type, censoring rate, the number of
teeth, and simulated tooth type. Finally, accuracy decreased monotonically when censoring rate was increased
irrespective of model type, cluster size, number of patients, and tooth type. In summary, as far as the simulated
diabetic patients were concerned four main effects of model type, number of teeth (cluster size), number of
patients and censoring rate were identified. Performance accuracy was not subjected to any qualitative interaction
effect. Likewise, based on the results listed in Tables 3 and 4, we could not point out any obvious quantitative
interaction effect.

Tables 5 and 6 present the average accuracy as function of the remaining 135 cases for simulated non-
diabetic patients. Just as for the simulated diabetic patients, it was found that the approach involving model
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Number of patients = 200 Number of patients = 500 Number of patients = 1000
Number of teeth per patient | % of censoring rate | Model 1 | Model 2 | Model 3 | Model 1 | Model 2 | Model 3 | Model 1 | Model 2 | Model 3
10 0.8032 0.8781 0.9256 0.8251 0.8934 0.9376 0.8368 0.9043 0.9485
n; =5 50 0.7961 0.8603 0.9105 0.7974 0.8816 0.9230 0.8145 0.8925 0.9339
80 0.7712 0.8523 0.8925 0.7842 0.8661 0.9052 0.7972 0.8770 0.9162
10 0.8169 0.8866 0.9325 0.8256 0.9028 0.9463 0.8478 0.9137 0.9573
n; = 10 50 0.7924 0.8726 0.9219 0.8106 0.8908 0.9369 0.8216 0.9017 0.9479
80 0.7871 0.8675 0.9025 0.7948 0.8764 0.9140 0.8183 0.8873 0.9250

Table 5. The average accuracy of the Bayesian multivariate survival tree approaches based on models 1, 2, and
3 for molar teeth in elderly patients with non-diabetic simulated in our simulation study. Bold face numbers
indicate the highest classification accuracy across the three models under each scenario.

Number of patients = 200 Number of patients = 500 Number of patients = 1000
Number of teeth per patient | % of censoring rate | Model 1 | Model 2 | Model 3 | Model 1 | Model 2 | Model 3 | Model 1 | Model 2 | Model 3
10 0.8097 0.8814 0.9357 0.8254 0.9037 0.9457 0.8386 0.9138 0.9558
5 50 0.7924 0.8729 0.9249 0.8167 0.8960 0.9399 0.8279 0.9061 0.9500
80 0.7783 0.8629 0.9050 0.7832 0.8709 0.9124 0.8014 0.8810 0.9225
10 0.8201 0.8963 0.9445 0.8321 0.9175 0.9530 0.8562 0.9276 0.9631
n; = 10 50 0.8016 0.8864 0.9387 0.8279 0.9082 0.9494 0.8473 0.9183 0.9595
80 0.7971 0.8754 0.9125 0.8172 0.8841 0.9204 0.8316 0.8942 0.9305
10 0.8354 09113 0.9571 0.8497 0.9246 0.9722 0.8624 0.9355 0.9832
n; = 20 50 0.8219 0.9036 0.9458 0.8371 0.9157 0.9513 0.8503 0.9258 0.9614
80 0.8193 0.8969 0.9266 0.8313 0.9072 0.9584 0.8415 0.9173 0.9685

Table 6. The average accuracy of the Bayesian multivariate survival tree approaches based on models 1, 2,
and 3 for non-molar teeth in elderly patients with non-diabetic simulated in our simulation study. Bold face
numbers indicate the highest classification accuracy across the three models under each scenario.

3 outperformed the two alternative approaches based on models 1 and 2. Moreover, the survival tree analysis
approach based on model 2 again performed better than the approach involving model 1. This effect of the
model type was independent of the remaining factors. Regarding the three remaining factors, the effects of
cluster size (number of teeth per patient), the number of patients, and the percentage of censoring rate, the same
effects as for the diabetic patients were obtained. It was found that the accuracy improved with an increase in
the cluster size (number of teeth per patient) and the number of patients, and it decreased when censoring rate
was increased.

As far as the two factors n; and G were concerned, that is, the number of teeth and the number of patients, the
two effects may be summarized to state that the performance accuracy of our triple-integrated Bayesian machine
learning approach improved when larger data sets were considered. In our simulation study, these larger data
sets were either obtained by increasing n; or G or by increasing both factors. While an interaction effect between
the two factors n; and G might be thinkable, based on the results presented in Tables 3, 4, 5 and 6, we could not
identify such an effect.

Application to tooth loss data

In the data set we distinguished between patients with 1-5 molar teeth and 6-12 molar teeth. Likewise,
patients were put into three groups according to the number of non-molar teeth: 1-5, 6-10, and 11-20. Table
7 summarizes the characteristics of the groups thus obtained. We matched the characteristics to the scenarios
considered in the simulation study, as shown in Table 8.

Table 8 shows the average accuracy of the Bayesian multivariate survival tree approach when applied to the
real tooth loss data. In all case, the shared frailty model with Weibull distribution (model 3) performed better
than the other two models in terms of a classification accuracy. Similarly, model 2 performed better than model
1. This pattern of results was consistent with the results obtained from the simulation study. Interestingly, when
comparing the explicit accuracy scores, we found that overall classification accuracy was slightly higher for the
dental data set as compared to the corresponding simulated data sets.

Example of Bayesian multivariate survival tree for molar teeth in elderly patients

The best tree of Bayesian multivariate survival tree with shared frailty models with Weibull distribution for
molar teeth in elderly diabetic and non-diabetic patients are shown in Figs. 4 and 5, respectively. The root and
internal nodes are represented by rectangles and the splitting variables are listed there. The splitting rules are
listed at the tree branches. The tree shown in Fig. 4 demonstrates the tree for diabetic patients, which splits
the molar teeth into 13 terminal nodes, exceeding the 5 diagnostic groups (good, fair, poor, questionable, and
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Real data Corresponding scenario
No. of teeth per patient | No. of patients | % of censoring rate | n; G % of censoring rate
1-5 219 78.07 n;=5 | G=200 80
Diabetes and molar teeth
6-12 115 89.64 n; =10 | G =200 80
1-5 101 88.67 n; =5 | G=200 80
Diabetes and non-molar teeth 6-10 139 87.53 n; =10 | G=200 80
11-20 142 89.93 n; =20 | G=200 80
1-5 1074 92.45 n; =5 | G=1,000 | 80
Non-diabetic and molar teeth
6-12 837 94.78 n; =10 | G=1,000 | 80
1-5 535 90.76 n;=5 | G=500 80
Non-diabetic and non-molar teeth | 6-10 723 87.63 n; =10 | G =500 80
11-20 828 92.44 n; =20 | G=1,000 | 80

Table 7. Number of teeth per patient, number of patient and percentage of censoring rate for 4 cases.

Simulation data Real dental data
Case No. of teeth per patient | Model 1 | Model 2 | Model 3 | Model 1 | Model 2 | Model 3
1- 0.7684 0.8656 0.8949 0.7764 0.8758 0.9051
Diabetes and molar teeth
6-2 0.7856 0.8764 0.9016 0.7935 0.8866 0.9118
15 0.7672 0.8756 0.9025 0.7854 0.8863 0.9254
Diabetes and non-molar teeth 610 0.7929 0.8732 0.9152 | 0.8163 0.8966 | 0.9366
11-0 0.8054 0.8737 0.9218 0.8176 0.8963 0.9354
15 0.7972 0.8770 0.9162 0.7983 0.8872 0.9264
Non-diabetic and molar teeth
6-2 0.8183 0.8873 0.9250 0.8198 0.8975 0.9352
15 0.7832 0.8709 0.9124 0.7961 0.8811 0.9226
Non-diabetic and non-molar teeth | 610 0.8172 0.8841 0.9204 | 0.8283 0.8943 0.9306
11-20 0.8415 0.9173 0.9685 0.8471 0.9275 0.9787

Table 8. Comparison the result of the average classification accuracy over 1,000 test sets of Bayesian
multivariate survival trees obtained from 3 candidate models between simulation data and real dental data.
Bold face numbers indicate the highest classification accuracy across the three models under each scenario.

hopeless) that are of clinical interest. To reduce the number of groups to five, log-rank statistics were employed.
The Roman numeral I representing a prognosis group of “good”, Il indicating a “fair” group, Il is a “poor” group,
IV is defined a “questionable” group, and V is group of “hopeless”. Similarly, Fig. 5 shows the survival tree for
non-diabetic patients, but with different splitting variables and fewer terminal nodes, reflecting the relatively
better prognosis for non-diabetic patients.

When comparing Fig. 4 (diabetic patients) with Fig. 5 (non-diabetic patients), the tree for diabetic patients
shows a more complex structure, splitting molar teeth into more terminal nodes. This suggests that diabetic
patients have more complex prognostic factors for tooth survival compared to non-diabetic patients. The other
hand, the tree for non-diabetic patients tends to be less complex, indicating a more stable prognosis for tooth
survival.

From the tree shown in Fig. 4 it follows that the decision rules for classifying molar teeth in elderly patients
with diabetes into the five prognosis group under consideration are as follows:

Group I (good prognosis)

o Mean of clinical attachment level less than 5.13, not decayed tooth, and mean of maximum clinical attach-
ment level less than 2.91

Group II (Fair prognosis)

o Mean of clinical attachment level less than 5.13, not decayed tooth, and mean of maximum clinical attach-
ment level larger than 2.91, and number of filled teeth larger than 11 teeth or

o Mean of clinical attachment level less than 5.13, not decayed tooth, and mean of maximum clinical attach-
ment level larger than 2.91, number of filled teeth less than 11 teeth, and mean of recurrent decayed surfaces
less than 0.07 or

o Mean of clinical attachment level less than 5.13, decayed tooth, average filled teeth greater than 0.53%, and
recurrent decayed surfaces less than 3.

Group III (Poor prognosis)
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o Mean of clinical attachment level less than 5.13, no decayed tooth, and mean of maximum clinical attachment
level greater than 2.91, number of filled teeth less than 11 teeth, and mean of recurrent decayed surfaces
greater than 0.07 or

o Mean of clinical attachment less than 5.13, decayed tooth, average filled teeth greater than 0.53%, recurrent
decayed surfaces greater than 3, number of filled teeth greater than 13 teeth, and average decayed teeth less
than 0.42% or

o Mean of clinical attachment level less than 5.13, decayed tooth, average filled teeth larger than 0.534%, recur-
rent decayed surfaces larger than 3, number of filled tooth less than 13 teeth, and average periodontal probing
depth less than 2.33

Group IV (Questionable prognosis)

o Mean of clinical attachment level less than 5.13, decayed tooth, average filled teeth larger than 0.53%, recur-
rent decayed surfaces larger than 3, number of filled tooth larger than 13 teeth, and average decayed teeth
larger than 0.42% or

o Mean of clinical attachment level less than 5.13, decayed tooth

o Mean of clinical attachment level larger than 5.13, mean of periodontal probing depth less than 4.5

Group V (Hopeless prognosis)

o Mean of clinical attachment level less than 5.13, decayed tooth, average filled teeth larger than 0.53%, recur-
rent decayed surfaces larger than 3, number of filled tooth less than 13 teeth, and average periodontal probing
depth larger than 2.33

o Mean of clinical attachment level less than 5.13, decayed tooth, average filled teeth less than 0.53%, average of
new decayed surfaces larger than 0.64%

o Mean of clinical attachment level larger than 5.13, mean of periodontal probing depth larger than 4.5

From the tree shown in Fig. 5 it follows that the decision rules for classifying molar teeth in elderly patients with
non-diabetic into the five prognosis group under consideration are as follows:
Group I (good prognosis)

+ Not decayed tooth, mean of maximum periodontal probing depth less than 3.75, mean of new decayed sur-
faces less than 0.17, and maximum clinical attachment level less than 6 or

« Not decayed tooth, mean of maximum periodontal probing depth less than 3.75, mean of new decayed sur-
faces larger than 0.17, and number of filled teeth larger than 10 teeth

Group II (Fair prognosis)

+ Not decayed tooth, mean of maximum periodontal probing depth less than 3.75, mean of new decayed sur-
faces less than 0.17, and maximum clinical attachment level larger than 6 or

« Not decayed tooth, mean of maximum periodontal probing depth less than 3.75, mean of new decayed sur-
faces larger than 0.17, and number of filled teeth larger than 10 teeth or

« Not decayed tooth, mean of maximum periodontal probing depth larger than 3.75, and mean of clinical at-
tachment level less than 2.96

Group III (Poor prognosis)

« Not decayed tooth, mean of maximum periodontal probing depth larger than 3.75, mean of clinical attach-
ment level larger than 2.96, and number of filled teeth less than 3 teeth

Group IV (Questionable prognosis)

o Decayed tooth, mean of new decayed surfaces less than 0.56, and maximum periodontal probing depth less
than 4

Group V (Hopeless prognosis)

« Not decayed tooth, mean of maximum periodontal probing depth larger than 3.75, mean of clinical attach-
ment level larger than 2.96, and number of filled teeth less than 3 teeth

« Decayed tooth, mean of new decayed surfaces less than 0.56, and maximum periodontal probing depth larger
than 4

o Decayed tooth, and mean of new decayed surfaces larger than 0.56

Example of survival curves from the five prognosis groups for molar teeth in elderly patients

Figures 6 and 7 present the survival curves of the five prognosis groups of the best Bayesian multivariate survival
tree shown in Figs. 4 and 5, respectively. The left panel shows the survival probability over time for 1-5 molar
teeth, while the right panel shows the same for 6-12 molar teeth.

In both panels, the curves represent different prognosis groups: “good,” “fair,” “poor,” “questionable,” and
“hopeless”. The survival probabilities decrease over time, with the “good” group having the highest survival
probability and the “hopeless” group having the lowest. The differences in survival probability among the groups
become more dramatic as time progresses, indicating the varying risks associated with each prognosis group.
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Fig. 6. K-M survival curves from the five prognosis groups derived from best tree of Bayesian multivariate
survival tree with shared frailty models with Weibull distribution for 1-5 molar teeth (left) and 6-12 molar
teeth (right) in elderly patients with diabetes.
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Fig. 7. K-M survival curves from the five prognosis groups derived from best tree of Bayesian multivariate
survival tree with shared frailty models with Weibull distribution for 1-5 molar teeth (left) and 6-12 molar
teeth (right) in elderly patients with non-diabetic.

When comparing the survival outcomes between the 1-5 molar teeth and the 6-12 molar teeth, the 1-5
molar teeth group shows a more distinct differentiation between prognosis groups, with a more rapid decline
in survival probability, particularly in the “hopeless” group. In contrast, the 6-12 molar teeth group shows less
variation in survival probabilities among the “fair; “poor;” and “questionable” groups, with these curves being
closer to each other. Overall, the survival outcomes suggest that the 1-5 molar teeth may be at a higher risk of
earlier tooth loss compared to the 6-12 molar teeth in elderly patients.

In terms of survival curves, Figs. 6 (diabetic patients) and 7 (non-diabetic patients) display important
differences. For diabetic patients (Fig. 6), the survival probabilities for each group decline rapidly, particularly
in the “hopeless” group, with a clear distinction between prognosis groups. For non-diabetic patients (Fig. 7),
survival probabilities are generally higher, and there is less variation between the “fair”, “poor”, and “questionable”
groups. This indicates that diabetic patients are at higher risk of early tooth loss compared to non-diabetic
patients, with the prognosis groups showing more distinct survival outcomes in diabetic patients.
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Fig. 8. Hazard curves from the five prognosis groups derived from best tree of Bayesian multivariate survival
tree with shared frailty models with Weibull distribution for 1-5 molar teeth (left) and 6-12 molar teeth (right)
in elderly patients with diabetes.
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Fig. 9. Hazard curves from the five prognosis groups derived from best tree of Bayesian multivariate survival
tree with shared frailty models with Weibull distribution for 1-5 molar teeth (left) and 6-12 molar teeth (right)
in elderly patients with non-diabetic.

Hazard curves

Figures 8 and 9 show the hazard curves corresponding to the cases presented in Figs. 6 and 7. Accordingly,
hazard curves are shown separated by diagnostic tooth groups (good, fair, poor, questionable, hopeless) and the
number of teeth (1-5 teeth and 6-12 teeth). The curves are presented separately for the diabetes (Fig. 8) and
non-diabetes group (Fig. 9). The hopeless and questionable teeth exhibit a noticeable increase in hazard rates
over time, especially in the DB group. In contrast, the teeth considered to be good and fair exhibit consistently
low hazard rates throughout the observation period. When comparing the diabetic and non-diabetic patient
groups, the teeth of diabetic patients consistently demonstrate higher hazard rates, especially in the hopeless and
questionable categories. This pattern aligns with clinical evidence suggesting that diabetes significantly increases
the risk of tooth loss, particularly when teeth are in poor condition®. Conversely, the teeth of non-diabetic
patients exhibit lower hazard rates across all diagnostic groups, indicating a slower progression toward tooth
loss compared to the group of diabetic patients. When comparing Figs. 6, 7, 8 and 9, respectively, we see that the
survival curves nicely match - at least qualitatively - with the hazard curves.
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The core variables determining tooth survival and their relative importance

As mentioned in the introduction, tree-based approaches in general help to identify and rank the most
important factors affecting an outcome of interest. In our context, the best trees presented in Figs. 4 and 5
reveal the core variables that determine according to our analysis tooth survival. These variables occur in the
tree nodes and the related classification rules listed in Sections “Example of Bayesian multivariate survival tree
for molar teeth in elderly patients” and “Example of survival curves from the five prognosis groups for molar
teeth in elderly patients”. Accordingly, for elderly patients with diabetes there are 10 core variables, while for
non-diabetic patients the set of core variables consists of 7 variables. That is, from the initial set of 50 covariates
40 covariates can be discarded as non-relevant for prognosis purposes for diabetic patients and, likewise, 43
covariates can be dropped for non-diabetic patients. This leads to an enormous reduction of complexity of the
classification problem at hand. As far as the core variables are concerned, variables showing up at higher levels
of a tree are generally considered to be more important. From Fig. 4 it follows that clinical attachment level,
decayed tooth, and periodontal probing depth should be considered to represent the most important variables
for predicting tooth survival in diabetic patients. In contrast, for non-diabetic patients, as can be seen in Fig. 5,
the three most important predictor variables are decayed tooth, periodontal probing depth, and new decayed
surfaces. Consequently, the two predictors “decayed tooth” and “periodontal probing depth” can be regarded
as key predictors irrespective of the diabetic status of patients. This discussion illustrates that the data analysis
approach proposed in the current study can yield insight into the prognostic role of covariates at hand. Let us
supplement this qualitative discussion about variable importance by taking a more quantitative perspective. In
line with previous work, variable weight may be determined by counting how frequently a variable occurs in
the trees generated for testing?>2%. Table 9 shows the variable weights thus obtained. For sake of brevity, only
the variables occurring in the best trees were considered. That is, the occurrence frequencies of the variables are
shown that occur in the best trees and are reported as probabilities. These probabilities represent the importance
weight of each variable. In addition, based on the occurrence frequency each variable is ranked. As can be seen
in Table 9, clinical attachment level, periodontal probing depth, and decayed tooth showed up in the generated
trees for diabetic patients most frequently and, consequently, were the variables that had the largest weights
(with occurrence probabilities of 76.5%, 71.4%, and 65.4%), respectively). This finding is consistent with the fact
that the three aforementioned variables occur in the two top levels of the best-tree (see Fig. 4). For non-diabetic
patients similar considerations on variable weight can be made (compare Table 9 with Fig. 5). In particular, the
root node of the tree has the largest weight (with occurrence probability of 75.2%).

Plausibility of some decision rules

Let us briefly comment on the plausibility of some decision rules obtained by our machine learning approach. In
general, increasing attachment loss over years leads eventually to tooth loss*®. Not surprisingly, high attachment
levels (indicating a high degree of attachment loss) are know to be risk factors for tooth loss®"*2 In our study,
for diabetic patients attachment level occurs in the root node (see Fig. 4) and, accordingly, is the most important
predictive factor. It shows up in any decision rule (as listed in Section “Example of Bayesian multivariate
survival tree for molar teeth in elderly patients”). This dominant role of consistent with the aforementioned
literature from the field of dentistry research. In particular, according to two last-mentioned decision rules listed
in Section “Example of Bayesian multivariate survival tree for molar teeth in elderly patients” for teeth with
questionable and hopeless prognoses, if a tooth exhibits a high attachment level above 5.13, then this property
sends the tooth directly to one of the two worst categories.

DB Non-DB
Variable Probability | Rank | Probability | Rank
xz¢ | Clinical attachment level (tooth-level mean) 0.765 1 0.463 9
x4 | Periodontal probing depth (tooth-level mean) | 0.714 2 0.453 11
a9, | Decayed tooth (indicator) 0.654 3 0.752 1
x40 | Number of filled teeth 0.464 4 0.493 8
14 | Decayed and filled surfaces 0.438 5 0.217 23
x9g | Clinical attachment level (mean of tooth max) 0.437 6 0.496 7
x35 | New decayed surfaces (mean) 0.422 7 0.549 5
o7 | Clinical attachment level (mean of tooth mean) | 0.415 8 0.694 2
43 | % of decayed teeth 0.403 9 0.197 24
x41 | % of filled teeth 0.365 10 0.134 27
o | Periodontal probing depth (mean of tooth max) | 0.128 25 0.638 3
x5 | Periodontal probing depth (tooth-level max) 0.185 20 0.624 4
27 | Clinical attachment level (tooth-level max) 0.213 18 0.539 6
x5 | Plaque score (percentage) 0.353 13 0.462 10
x37 | Recurrent decayed surfaces (mean) 0.075 34 0.079 34

Table 9. The importance weight of each variable in the trees. Bold face numbers indicate variables that actually
occur in the respective trees
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Fig. 10. Hazard curves for three models across prognosis groups in diabetic (left) and non-diabetic (right)
patients under the simulation scenario with n = 10 teeth per patient, G = 1, 000 patients, and a 50%
censoring rate in elderly patients.

A measure frequently used by dentists to make decisions about the type of treatment administered to a given
tooth is the periodontal probing depth®. In particular, clinical studies have shown that probing depth is a risk
factor for tooth loss*%. Our data-driven approach identified probing depth as a key variable determining the fate
of a tooth. Both for diabetic and non-diabetic patients probing depth is used to distinguish whether a tooth is
questionable (group IV) or hopeless (group V), see Figs. 4 and 5. Moreover, probing depth shows up both for
diabetic and non-diabetic patients on the second levels of their respective decision trees, indicating that the
variable exhibits relative high importance—as it should based on the aforementioned literature.

This brief discussion around the factors clinical attachment and probing depth illustrates that our approach
is able to capture relationships that are known in the field of dentistry to play important roles.

Performance comparison of the models with respect their hazard curves

As argued in Section “Simulation studies”, the models considered in the current study can be compared with the
help of their average accuracy measures and the Weibull model performs best among all three models. In this
section, we exemplify how the models differ with respect to their predicted hazard curves. Figure 10 present
hazard curves obtained under the simulation scenario with n = 10 teeth per patient, G = 1,000 patients, and a
50% censoring rate. The hazard curves describe estimated hazard functions over time, reflecting the risk of tooth
loss at each time point given that the tooth has survived up to that time. A comparison is made for the three
statistical model studied in the current work: the extended Cox model, the shared frailty model with exponential
distribution, and the shared frailty model with Weibull distribution. Furthermore, the analysis distinguishes
between diabetic and non-diabetic patients and between the five diagnostic tooth groups: good, fair, poor,
questionable, and hopeless. As can be seen in Fig. 10, in general all hazard rate curves are monotonically increasing
or stay constant at the fatal 100% level that describes tooth loss. However, the Weibull frailty model exhibited
the highest hazard at the initial stage. The exponential frailty model, on the other hand, predicted second largest
hazard rates over time. The extended Cox model showed the lowest hazard rates—which makes it the most
optimistic model. When stratified by diagnostic groups (good, fair, poor, questionable, and hopeless), the hazard
rate increased progressively from good to hopeless, aligning well with clinical expectations—consistent with
what we have found earlier for the real data set (see above). The teeth in the hopeless category exhibited the
highest hazard, reflecting a greater likelihood of tooth loss, whereas the teeth in the good tooth group had the
lowest hazard, indicating better tooth survival prospects. Additionally, a comparison between diabetic and non-
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diabetic patients revealed that hazard curves for diabetic patients were consistently higher across all diagnostic
groups—ijust as in the abovementioned analysis of the real data set.

Discussion

Based on our study to compare the accuracy of Bayesian multivariate survival trees, shared gamma frailty
models were emphasized in predicting tooth prognosis among elderly patients, both diabetic and non-diabetic
and both molar and non-molar teeth. There are two parts of study, one is a simulation study and the other one
in an application to a real dental dataset. The key findings and implications of these results are discussed below.

Simulation studies

One notable observation is that the accuracy of all models improved with an increase in the cluster size (number
of teeth per patient) and the number of clusters (number of patients), highlighting the importance of larger
sample sizes for model precision. Conversely, accuracy decreased monotonically with increasing percentages of
censoring, indicating that higher censoring rates can significantly impact the performance of survival models.
This finding aligns with previous studies, such as Bunyatisai*®, who also observed that larger sample sizes lead to
better predictive accuracy. The study highlights how increasing either the cluster size or the number of clusters
leads to more precise survival estimates, validating our results. Additionally, models performed better with
smaller percentages of right censoring. The negative impact of higher censoring rates on survival analysis has
been discussed in several studies, including Bunyatisai’® and Lambert et al.>®, which emphasize that higher
censoring reduces model accuracy by limiting event observations.

Our findings are consistent with previous studies that have demonstrated the advantages of using frailty
models for survival analysis in clustered data. For instance, studies by Lambert et al.>* and Rondeau et al.® have
shown that shared frailty models, particularly those with flexible baseline hazard functions like the Weibull
distribution, provide more accurate predictions in the presence of unobserved heterogeneity. Eckel et al.?’, Fan
et al.?®, Fan et al.?’ and Rondeau et al.® showed that flexible baseline hazards improve prediction accuracy in the
presence of unobserved heterogeneity. Similar to these studies, our study highlights the superior performance of
the Weibull-based frailty model compared to more traditional approaches, such as the Cox proportional hazards
model.

In opposite, unlike some previous studies that found little difference in model performance between different
baseline hazard functions when frailty terms were included, such as those by Therneau et al.*® and Rondeau et
al.*’, our study demonstrates a distinct advantage of using the Weibull baseline hazard in Bayesian multivariate
survival trees. While Therneau et al.*® observed little influence on model outcomes when comparing different
baseline hazards like the Weibull and exponential in the context of frailty models, our findings indicate that
the Weibull-based model significantly outperforms others, particularly in terms of predictive accuracy and
classification performance. As noted by Chipman et al.’® and Levine et al.*®, Bayesian tree-based methods
provide a flexible framework that allows for accurate model estimation, particularly when frailty terms and
baseline hazard functions are integrated.

Application to tooth loss data

The application of Bayesian multivariate survival trees to real dental data correspond to the findings from the
simulation study. The shared gamma frailty model with Weibull distribution (model 3) again showed superior
performance in terms of classification accuracy compared to models 2 and 1. This consistency across simulated
and real data sets reinforces the robustness and reliability of the Weibull-based Bayesian multivariate survival tree
approach. This finding is in line with previous work by Clarke and West?* and Denison et al.*’, who emphasized
the robustness of Bayesian approaches for survival analysis in complex datasets.

Moreover, the real data analysis revealed that model 2 outperformed model 1 in all cases, which aligns with
the simulation study outcomes. The slight increase in overall classification accuracy for the real dental dataset
compared to the simulated data sets suggests that the models might be even more effective when applied to
actual clinical data, possibly due to more complex real-world patterns that are better captured by the models. As
noted by Hallett et al.?, real-world applications often demonstrate more nuanced behaviors, which can be better
modeled by Bayesian methods that incorporate frailty.

Implications and future research
The findings of this work have important implications for the prognosis of tooth survival, especially in elderly
populations. The superior performance of the Bayesian multivariate survival tree with Weibull distribution
suggests that this model can be a valuable tool for clinicians in predicting tooth loss and making informed
decisions about patient care.

Tentative future research may focus on further refining these models by incorporating additional patient-
specific factors and exploring other types of frailty models such as spatial frailty models.

Opverall, the study underline the potential of Bayesian methods in survival analysis and their application in
dental prognosis, offering a more accurate and reliable approach compared to traditional methods.

Conclusion

The simulation study demonstrated that the Bayesian multivariate survival trees based on shared gamma frailty
models with Weibull distribution (model 3) consistently provided the highest accuracy across various scenarios,
including different numbers of patients, teeth per patient, and censoring rates. This model outperformed the
shared gamma frailty model with an exponential distribution (model 2) and the extended Cox proportional
hazards model with frailty term (model 1).
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Da

ta availability

There is no direct link to the data set. The anonymised data collected are available as open data via the Creighton
University School of Dentistry online data repository: https://www.rdocumentation.org/packages/MST/versio
ns/2.2/topics/Teeth. The dataset can be accessed by installing the MST package in R and loading the dataset
named “Teeth”. For further clarification contact corresponding author.
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