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Large language models (LLMs) are artificial intelligence (AI) based computational models designed 
to understand and generate human like text. With billions of training parameters, LLMs excel 
in identifying intricate language patterns, enabling remarkable performance across a variety of 
natural language processing (NLP) tasks. After the introduction of transformer architectures, they 
are impacting the industry with their text generation capabilities. LLMs play an innovative role 
across various industries by automating NLP tasks. In healthcare, they assist in diagnosing diseases, 
personalizing treatment plans, and managing patient data. LLMs provide predictive maintenance 
in automotive industry. LLMs provide recommendation systems, and consumer behavior analyzers. 
LLMs facilitates researchers and offer personalized learning experiences in education. In finance and 
banking, LLMs are used for fraud detection, customer service automation, and risk management. LLMs 
are driving significant advancements across the industries by automating tasks, improving accuracy, 
and providing deeper insights. Despite these advancements, LLMs face challenges such as ethical 
concerns, biases in training data, and significant computational resource requirements, which must 
be addressed to ensure impartial and sustainable deployment. This study provides a comprehensive 
analysis of LLMs, their evolution, and their diverse applications across industries, offering researchers 
valuable insights into their transformative potential and the accompanying limitations.
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Communication has vital importance in each and every aspect of human life. There are a number of languages 
that are used by humans to communicate with each other. In this era of advanced and innovative technologies. 
We required efficient ways to communicate with machines1,2. Natural language processing (NLP) is a fragment 
of AI that provides mechanism for humans to interact with computers and machines3–5. NLP involves enabling 
computers to understand, interpret, and generate human language in a way that is both meaningful and useful. 
NLP combines computational linguistics with AI techniques to process and analyze large amounts of natural 
language data. NLP encompasses a variety of tasks, including text analysis, extraction of meaningful information, 
machine translation for converting text between languages, speech recognition to convert spoken language into 
text, and text generation for producing human-like text6,7. Machines do not posse the ability to understand and 
generate content in human languages. AI enables them to understand and generate content in human language8. 
To give the machines with human like ability to read, write and generate the content is a scientific challenge9.

Advancements in AI, NLP, and availability of immense amount of training data, contributed to the 
evolution of LLMs. LLMs are fragment of language models (LMs) that uses neural networks, immense number 
of training parameters, and unlabeled text10. They have the self-supervised learning approach which allows 
them to train on huge amount of unlabeled data11. This approach provides them advantages over supervised 
learning models, as the data does not require to be labelled manually. Most of the LLMs are built on transformer 
architectures12. Transformer is advanced architecture based on neural networks. Due to the presence of self-
attention mechanism, the transformer has the ability to better understand the connection between different 
input variables and parameters13. LLMs work on two stage training pipeline which enhances their learning 
efficiency. The first training stag is pre training and the second training stage of pipeline is fine tuning14. In the 
first stage they are trained on immense amount of unlabeled data using self-supervised training approach. In 
the second stage they are trained on specific and labelled data. Combination of these two stages enable them to 
provide high accuracy15.
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LLMs have their foundations in the early language models and neural networks. The early language models 
were developed using statistical models and n-gram models16,17. The early language models were failed to 
express the long terms and context in languages18. After the availability of large data sets, the researchers started 
to explore neural networks in more detail in such a way that they could help to improve language models. 
Finally the researchers achieved their millstone in the form of Recurrent Neural Networks (RNNs) and LSTMs19. 
The RNNs were able to model the sequential data in languages but they also have limitations in term of long-
term dependencies. The LLMs were started to emerge after the introduction of transformer architecture20. 
The transformer architecture is a efficient in handling long-term dependencies21. Today’s advanced language 
models including Bidirectional Encoder Representations from Transformers (BERT), Generative Pre-trained 
Transformer (GPT), mT5, RoBERTa, XLNet and LLaMA are based on LLM’s and transformer architectures22–24.

The LLMs use pipeline in their architecture25. In the first stage of pipeline the training data is preprocessed. 
The second stage of pipeline consists of model training where data passes through different steps including 
random parameter initialization, numerical data input, loss function calculation, parameter optimization, and 
iterative training. After the training stage the model can be tested and deployed. Research shows that LLMs 
have the to perform potential outstanding in specialized NLP tasks and applications in specific domains. LLMs 
also performed well in different domains of industry including automotive, e-commerce, education, finance 
and banking, health care and medicine26–31. In the automotive industry, LLMs enhance in-car virtual assistants, 
enabling voice commands and real-time translation services, improving driver safety and convenience. 
E-commerce platforms leverage LLMs for personalized shopping experiences, optimizing search results, 
product recommendations, and customer service interactions using chatbots. In education, LLMs facilitate 
personalized learning, automated grading, and intelligent tutoring systems, making education more effective. 
The finance and banking industry benefits from LLMs through advanced fraud detection and risk assessment. 
Healthcare and medicine utilize LLMs for predictive diagnostics, patient data analysis, and leading to improved 
patient outcomes and operational efficiencies. Across these domains of industries, LLMs drive innovation by 
automating tasks, enhancing user experiences, and providing deep insights.

Background of LLMs
The concept of machine translation and language models emerged after the Alan Turing’s 1950 paper32. Alan 
Turing’s paper is a foundation of AI and language processing. From 1950 to 1980 statistical methods and 
rule-based systems were explored for language models and language processing33. Those early models and 
language processing methods had limitations in case of complex language processing tasks. In 1986 RNNs 
were introduced34. RNNs are based on neural networks35. RNNs are capable of processing language data but 
they have limitations when it comes to long range dependencies in languages36. In 1997 Long Short-Term 
Memory (LSTM) were introduced. They addressed the limitations of RNNs19,37. LSTMs have limitations related 
to word embeddings, and representations of words as numerical vectors38. In 1997, Bidirectional Long Short-
Term Memory (BiLSTM) networks were introduced, extending the functionality of LSTMs by processing input 
sequences in both forward and backward directions. While traditional LSTMs handle long-term dependencies 
only in a unidirectional manner, BiLSTMs overcome this limitation by capturing contextual information from 
both past and future contexts simultaneously39. After 2010 deep learning revolutionized NLP, with models like 
Word2Vec and GloVe creating powerful word embeddings40,41. Neural machine translation (NMT) emerged, 
surpassing traditional statistical methods.

Word2Vec is a word embedding technique in NLP that generates dense vector representations for words, 
capturing their meanings and relationships based on contextual usage42. It was developed in 2013, by a team 
led by Tomas Mikolov at Google43. Word2Vec employs two main architectures: Continuous Bag of Words 
(CBOW) and Skip-gram44. CBOW predicts a target word from surrounding context words, while Skip-
gram predicts context words from a target word. By using techniques like negative sampling and hierarchical 
softmax, Word2Vec efficiently learns these word embeddings from large text corpora45. These embeddings 
place semantically similar words close to each other in the vector space, enabling applications such as word 
similarity measurement, clustering, analogies, and as features in various machine learning models46. Word2Vec 
has significantly advanced the field of NLP by providing a robust and scalable way to understand and manipulate 
textual data.

Global Vectors for Word Representation (GloVe), is a powerful word embedding technique used in NLP to 
capture the semantic relationships between words47. It was introduced in 2014. IT was developed by researchers 
at Stanford University, GloVe differs from Word2Vec by leveraging both local context information and global 
statistical information from a corpus36. It constructs a co-occurrence matrix, where each entry represents how 
frequently a pair of words appears together within a certain context window48. By factorizing this matrix, GloVe 
generates word vectors that encode meaningful semantic relationships, ensuring that similar words are placed 
closer together in the vector space49. This approach combines the strengths of traditional count-based methods 
and predictive models, resulting in embeddings that perform well on a variety of NLP tasks, such as machine 
translation.

In 2015, Google introduced the initial LLM that uses deep learning algorithms50. It was referred as Google 
Neural Machine Translation (GNMT) model. This model uses huge amount of training data during training. 
As compared to previous language models it was able to handle complex NLP tasks. In 2017, transformer 
architecture was introduced51. Transformer architecture played an vital role in the development of LLMs such as 
BERT52. The main objective behind the development of the transformer models was to overcome the limitations 
of earlier models such as RNNs and LSTM53. Transformer models are able to capture the long-term dependencies 
in text. In 2018, Google introduced BERT54. Introduction of BERT was a vital advancement in NLP. The BERT 
is a pre-trained model and it can be fine-tunned on specific domain of NLP. OpenAI introduced GPT model in 
2018 55. It was based on transformer architecture. The first version of GPT is called GPT-1. In 2019, GPT-2 was 
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introduced56. GPT-2 consists of 1.5 billion parameters57. In 2020, GPT-3 was introduced and in 2023 GPT-4 was 
introduced58.

Motivation
Although researchers have discussed and covered the applications of LLM’s in various industries but the previous 
studies have limitations. These studies did not cover the many important aspects of LLM’s in industries including 
domain specific applications, modern architectures, security, privacy and ethics. Most of the studies covered one 
or two domains of industry. They did not cover applications of LLMs in top industries and their comparison. 
Most of the studies are not peer reviewed research works8,28,59–62. Absence of these key points motivated the 
authors to write this review articles. This review article extensively explores the current review articles to identify 
their limitations and cover their gaps. The objective of this study is to cover the modern architectures of LLMs, 
applications of LLMs in top industries and to address the issues of security, privacy, and ethics related to the 
use of LLMs in industries. In this review article we focused on top industries including finance and banking, 
healthcare and medicine, education, ecommerce, and automotive. Table 1 summarizes the comparison of this 
study with previous studies.

Main contribution

•	 Providing an extensive overview of LLMs including their background, evaluation, modern architectures, and 
their applications in top industries.

•	 Describing the applications of LLMs in top industries including finance and banking, healthcare and medi-
cine, education, ecommerce, and automotive.

•	 Describing the open issues and challenges of LLMs related to data security, privacy and ethics.
•	 Describing the important aspects of LLMs.
•	 Describing contemporary LLMs and their architectures.
•	 Investigating the evaluation metrics for LLMs in detail.

Studies
Security 
and Privacy Ethics Scope Approach

Can et al., 27 No No Investigates the Multimodal LLMs in autonomous driving and related 
systems.

Review of existing literature and tools related to LLMs 
in autonomous driving systems.

Zijian et al., 61 No No Investigates the LLMs in mobility forecasting within transportation 
systems.

Review of existing literature related to LLMs in 
transportation systems.

Dingkai et al., 63 No No Explores the applications of LLMs in intelligent transportation systems. Review of existing literature related to LLMs in 
intelligent transportation systems.

Qingyang et al., 28 No Yes Examines the applications of LLMs in e-commerce. Review of existing literature related to LLMs in 
e-commerce.

Xiaonan et al., 64 No No Investigates the LLMs based recommendations in e-commerce. Review of existing literature related to LLMs in 
e-commerce.

Jin et al., 65 No No Examines the LLM based personalization systems to improve customer 
experience.

Review of existing literature related to LLM based 
personalization systems.

Shen et al., 62 No No Investigates the LLM based technologies in educational settings. Survey of existing literature related to applications of 
LLMs in education.

Hanyi et al., 66 No No Investigates the use of LLMs for smart education. Survey of existing literature related to applications of 
LLMs in smart education.

Stefan et al., 67 No No Explores the potential of LLMs in education, and how their challenges 
might be addressed through game-based learning.

Review of existing literature related to LLMs and their 
challenges in education.

Lixiang et al., 68 No Yes Explore the uses of LLMs for automating educational tasks, while 
addressing the associated challenges.

Review of existing literature related to LLMs in 
education.

Nadia et al., 69 No No Examines the impact of ChatGPT on education by focusing on its 
influence on the teaching.

Review of existing literature related to impact of 
ChatGPT on education.

Jean et al., 30 No No Investigates the applications of financial LLMs in finance domain. Review of existing literature related to financial LLMs.

Yinheng et al., 60 No No Investigates the applications of LLMs in finance domain. Review of existing literature related to LLMs in 
finance.

Huaqin et al., 70 No No Investigates the applications of LLMs in finance domain. Review of existing literature related to LLMs in 
finance.

Godwin et al., 71 No No Investigates the applications of LLMs in banking industry. Review of existing literature related to LLMs in 
banking.

Yining et al., 73 No Yes Examines the application of LLMs in the various healthcare domains. Review of existing literature related to LLMs in 
medical industry.

Yanxin et al., 74 No No Investigates the applications of LLMs in the medical industry. Review of existing literature related to LLMs in 
medical industry.

Ping et al., 75 No No Explore the integration of generative AI and LLMs into healthcare and 
medical practices.

Review of existing literature related to LLMs in 
medical industry.

This Study Yes Yes Investigates the applications of LLMs in industries including healthcare, 
medicine, automotive, e-commerce, education, finance and banking. Detailed review on Industrial Applications of LLMs.

Table 1.  Comparison with previous studies.
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The remaining sections of this study have been organized as: The section II covers and discusses the literature, 
section III covers the methodology, section IV discusses the LLMs in detail, section V discusses the domain 
specific applications, section VI Case studies and empirical evidence, section VII discusses the issues and 
challenges, section VIII Ethical considerations and responsible deployment, section IX covers the future 
directions of LLMs, section X discusses the limitations of this study and section XI covers the conclusion.

Literature review
In last decade LLMs have become evolution in AI. The number of advancements and improvements in LLMs are 
growing day by day. The applications of LLMs in industries are also increasing in an unpredictable manner. Many 
research works have been conducted in the past to explore the LLMs and their applications in the industries.

Can et al.,27 investigate multimodal LLMs for autonomous driving. The authors cover the background of 
multimodal LLMs and the development of multimodal using LLMs. The study also covers the background of 
autonomous driving. The study investigates the role of multimodal LLMs in transportation and driving. Zijian 
et al.,61 explore the applications and role of LLMs in transportation system. The study examines how LLMs 
improves the transportation system by forecasting the traffic information. The study examines how LLMs are 
helpful in handling the demands and limitations of transportation system. The study also explores the utilization 
of LLMs in predicting the human travel. The study highlights if we use LLMs in transportation system then 
we can predict the human travel and manage the demands of transport. In this way the LLMs are also helpful 
to manage the urban planning. Dingkai et al.,63 investigate the applications of LLMs in autonomous vehicles, 
traffic management, and transportation safety. The study also discusses the limitations and advantages of LLMs 
in traffic management and autonomous driving. The study explores some datasets used to train LLMs for traffic 
management and autonomous driving. The research delves into the development of LLMs for the said domains 
and fields.

Qingyang et al.,28 present the fairness, applications, and challenges faced by LLMs in e-commerce industry. 
The study reveals that LLMs offer innovative solutions in e-commerce industry and they enhance the customer 
experience. The research work discusses the pretraining, finetuning, and prompting of LLMs. The study covers 
the role of LLMs in product reviews, customer support and product recommendations. The research explores the 
broad applications of LLMs in e-commerce. Xiaonan et al.,64 introduce applications of LLMs in e-commerce in 
the form of recommendation systems. They review the latest advances in LLM techniques for recommendation 
systems. Additionally, the authors provide a comprehensive discussion on the future directions of LLM-driven 
recommendation systems. This study addresses the urgent need for a deeper understanding of LLM-driven 
recommendation systems due to the rapid development in this research area. Jin et al.,65 discuss the applications 
of LLMs in human computer interaction, personalization systems and recommendation system. The study 
investigates the impact of LLMs for improving customer experience.

Shen et al.,62 investigate the different technologies and tools of LLMs in education. The paper investigates 
the tools that are related to students and teachers. The study also discusses the technological advancements in 
LLMs related to education. The authors discuss the risks associated with the use of LLMs in education. Their 
research provides comprehensive study of LLMs in education. Hanyi et al.,66 investigate the role of LLMs in 
education. The study summarizes the role of LLMs in improving teaching methodology and education models. 
The study then discusses the integration of LLMs in education. Stefan et al.,67 investigate the applications of 
LLMs in education. The research addresses the challenges faced by LLMs in education. The author discusses that 
playful and game-based learning can solve those challenges of LLMs. The study also discusses the generative AI 
in education. Lixiang et al.,68 investigate the practical challenges of LLMs in education. They discuss the ethical 
concerns of using LLMs for grading, feedback, and question generation. The study addresses that these ethical 
concerns are obstacles for LLMs in education. Nadia et al.,69 discusses the impact of ChatGPT in education and 
teaching process. The study summarizes the research conducted after the introduction of ChatGPT. The study 
discusses that the impact of ChatGPT is positive but it is critical for teachers and students.

Jean et al.,30 investigate the applications of LLMs in finance. The study discusses the performance, history, 
and techniques of LLMs in finance. They discuss the training data, finetuning methods and datasets of LLMs 
in finance. Yinheng et al.,60 discusses the current techniques used with LLMs in finance. The study covers 
the pre training, zero shot learning, custom training, and pre training of LLMs in finance. The research 
emphasizes the decision framework for professionals of finance to select appropriate LLMs. Huaqin et al.,70 
investigated the applications of LLMs in financial domain. The study discusses that the use of LLMs is increasing 
gradually in finance. They claim that professionals are using LLMs for financial report generation, analyzing 
investor sentiments, and forecasting the trends of market. Godwin et al.,71 discuss the applications of LLMs 
in banking industry. The study discusses the role of LLMs in banking domain. The study focuses on the text-
based communication, and personalized interactions. The study also investigates the role of LLMs in customer 
support, automation of tasks, and decision-making process. Christian et al.,72 investigate the LLMs for financial 
advice. They claim that larger models are better as compare to models trained on average size of datasets. The 
research delves into usefulness of LLMs for financial advice.

Yining et al.,73 summarize the applications of LLMs in the medical industry. The cited study covers 
medical text data processing, public health awareness, and clinical settings of LLMs. The study also covers 
information extraction, summarization and question answering techniques related to LLMs. Yanxin et al.,74 
investigate development of LLMs for medicine industry. The study explores the techniques used in LLMs for 
medicine domain. The study also discusses the directions for the integration of LLMs in medicine industry. 
Ping et al.,75 cover the role of generative AI and LLMs in healthcare industry. They investigate the integration 
of generative AI and LLMs in healthcare. The study focuses on the benefits of LLMs in healthcare including 
decision making process, information retrieval and medical data management. The study also compares the 
LLMs in healthcare with the typical rule-based AI systems and other machine learning models. Marco et al.,31 
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summarize the applications of LLMs in healthcare including biomedical NLP, literature summarization, and 
clinical documentation management.

Limitations and drawbacks of existing studies
This section examines the limitations and gaps in existing research on LLMs. It highlights the areas where 
previous studies fall short. Some existing research works do not address an evaluation of LLMS, their modern 
architectures, and their applications in top industries, for example27,61,63,64. Whereas this research work provides 
an extensive overview of LLMs including their background, evaluation, modern architectures, and their 
applications in top industries including finance and banking, healthcare and medicine, education, ecommerce, 
and automotive. The research works do not investigate the critical open issues and challenges of LLMs related to 
data security, privacy and ethics62,66,67,69. Whereas this research work thoroughly investigates and highlights the 
open issues and challenges of LLMs related to data security, privacy and ethics. A large number of studies do not 
delve into contemporary LLMs and their architectures30,70,71,73. Whereas this research analyzes and investigates 
the contemporary LLMs and their architectures. The studies cited in this review paper are industry-specific and 
cover only one or two industries69,72,76–78, whereas this review focuses on the applications, issues, and challenges 
of LLMs in the top and most important industries.

Methodology
The research material cited in this study have been acquired from well-known and recognized scientific journals 
and conferences from 2020 to 2024. The research articles have been searched from well-known research 
platforms including IEEE Xplore, ACM Digital Library, Google Scholar, ScienceDirect, Springer. Initially more 
than 300 papers were selected related to keywords. After the initial selection, a comprehensive study of papers 
has been conducted and we finalized more than 100 research articles. The final research articles have selected 
based on keywords, topic and industrial domains. To conduct a comprehensive search, the main keywords used 
are “LLMs”, “Natural Language processing”, “Deep Learning” and “machine learning”. The combinations of these 
keywords and some other keywords specific to different domains of industries are used to compile material 
for this study. These keywords helped to find the relevant articles for this study. The extensive search has been 
conducted to find the relevant and quality articles. Table 2 shows the details of keywords and their combinations 
which are used to conduct the literature search for this study.

Large Language models
LLMs models are combination of AI algorithms and NLP techniques. They are powerful tools which are used in 
various industries to enhance language related applications. They generate human like text based on the context 

Sr #. Keywords and their Combinations Domain

1 Large Language Models in Healthcare Healthcare

2 LLMs for medical diagnosis Healthcare

3 Natural Language Processing in Healthcare Healthcare

4 Machine Learning and LLMs in healthcare Healthcare

5 Deep Learning and LLMs in healthcare Healthcare

6 Large Language Models in Automotive Industry Automotive

7 LLMs for autonomous vehicles Automotive

8 Natural Language Processing in automotive Automotive

9 Machine Learning and LLMs in vehicle Automotive

10 Deep Learning and LLMs in vehicle Automotive

11 Large Language Models in E-commerce E-commerce

12 Natural Language Processing in E-commerce E-commerce

13 Machine Learning and LLMs in customer service E-commerce

14 Deep Learning and LLMs in customer service E-commerce

15 Large Language Models in Education Education

16 Machine Learning and LLMs in Education Education

17 Natural Language Processing in education Education

18 Deep Learning and LLMs in Education Education

19 Large Language Models in Finance Finance

20 LLMs for financial forecasting Finance

21 Machine Learning and LLMs in financial analysis Finance

22 Deep Learning and LLMs in financial analysis Finance

23 Natural Language Processing in banking Banking

24 Machine Learning and LLMs in banking Banking

25 Deep Learning and LLMs in banking Banking

Table 2.  Keywords and their combinations used to search literature.
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user inputs. They have improved the chatbots, content generation platforms, virtual assistants and customer 
service automation.

Important aspects of Llms
LLMs have very complex architecture and they have various aspects depending upon the category of model. 
Figure 1 organizes the important aspects of LLMs. In the subsection, the important aspects of LLMs have been 
covered.

Attention mechanism
The attention mechanism is a vital part of LLMs79. The attention mechanism is used to find the representation 
of input sequences connecting different tokens79–81. The main idea is to calculate a set of attention weights 
that determine the importance of each part of the input data in relation to each part of the output data. There 
are various attention mechanisms used in LLMs including self-attention, multi-head attention, and positional 
encoding82.

Training methods
Different training methods are used for the model training of machine learning models but LLMs are trained 
using distributed methodologies. The reason is that LLMs require huge amount of data and computational 
power83. Distributed methodologies of LLMs are model parallelism, data parallelism, optimizer parallelism, 
tensor parallelism, pipeline parallelism, and federated learning84,85.

Fig. 1.  Important Aspects of LLMs.
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Parameter tuning
The LLMs are first pre-trained on huge datasets and then they can be fine-tuned for specific applications86. This 
approach of training provides us customized models. Customized models are highly efficient and accurate87. 
There are various parameter tuning techniques used to fine tune the LLMs including prompt tuning, prefix 
tuning, adapter tuning, parameter efficient fine tuning, sparse fine tuning, and parameter sharing88–90. These 
kinds of techniques optimize the performance without requiring extensive computational resources and 
large amount of data91. Parameter tuning techniques allow the LLMs to be deployed in resource constrained 
environment92.

Transformer architecture
Transformer architecture is a foundation of various NLP models. The Transformer architecture is a deep learning 
model introduced by Vaswani et al.,93 in 2017. The main purpose of transformer was to handle sequential 
data in neural networks94. The key components of transformer architecture are input embedding, positional 
encoding, encoder, decoder, and attention mechanism. Transformer architecture uses attention mechanism to 
find dependencies95,96. The architecture can handle inputs of varying lengths. Due to its efficiency and versatility, 
this architecture has been replaced typical neural networks97. Transformer architecture has been specifically 
used in LLMs.

Evaluation metrics
To assess the performance of LLMs, various metrics are used depending on the specific task.

	i.	 Intrinsic evaluation metrics: These metrics measure the model’s linguistic and semantic capabilities without 
relying on downstream tasks. It Evaluates the fluency of the language model98.

•	 Perplexity: Measures how well a language model predicts a test set. A lower perplexity shows better perfor-
mance. It evaluates the fluency of the language models99,100.

•	 Bleu (bilingual evaluation understudy): Compares the overlap between n-grams of the generated and refer-
ence texts. It is common in machine translation101.

•	 Meteor (metric for evaluation of translation with explicit ordering): It was introduced as an Improvement 
upon BLEU by considering synonyms, stemming, and word order102.

•	 Bertscore: Uses contextual embeddings to compute semantic similarity between generated and reference 
text103.

	ii.	 Human evaluation metrics: Human evaluation metrics are used for assessing and comparing how LLMs 
perform on evaluation sets. It is a way to assess the performance of LLMs by asking people to judge the 
model’s output. Human evaluations are often combined with automated metrics to provide a more compre-
hensive view of the model’s performance104.

•	 Fluency: Evaluates how naturally and smoothly the model’s output adheres to linguistic norms. It measures 
the model’s ability to produce grammatically correct, coherent, and contextually appropriate sentences, mak-
ing the output easy to read and understand105.

•	 Coherence: Refers to a quantitative or qualitative measure of how logically consistent, contextually appropri-
ate, and smoothly connected the output of the model is within a given text. Coherence evaluates whether the 
generated content aligns with the input prompt and flows logically without contradictions, abrupt topic shifts, 
or incoherent phrasing106.

•	 Relevance: A measure of how closely the model’s outputs align with the user’s query. It evaluates the appro-
priateness, accuracy, and contextual suitability of the generated response107.

•	 Bias and fairness: They are used to evaluate and ensure the equitable behavior of LLMs across different de-
mographic groups, contexts, or use cases108.

	iii.	 Efficiency and resource utilization metrics: LLMs requires a comparable large number of computational 
resources as compared to ordinary machine learning models. So, specialized evaluation metrics are used to 
evaluate them for resource utilization. These are crucial for deploying LLMs in production environments109.

•	 Inference time: The amount of time it takes for a trained ML model, such as LLMs, to process input data and 
produce an output or response110.

•	 Memory and compute requirements: Refers to the computational resources necessary to train, fine-tune, or 
deploy the LLMs111.

•	 Energy efficiency: A metric that measures how effectively an LLM utilizes computational resources (electrici-
ty, memory, and processing power) to perform tasks such as generating text, answering queries, or processing 
data. It evaluates the trade-off between energy consumption and performance, aiming to optimize the balance 
between environmental sustainability and computational output112.

	iv.	 Novel metrics: The ordinary evaluation metrics are not enough to judge and evaluate the developing LLMs 
so with the growing capabilities of LLMs, newer metrics are being developed.

•	 Holistic evaluation of language model (helm): HELM was introduced in 2021 by a team of researchers from 
the University of California, Berkeley, who wanted to provide a more holistic and actionable evaluation of 
LLMs in real-world applications113. The goal was to help developers and researchers better understand the 
potential and limitations of these models across a wide range of use cases. It was introduced to evaluate LLMs 
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in a comprehensive and multifaceted manner, going beyond traditional benchmarks like accuracy or perplex-
ity. Instead of focusing only on isolated metrics, HELM aims to assess models in the context of multiple tasks 
and domains to understand their overall performance, fairness, robustness, and potential societal impacts114. 
This evaluation metric considers various aspects of LLM behavior, such as bias, ethical considerations, inter-
pretability, and performance across diverse use cases115.

•	 Winograd schema challenge: It was introduced by Terry Winograd in 2011. It refers to a metric used to 
evaluate the performance of LLMs in terms of their ability to understand and resolve ambiguities in natural 
language116. It specifically tests a model’s ability to resolve pronouns in sentences, where the correct answer 
depends on world knowledge and context, rather than simple syntactic rules. A Winograd Schema consists 
of a pair of sentences that differ by only one or two words, typically involving a pronoun. The challenge is 
that, in each pair, the pronoun’s reference is ambiguous, and the correct reference can only be determined by 
reasoning about the context117.

•	 Knowledge F1: It was introduced in 2020 as part of the “Fact-based Evaluation of Language Models” ap-
proach, mainly to evaluate models like T5 and BERT on tasks that require factual knowledge retrieval118. 
It is a performance measure used in evaluating LLMs based on their ability to recall factual knowledge. It 
combines precision and recall into a single metric, where precision measures how many of the facts retrieved 
by the model are correct, and recall assesses how many of the correct facts are retrieved by the model. This 
metric is particularly useful for tasks that require factual accuracy, such as question answering and knowledge 
retrieval119.

Natural Language Understanding (nlu) and generation Language generation (nlg)
NLU and NLG are two critical components of LLMs that enable machines to process and produce human 
language. NLU refers to a model’s ability to comprehend and interpret input text, extracting meaning, context, 
and intent from natural language. It involves tasks such as sentiment analysis, entity recognition, and syntactic 
parsing120. On the other hand, NLG focuses on generating human-like, coherent, and contextually appropriate 
text based on input data. Together, NLU and NLG allow LLMs to understand complex queries, engage in 
meaningful conversations, and produce relevant responses, making them fundamental in applications like 
chatbots, translation, summarization, and content creation121.

Scalability
Scalability refers to the ability of the model to handle increasing amounts of data, users, or tasks without a 
significant decrease in performance122. It involves the model’s capacity to expand in both computational power 
and complexity, enabling it to process larger datasets, generate more sophisticated outputs, and support a 
growing number of simultaneous requests. Scalability in LLMs also relates to their ability to be deployed across 
different environments, from local machines to cloud infrastructures, ensuring that as demand increases, the 
system can adapt and maintain its effectiveness123.

Transfer learning
Transfer learning is a technique where a model pre-trained on a large dataset is fine-tuned on a specific, often 
smaller, domain-specific dataset. This approach leverages the knowledge acquired during pre-training to improve 
performance on specialized tasks without requiring the model to be trained from scratch124. By transferring the 
general understanding developed during pre-training, LLMs can quickly adapt to new tasks, making them more 
efficient and effective in scenarios with limited task-specific data. This is particularly useful in industries or fields 
where labeled data is rare but general language knowledge is applicable125.

Contemporary Llms
Contemporary LLMs represent a significant advancement in the field of artificial intelligence and NLP. These 
models are built upon deep learning architectures with billions of parameters, enabling them to understand 
and generate human-like text with outstanding fluency. Figure  2 organizes the contemporary LLMs. In the 
subsections of this section the contemporary LLMs have been covered in detail.

Gpt series
GPT series have 4 LLMs including GPT-1, GPT-2, GPT-3 and GPT-4. GPT-4 is latest and advanced model58,126,127. 
All of these models are built on transformer architecture128. There models are trained on huge datasets and later 
on fine-tuned for specific applications. These models are used in generating coherent, contextually relevant text, 
making them useful for applications in content creation, language translation, and conversational agents129.

Bert
BERT was developed by google in 2018 to address the limitations of earlier language models130,131. It was 
specifically developed to handle the intricacies of languages132. BERT is a remarkable advancement to handle the 
context of words in the sentences. Earlier language models process the text sequentially whereas BERT processes 
the text in both directions, right to left and left to right133,134. This approach allows the BERT to capture the full 
context of words in sentences. This bidirectional approach improves the performance of language models to 
deeply understand the context of words in text.

Albert
A lite BERT or ALBERT was developed by google in the late 2019 135. It is a lighter version of BERT. It uses 
optimization techniques such as factorized embedding parameterization and cross-layer parameter sharing 
to reduce the number of parameters136. These techniques make it memory efficient and suitable for resource 
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constrained environment137. The main purpose behind the development of this model was to design a lightweight 
LLM without compromising the performance.

T5
The Text-to-text transfer transformer or T5 was developed by google in 2019 138. This model uses the approach of 
text-to-text task. Text to text task means the input and output of T5 are always in the form for strings139. T5 uses 
transformer architecture. It was pre trained on a huge and multipurpose dataset which is called C4 or Colossal 
Clean Crawled Corpus140. The main purpose behind the development of this model was to simplify the approach 
to NLP tasks. This single model can be fine-tuned for various applications and NLP tasks.

XLNet
XLNet was designed by researchers at Carnegie Mellon University, Pittsburgh and Google in 2019 141. It is a 
combination of autoregressive LLMs and bidirectional LLMs142. During training it use permutations of the 
input sequences. The use of permutation approach assists the model to achieve remarkable performance on a 
variety of NLP tasks143. The main purpose behind the development of XLNet was to overcome the limitations 
of bidirectional models.

LaMDA
LaMDA was developed by researchers at Google in 2021 144. LaMDA is a conversational model. The main 
purpose behind the development of LaMDA was conversations145. LaMDA was trained on dialogue datasets 
so that it can be engaged in human like conversations146. LaMDA is suitable for virtual assistants and customer 
support applications. LaMDA was developed to improve interactions between AI and humans, improving the 
user experience.

LLAMA
The Large Language Model Meta AI (LLAMA) was developed by AI researchers at Facebook in 2023 147. 
This model was developed to enhance the capabilities of LLMs in NLP tasks. The main purpose behind the 
development of this model was to improve the performance of LLMs in research and practical applications148. 
This model uses transformer architecture and advanced training techniques to get the outstanding performance 
on various NLP tasks.

Fig. 2.  Contemporary LLMs.
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Domain specific applications
LLMs are transforming various industries by providing tailored solutions that leverage specialized knowledge. 
By focusing on specific domains, LLMs can deliver highly accurate, context-aware insights that drive innovation 
and efficiency across various fields. In this study we discuss the applications of LLMs in top industries including 
automotive, e-commerce, education, finance and banking, health care and medicine. Figure 3 summarizes the 
applications of LLMs.

Health care and medicine
LLMs have diverse applications in medical field. LLMs have been warmly welcomed in many medical domains. 
LLMs helps the medical professionals in problem solving and learning149. According to the studies specialized 
AI chatbots will be further improved in near future150. LLMs are helpful in clinical decision making151.

LLMs are used in question answering related to medical fields152. LLMs are helpful in for the investigation 
of patient data, and medical surveys153. LLMs are used in biotechnology field to address the challenges bio154. 
LLMs provide information to patient related to healthcare and treatment155. LLMs are used for X-ray analysis156. 
Medical text analysis is a challenge for medical professionals153. Medical text consists of the aberrations and 
technical terms related to specific fields157. LLMs help the medical professionals to structure the raw medical 

Fig. 3.  Domain Specific Applications of LLMs.
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data and retrieve specific information from the medical text. LLMs help to extract information from medical 
notes158.

Zhou et al.,159 investigated the traditional Chinese medicine for epidemic prevention and treatment. They 
proposed a LLM for question answering for epidemic prevention and treatment using traditional Chinese 
medicine. They said traditional Chinese medicine has rich and practical literature related to epidemic prevention 
and treatment. The literature is complex and huge which is a challenge for medical professionals to extract 
the required information. The literature consists of numerous books. They said their proposed LLM can solve 
this problem and it is better than traditional models. They said the proposed model can efficiently handle the 
huge and complex literature related to traditional Chinese medicine. Another study conducted by Zhe et al.,160 
related traditional Chines medicine. They fine-tuned different LLMs for traditional Chinese medicine formula 
classification. They claimed that their fine-tuned models achieved better accuracy and performance as compared 
to previous models.

Yutao et al.,161 studied the medication guidance and drug reaction prediction and proposed a model for 
medication guidance and drug reaction forecasting. Their model uses two stage training, in first part the model 
is trained on drug datasets.

and in second part the model is trained on real datasets of patients. Their model is helpful for medical 
professionals to improve the healthcare services. Abdulkader et al.,162 fine tunned the T5 model for medical 
report summarization. Medical reports are not easy to understand for the public so they fine tunned the model 
so that could help the public. Senay et al.,78 proposed a model to automate the administrative tasks in healthcare. 
Their model is useful for healthcare professionals. Their proposed model can perform appointment scheduling, 
documentation, and retrieval of medical records. Dimitrios et al., proposed a model to provide diagnostic 
suggestions to the patients. They said the diagnosis process is a complex one and their proposed model can be 
helpful for the patients. Luis et al.,163 proposed an Internet of Medical Things (IoMT) system integrated with 
LLM. Their proposed model can monitor Parkinson’s disease (PD), which is a neurodegenerative disorder.

Impacts of Llms on health care and medicine
LLMs are reducing time for clinical documentation and reporting by automating the tasks for example medical 
transcription and summarization. Nuance Dragon Medical One software uses LLMs to transcribe doctor-patient 
conversations with up to 98% accuracy, decreasing documentation time by 30–40% 164,165. LLMs accelerated 
processing of massive amounts of medical literature to identify relevant studies, trends, and insights. IBM 
Watson for Health analyzes big datasets to find patterns, and insights saving researchers 20–30% of their time 
in literature reviews166,167. LLMs provide personalized treatment plans based on genetic, environmental, and 
lifestyle factors168. LLMs have improved insurance claim processing time by 30%, reducing errors169.

Limitations of Llms in health care and medicine
LLMs often face difficulty with domain-specific accuracy in medical contexts. For example, general-purpose 
GPT-4 may generate responses that lack the depth or precision required for complex medical cases170. LLMs 
require enormous, high-quality datasets to perform efficiently. In health care and medicine, data availability 
is often restricted by privacy laws (for example, HIPAA) and ethical considerations171. Deploying LLMs in 
health care systems requires substantial infrastructure investment and integration with existing workflows172. 
Regulatory laws for LLMs in health care are still evolving, making it difficult to attain compliance173.

Proven vs. emerging applications of Llms in health care and medicine
There are many applications of LLMs that can be found in health care and medicine. Some of them are 
proven while some of them are still under development. Proven applications include clinical documentation, 
diagnostic decision support, and chatbots for patient engagement. Whereas emerging applications include AI-
Driven surgery assistance, and autonomous health monitoring systems. Researchers are still working on LLMs 
integration with robots and it still require much improvement and validation174. Autonomous health monitoring 
systems are still mainly in prototype stages and have yet to be adopted on a broad scale due to concerns over 
accuracy170.

Automotive
LLMs have countless applications in the automotive industry. LLMs have applications in automotive industry 
including chain management, predicting shortage, and improving production schedules. In case of autonomous 
vehicles, applications of LLMs are NLP assistant, voice-activated controls, and real-time navigation and 
predictive maintenance77. Bhavin et al.,175 proposed a multi model vehicle system based on LLM and cloud. The 
proposed system is a real time automotive system which can assist the driver in driving and provide navigation 
support and object detection. The proposed model also provides the data privacy and security in system. Zhi-Qi 
et al.,176 proposed a model based on LLMs for electric vehicle battery supply chain. Their proposed model can 
predict the disruption in the supply chain of batteries for electric vehicles. Zeba et al.,177 proposed a model using 
fusion approach based on LLM and computer vision. The proposed model detects and differentiates the objects 
on road. The model also detects the lines on road. After the detection the proposed model translate the detected 
objects into text form for driver. Mobina et al.,178 proposed a model in the form of digital voice assistant. Their 
proposed model is based on LLMs and SVM classifier. The model translates the voice commands for vehicle.

Impacts of Llms on automotive
LLMs assist in design and engineering to streamline the process. BMW uses LLMs to create design process for 
vehicle parts and reduce the time required179. Google uses LLMs for its self-driving cars180. Tesla uses LLMs in 
its autopilot system. Audi uses LLMs in its chatbot to provide information related to vehicle features, and sales181. 
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Toyota and Honda use LLMs to optimize inventory levels and delivery schedules, leading to a 15–20% reduction 
in supply chain costs182. Automotive companies use LLMs to perform analysis on legal documents. Mercedes-
Benz uses LLMs to analyze regulatory changes related to vehicle safety and emissions, streamlining compliance 
reporting and reducing compliance-related costs by 10–15% 183,184.

Limitations of Llms in automotive
Environmental factors and road conditions vary across different areas that may lead to consistency issues with 
LLMs integrated in autonomous driving systems185. Autonomous driving system driven vehicle diagnostics 
require diverse, and high-quality datasets to perform efficiently186. However, these datasets may not fully capture 
the range of real-world conditions and environmental factors. Training, implementing and deploying LLMs in 
automotive industry require computational and financial resources77.

Proven vs. emerging applications of Llms in automotive
Proven applications of automotive industry include autonomous driving and driver assistance, predictive 
maintenance and diagnostics, manufacturing process optimization, voice assistants and in-car interaction187,188. 
Whereas full autonomous driving (Level 5), AI-driven design and customization, real-time traffic and route 
optimization, and personalized vehicle experience are still emerging and researchers are working on them for 
improvements189–191.

E-commerce
LLMs are widely adopted in the e-commerce industry. These days e-commerce has become the vital part of 
global economy. After the advancements in the internet, the traditional shopping approaches have been replaced 
by e-commerce. E-commerce provides convenience to the consumers. Although e-commerce has many benefits 
but it has challenges as well, for example language barrier for consumers. To overcome the challenges of 
e-commerce, LLMs play an important role. Dehong et al.,192 proposed an LLM based e-commerce machine 
translation model. They claimed that their proposed model can handle domain specific terms and keywords, 
providing better performance and accuracy in translation. They fine tunned their model on Chinese and English 
bilingual terms. Kaidi Chen et al.,193 proposed an LLM based machine translation model for e-commerce. They 
claimed that their proposed model can handle the domain related words and special formulas of e-commerce 
domain. They claimed that their proposed model provides more robustness as compared to previous machine 
translation models. Chenhao et al.,194 proposed an LLM- ensemble based model for product attribute value 
extraction. They claimed that their proposed model improves the recommendation system for consumers by 
improving the process of product value extraction. Ben et al.,195 proposed an LLM based relevance modeling for 
e-commerce search engines. They claimed that their proposed model ensures that products selected based on 
consumer query is aligned with the intent of consumer.

Impacts of Llms on e-commerce
Amazon uses LLM powered chatbots to handle and process customer inquiries196. These chatbots can resolve 
70–80% of customer service queries without human intervention197. This reduces the need for human customer 
service agents lessens the cost. Amazon uses LLMs for product recommendations and personalization198. 
Walmart LLMs to analyze customer profile data and behavior across different areas, permitting for personalized 
email marketing199. Zara uses LLMs to predict demand for different clothing styles across various regions, 
adjusting production schedules and inventory levels accordingly182. Other different brands use LLMs for content 
creation and social media200.

Limitations of Llms in e-commerce
In case of recommendation systems, LLMs may face challenges in understanding vague queries or generating 
accurate recommendations when customer input is imprecise201. The performance of LLMs totally relies on 
the quality and range of training data, which may not always represent the full range of customer behaviors202. 
It can be computationally intensive for LLMs to Handle large-scale, real-time operations in e-commerce, such 
as dynamic pricing updates195. LLMs operate as black-box systems, making it problematic to explain why a 
particular recommendation or search result was made203.

Proven vs. emerging applications of Llms in e-commerce
Although LLMs have significant impact on e-commerce but some of its applications are proven and some are 
still emerging. Proven applications include customer service and support, product recommendations, marketing 
and advertising, fraud detection and prevention, search optimization, pricing optimization, content creation 
and copywriting204,205. Whereas emerging applications include inventory management and demand forecasting, 
regional and cultural adaptation, advanced behavioral analytics, and ethical recommendations206,207.

Education
Large Language Models (LLMs) are transforming the education industry by enhancing personalized learning 
and administrative efficiency. They can assist in crafting customized learning experiences by analyzing student 
performance and tailoring content to individual needs. They also support teachers by automating administrative 
tasks, generating lesson plans, and grading assignments. Additionally, LLMs facilitate language translation 
for diverse learners, fostering a more inclusive educational environment. Ehsan et al.,208 proposed a method 
for distilling fine-tuned LLMs into smaller, efficient neural networks for deployment on resource-constrained 
devices. The authors trained a student model using the prediction probabilities of a teacher model achieving 
comparable accuracy with state-of-the-art models while being significantly smaller and faster. Zheyuan et 

Scientific Reports |        (2025) 15:13755 12| https://doi.org/10.1038/s41598-025-98483-1

www.nature.com/scientificreports/

http://www.nature.com/scientificreports


al.,209 proposed an LLM based framework. Their proposed model is a multi-agent classroom simulation 
model. Their proposed model is a classroom mechanism for automatic classroom teaching. Liuqing et al.,210 
proposed education approach to learn bio-inspired design. They claimed that bio-inspired designs are difficult to 
understand and learn. They also said that learning bio-inspire designs depends upon on teacher. The authors said 
that their proposed model is helpful to learn bio-inspired designs. Victor et al.,211 proposed a web application 
based on LLMs for education. The authors said their proposed application is subscription free. The teachers can 
upload their own datasets to fine tune the model.

Impacts of Llms on education
LLMs are providing personalized learning to students. Duolingo which is an education based mobile app, uses 
LLMs to enhance learning and engagements by 20% 212. LLMs are also used to create educational content including 
quizzes, assignments, and lecture plans. Khan Academy uses LLMs to create practice problems for students213. 
LLMs identify gaps in student understanding through data analysis and offer targeted interventions214. LLMs 
provide assistance to researchers by summarizing the research articles and identifying the trends. LMMs are 
used to provide personalized feedback to students215.

Limitations of Llms in education
LLMs may misinterpret user queries when applied to multiple topics. LLMs may produce incorrect information 
for complex and diverse topics216. LLMs often lack the ability to provide effectively to various learning preferences, 
such as visual, and auditory. Training data may not represent all cultural, linguistic, or regional contexts resulting 
in biased outputs217. Finetuning LLMs with existing syllabus and regulatory standards can be a time consuming 
and complex task218.

Proven vs. emerging applications of Llms in education
Proven applications of LLMs include personalized learning, automated content generation, intelligent tutoring 
systems, language translation, enhanced assessment and feedback219. Emerging applications include advanced 
behavioral analytics, adaptive simulations for teacher training, regional and cultural adaptation, and gamified 
learning experiences220.

Finance and banking
LLMs are gradually being used in finance and banking to enhance customer service, and improve decision-
making. They can analyze massive amounts of data to provide insights, automate tasks such as customer queries 
and fraud detection, and assist in risk management. Shijie et al.,221 proposed a model specialized for finance. They 
said that they trained their model on massive financial dataset. Zarza et al.,222 proposed a model for financial 
planning and budgeting based on LLM. They claimed that their proposed model is effective for both houses and 
corporates. Their proposed model suggests solutions to manage budget plans. Boyu et al.,223 proposed a model for 
financial sentiment analysis and investment decision making. They claimed that their proposed model improves 
the sentiment analysis and investment decision making process. George et al.,76 proposed a model which is a 
combination of LLM and cloud environment. The authors said the proposed model improves the operations and 
compliance in banking system. The authors said their proposed models overcomes the traditional challenges of 
banking. They said their model also enhances the customer experience. Daniel et al.,224 proposed a model for 
automatic topic modeling and their categorization for tagging retail banking transactions. They used LLM and 
zero shot prompting.

Impacts of Llms on finance and banking
LLMs can enhance fraud detection systems by analyzing the transactional data. JPMorgan Chase uses LLMs 
to keep an eye on transactions, which reduces the fraud chances by 40% 225. Bank of America obtained an 
LLMs based chatbot named Erica which handles customer inquiries and bill payments226. Citi bank uses AI 
models to reduce loan approval time by 50% 227. Compliance team of Standard Chartered Bank report a 40% 
reduction in manual reviews and an 85% increase in detection precision228. BloombergGPT provides insights on 
market conditions by analyzing and processing textual data from numerous sources. BloombergGPT is trained 
on 50-billion parameters and it was built for finance229.

Limitations of Llms in finance and banking
Due to biased training data LLMs can predict inaccurate market trends resulting in financial losses70. Banking 
and finance produce huge amount of live data which can overwhelm the LLMs in real time applications230. 
Attackers may exploit vulnerabilities of LLMs to manipulate the outputs231. Ensuring customer data privacy 
during training and implementation of LLMs is a challenge232.

Proven vs. emerging applications of Llms in finance and banking
In finance and banking, proven applications of LLMs are fraud detection, customer support automation, 
document processing, trading and market predictions, and personalized banking70. Emerging applications are 
advanced behavioral analytics, emotional feedback analysis, and blockchain integration233.

Case studies and empirical evidence
To provide the concrete evidence of integration of LLMs in industry, this section investigates some practical 
applications. IBM Watson uses LLMs to analyze extensive medical literature and patient data, providing evidence-
based diagnoses and treatment recommendations. This application assists the healthcare professionals in making 
informed decisions, thereby improving patient outcomes and streamlining the diagnostic process234–236. Alexa 
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is cloud-based voice assistant that was developed by Amazon in 2014. Now Amazon Alexa is powered by LLMs. 
Amazone has implemented a custom LLM to make Alexa more efficient in its conversations. Alexa depends 
upon LLM to understand, process and response user queries237. Coca-Cola is a famous international brand. 
It always uses innovative marketing strategies since its birth. It is one of the most iconic brands. Coca-Cola 
has integrated an advanced language model GPT-4 in its marketing operations. Coca-Cola is using GPT-4 for 
content generation, information retrieval, social media, and generating comprehensive reports234,238,239.

The famous OTT platform Netflix is using LLMs for personalized recommendation system. The main 
purpose of the Netflix is to innovate its personalized recommendation system. Netflix uses LLMs to analyzes 
extensive data of users, find valuable insights and provide the users with their desired content234,240. Spotify is 
a famous audio streaming service. Like Netflix Spotify also uses LLMs to improve its music recommendation 
system. Spotify uses LLMs to analyze user listening habits, playlists, and interactions with the platform. LLMs 
provide Spotify a way to understand user preferences and recommend them with their desired music234,241. 
The New York Times is famous leading global media. It is using LLMs to improve advertising strategies. LLMs 
enables advertisers to maximize their influence by suggesting the best places for ad campaigns based on the 
advertisement’s messaging. By refining strategies LLMs enhance campaign performance234,242.

Open issues and challenges
LLMs provide a massive number benefits but they also have issues and challenges. Over the time many issues 
and challenges have been overcome by researchers but many of them are still open for research and debate243. In 
this section we highlight the open issues and challenges of LLMs.

Open issues
This section covers the open issues of LLMs in industry. Figure 4 summarizes the open issues of LLMs.

•	 Ethical Issues: The LLMs are trained on massive datasets. The questions that arise here are: Who can use the 
dataset? How can the dataset be used? And when can the dataset be used? The ethical issue related to the use 
of dataset are still open to discuss. The datasets can consist of biased data leading to the biased outputs from 
LLMs244. The LLMs can also provide hate speech and misinformation.

•	 Data Privacy Issues: The training datasets of LLMs can consist of personal data which is an open issue for 
LLMs. Data privacy preserving techniques are required to train the models without compromising user pri-
vacy. As the use of data is increasing in LLM models, the privacy concerns are also increasing59.

•	 Adversarial and Cyber-attacks: LLMs are vulnerable to cyber-attacks. Security of LLMs is an open issue. Im-
proving the security of LLMs against cyber-attacks is a big concern245. LLMs can be vulnerable to adversarial 
inputs that manipulate their outputs in harmful ways. Understanding how to strengthen models against such 
attacks is a critical area of research.

Fig. 4.  Open Issues of LLMs.
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•	 Environmental Impact: Training and deploying LLMs require considerable computational resources, lead-
ing to significant energy consumption and carbon emission. The environmental footprint of these models is 
an open issue that calls for the development of more energy-efficient algorithms246.

•	 Explainability and Transparency: LLMs operate as black-box models, making it difficult to understand how 
they generate specific outputs. This lack of explainability raises concerns in critical domains like healthcare 
and finance, where understanding the rationale behind decisions is essential247.

•	 Hate Speech and Misinformation: LLMs can unintentionally generate harmful content, including hate 
speech or misinformation, which can have real-world consequences. The responsibility of developers to mit-
igate these risks is a critical area for further exploration248.

•	 Data Poisoning: Attackers may introduce malicious data into training sets, leading to compromised model 
integrity249.

•	 Cost Efficiency: The financial burden associated with developing and maintaining LLMs remains a signifi-
cant barrier for many organizations. High costs related to data acquisition, processing power, and ongoing 
model training can deter smaller enterprises from leveraging these technologies250.

Challenges
The use of LLMs is increasing gradually in the industry leading to challenges. This section covers the open 
challenges of LLMs in industry. Figure 5 Summarizes the challenges of LLMs.

•	 Massive Datasets: LLMs are trained on massive and complex datasets. The source of datasets is internet. Due 
to their size and complexity, it is a challenge to maintain the security and privacy and quality of datasets251. 
Handling and processing a massive data are a challenge itself.

•	 Computational Resources: Due to the huge amount of training datasets LLMs require huge set of computa-
tional resources252. Some models require special hardware for their training. Energy consumption is high for 
LLMs training. These are the open challenges for LLMs.

•	 Biased Outputs: Biased outputs from LLMs presents a significant challenge, as LLMs can unintentionally 
reflect and amplify biases present in their training data253. This can lead to unfair results, particularly in sen-
sitive areas such as hiring, law enforcement, or healthcare, where impartiality is critical.

•	 Regulatory Compliance: With the emergence of regulations such as GDPR, ensuring compliance while uti-
lizing large datasets poses a challenge. Organizations must navigate these legal frameworks while balancing 
innovation with privacy rights254.

•	 Non-English Language Support: A significant gap exists in the performance of LLMs across different lan-
guages, particularly non-English languages. This limitation restricts access to advanced AI capabilities for 
non-English speaking populations. Efforts must be directed towards developing robust models that can un-
derstand and generate content in a variety of languages without compromising quality255.

•	 Multimodal Integration: The integration of multiple data modalities (text, images, audio) into LLMs pre-
sents an open challenge that could expand their capabilities significantly. Current models primarily focus on 
text-based inputs, which limits their applicability in diverse fields such as healthcare diagnostics or customer 
service where multimodal understanding is crucial256.

Fig. 5.  Challenges of LLMs.
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•	 Accuracy and Hallucinations: Ensuring the accuracy of outputs generated by LLMs is paramount. The phe-
nomenon of “hallucinations,” where models produce reasonable but incorrect information, poses risks in ap-
plications that rely on factual accuracy. Addressing this challenge requires improved training methodologies 
and validation processes to enhance the reliability of generated content257.

Ethical considerations and responsible deployment
The deployment of LLMs in industry raises significant ethical concerns that must be carefully addressed to 
ensure responsible use. Key ethical considerations include the potential for bias in model predictions, privacy 
issues regarding sensitive data, and the opacity of decision-making processes within these systems258,259. 
To mitigate these risks, it is essential to implement frameworks that prioritize transparency, fairness, and 
accountability. For instance, organizations should establish rigorous bias detection mechanisms, maintain clear 
data governance policies, and ensure that LLMs are understandable and auditable. Additionally, it is important 
to involve interdisciplinary teams comprising ethicists, domain experts, and technologists, during the design and 
deployment phases to continuously evaluate the social impact LLMs. Practical recommendations for responsible 
deployment include adopting established ethical guidelines, such as the “Ethics Guidelines for Trustworthy AI” 
from the EU, and implementing regular audits to assess the ethical performance of LLMs260,261. By encouraging 
a culture of accountability and ongoing scrutiny, we can ensure that LLMs are deployed in ways that align with 
social values and mitigate the risks of harm.

Future directions of Llms
LLMs are prominent emerging technologies and continue to be a dynamic area of AI research. Efforts are focused 
on advancing techniques to tackle data privacy concerns, enhance security, and address ethical considerations 
such as bias and fairness. Additionally, the integration of LLMs with domain-specific knowledge through 
specialized fine-tuning will enable more accurate and context-aware applications. As these advancements are 
made, LLMs will be deployed in ways that maximize their benefits while ensuring ethical use, scalability, and 
broader societal advantages, steering in a new era of AI innovation.

Limitations
One of the important limitations of this study is availability of limited review literature related to LLMs and their 
applications in the industry. Best efforts are made to find the related literature. The available material is covered 
thoroughly to address and cover all the related aspects. Due to the restriction of resources this study covered 
applications of LLMs in prominent industries, although LLMs have applications in some other industries as well. 
We covered and discussed the details of modern LLM models and architectures but an in-depth analysis can be 
done on each of them.

Conclusion
Based on neural networks and transformer architecture, LLMs have evolved in a remarkable way. LLMs have 
changed the field of NLP. LLMs resulted in extraordinary expansion in NLP. LLMs have revolutionized the text 
generation and processing. The use of LLMs is increasing and expending in the industry. Applications of LLMs 
can be found in almost each and every domain of industry. Although LLMs are considered evolutionary and 
powerful across various fields, they also have limitations and challenges. This study has provided an insightful 
and meaningful review of LLMs and their applications in the industry. This research work covered the important 
aspects of LLMs, and contemporary LLMs. The study has also examined industrial domain specific applications 
of LLMs, including healthcare and medicine, automotive, e-commerce, education finance and banking. The 
research work covered the open issues of LLMs including ethical issues, data privacy issues, security issues, 
environmental impacts, explainability and transparency. The study also covered the open challenges of LLMs 
including massive datasets, computational resources, biased outputs and regulatory compliance. As the field 
of LLMs research and development is expanding swiftly, this review would be a valuable literature for the 
researchers looking for literature related to the applications of LLMs in the industry. The study focused on the 
significance of LLMs in the industry. LLMs represent advancements in NLP and AI, revolutionizing the domain 
of problem-solving in the industry; however, they are still under development and require many improvements.

Data availability
The datasets used and/or analyzed during the current study available from the corresponding author on reason-
able request.
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