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Abstract

Spatiotemporally resolved ambient temperature data are essential for environmental
epidemiology, especially in urban areas where temperature can vary sharply over short distances,
influencing population exposure. Additionally, heat distribution often reflects built environment patterns
and may correlate with existing social and environmental disparities. Continuous temporal records at high
spatial resolution are, however, often lacking, especially in low- and middle-income countries. We
developed a generalizable tree-based machine learning approach to estimate daily mean temperatures at
500 x 500 metres resolution using Sao Paulo, a megacity in Brazil, as a case study, to demonstrate its
utility in highly urbanized settings with a heterogeneous urban fabric and unevenly distributed
temperature monitoring stations. We trained a Random Forest model using open-access remote sensing
data, along with derived products, and temperature measurements from 43 ground stations. To prevent
overfitting and select relevant features, we employed a forward feature selection algorithm with target-
oriented (spatial) cross-validation. Hyperparameter tuning was performed using grid search approach.
The model was validated through ten-fold station-based cross-validation and an external hold-out dataset.
The model demonstrated strong performance (RMSEgr = 0.80;, R%r = 0.95), with slightly reduced
accuracy in rural areas (R*y. = 0.91; R?p. = 0.95). Compared to traditional multilinear approaches
(RMSEpmir = 1.02; R%1r = 0.92), the Random Forest model outperformed, likely due to its ability to
better capture microclimates and complex relationships between data sources. This 500 x 500 metres
daily temperature dataset is the first of its kind in South America, with the Sdo Paulo pipeline and data
freely accessible. The approach is adaptable to other regions with appropriate retraining and validation,

enabling high-resolution exposure assessments.
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Feature Selection



1. Introduction

Non-optimal temperatures are known to have significant adverse health effects. Most of this evidence
comes from time-series studies that link citywide daily ambient temperature (7«) to daily mortality or
hospital admissions [ 1-6]. These studies often use a temperature summary over the entire city extent or a
unique point measurement to represent the city, thus, assuming a uniform temperature distribution across
cities. This approach overlooks local variations and underestimates the impacts of temperature difference
within cities. This is largely due to the lack of high-resolution Ta data, particularly in low- and middle-
income countries (LMIC) [5,7]. Consequently, the relationship between temperature and health outcomes
within cities, including vulnerabilities among specific populations and neighbourhoods, remains poorly
understood. This gap is particularly concerning as over half of the global population currently resides in
urban areas, a figure projected to rise to 68% by 2050, increasing population exposure to urban
temperature [8].

While gridded global Ta products exist, most lack either the temporal or spatial resolution necessary
for epidemiological studies concerning urban settings, which typically require daily or weekly data at
spatial resolutions finer than 1 km?. The fifth generation European Centre for Medium-Range Weather
Forecasts (ECMWF) atmospheric reanalysis products, ERAS (31 x 31 km) and ERA5-Land (9 x 9 km),
are Copernicus reanalysis products, which integrate numerical simulations with historical data to provide
consistent global hourly 7a estimate. Masselot and colleagues [9,10] used these Copernicus reanalysis
products and demonstrated their ability to replicate citywide temperature-mortality relationships similar
to those derived from station-based data. However, their spatial resolutions are too coarse to capture
temperature variations within city environments accurately. On the other hand, the Global Seamless
High-resolution Temperature Dataset (GSHTD) offers a much finer spatial resolution yet remains limited
to monthly averages [11].

Urbanization is one of the most significant and transformative forms of land conversion, typically
involving the shift from natural or agricultural land to urban areas dominated by impervious surfaces.
These areas are often characterized by high building and population densities. While urbanization can
take various forms, its influence on local environmental and climatic conditions, particularly temperature,
is well documented [12-14]. Studies have shown that the spatial and temporal distribution of temperature
evolves as cities grow [15], with microclimates of localized heat and cold islands dynamically forming
and vanishing within cities as they change [16]. Thus, ignoring the spatial and temporal variability of
temperature within cities can introduce inaccuracies or even biases in epidemiological and climate studies
[17].

To address these challenges, recent research has increasingly focused on using statistical models to
estimate 7a. As opposed to physical and numerical models, which are complex and computationally
intensive, requiring highly qualified operators, and large amounts of resources and time; statistical
models provide a simpler, scalable and less computationally demanding solution. These models can

generate high-resolution, spatiotemporally detailed temperature estimates by combining temperature data



from ground measurements with predictor variables, often gridded data with high spatial and temporal
resolution, such as land surface temperature (LST), a common approach for other exposures like air
pollution [18,19]. To enhance model accuracy, additional covariates such as vegetation indices, water
body indices, and population density are often incorporated to account for variations not captured by LST
alone. However, most of these products are either born from academic interest such as those for London
[20], Serbia [21], or the recently published dataset for Peru [22], or only available in regions with the
necessary infrastructure to support their development and sustainability, often located in the Northern
Hemisphere [23]. Thus, there is a pressing need for better coverage of the Southern Hemisphere,
particularly in rapidly urbanizing regions [7,24,25], such is the case of Sao Paulo, Brazil. Sao Paulo is
Brazil's largest metropolitan area with over 22 million residents. It represents 10% of the country’s
population and is projected to reach nearly 24 million by 2030 [8]. Over the years, there has been an
increase in the city’s mean annual temperature, which has been primarily linked to both climate change
and the rapid urban growth experienced by the area in the last 30 years [15].

Here, we developed a modelling framework, based on an ensemble learning Random Forest (RF)
algorithm, to produce a high spatial resolution daily ambient mean temperature dataset for Sdo Paulo.
Both the dataset and the modelling framework are openly accessible. The modelling framework is
generalizable and easily replicable (with the appropriate retraining and validation) to other periods and
locations, providing a resource-efficient approach to expand and refine local climate data and insights.

2. Methods

We estimated daily 7a across Sdo Paulo, Brazil at a 500 x 500 metres spatial resolution for 5 years
(2015 to 2019) using a random forest regression (RF) model. The model was trained on 43 ground
monitoring stations and 8 predictor variables selected through forward feature selection (FFS) with
station-based cross-validation (CV). In detail, we tested the robustness of the model using station-based
CV and external validation using 5 hold-out stations. We also compared our model to a traditional multi-
linear regression model. Figure S1 depicts the modelling approach. All data processing and handling of
temperature and predictor variables were performed using R software (version 4.1.3). Random Forest
model training and validation were conducted in Python (version 3.10) on Google Collab using the scikit-
learn package.

2.1.Study Area

The study area was delineated to cover the municipality of Sdo Paulo, which contains the megacity
of Sdo Paulo. With over 11 million inhabitants over an area of 1,521.1km?, the municipality of Sdo Paulo
is the largest urban agglomeration and most populous urban area in Brazil [8]. It has a varied urban fabric
with a large spatial heterogeneity in the building type, building density and layout, deprivation,
distribution of green and blue spaces and population density. The Sdo Paulo municipality can be divided
into humid subtropical climate in the north and temperate oceanic climate in the south which receives
influence from the ocean breeze [26]. The modelling domain was defined by the envelope of Sdo Paulo
municipality administrative boundary extended to include additional monitoring stations (long,: -
46.9559; laty,: -24.0854; long,,: -46.2226; lat,,: -23.2839, coordinate reference system: WGS84)



(Figure 1 Panel A). The study area covered 6,213km” and consisted of 24,853 grid cells with a 500 x 500
metres resolution.

2.2. Ambient daily temperature

We collected daily mean temperature data from 55 stations operating at least one year between 2015
and 2019 from seven monitoring networks. Duplicated stations (n=4) were identified, and those with the
most complete series retained. Stations with less than one year of data were excluded (n=5). The final
dataset comprised 48 ground stations from seven networks (Figure 1 Panel A/B, Figure S2) and included
78,569 observations after removing 10% missing values (9,079 days out of 87,648). Further details
regarding the selected temperature indicator and the data processing steps are provided in Supplementary
Materials S1 and 2.

2.3. Spatiotemporal predictor variables

Spatiotemporal predictor variables were chosen based on their association with daily mean
temperature distribution and their free, global availability for model transferability. The latter condition
was to allow for future transferability of the model to other locations. The workflow for processing
predictor variables is shown in Figure S3. We analysed 23 candidate predictor variables, numbered [1] to
[23] in the text (Supplementary Material Table S1 for more information).

Atmospheric variables: [1] Land Surface Temperature (LST) is the thermal radiance emitted by
Earth's surface due to solar radiation, influencing surface energy balance and evapotranspiration, and thus
temperature. LST data were derived from: the LST gap-filled algorithm developed by Shiff and
colleaguesi[27] which uses level 3 MODIS LST [28] product (MYD11A1 Version 6) from the Aqua
polar-orbiting NASA sun-synchronous satellite (1:30 AM/PM local time) combined with surface air
temperature derived from the NCEP CFSv2 model [29]. This product, while having a coarser spatial
resolution (1x1km) than other remote sensing products (e.g., Landsat), offer daily temporal resolution and
no missing values. LST is the thermal radiance emitted by Earth's surface due to solar radiation,
influencing surface energy balance and evapotranspiration, and thus temperature. [2] Solar Zenith Angle
(SZA) is the angle between the local zenith and the line of sight to the sun, and it has been shown to be a
strong predictor of temperature [20,30,31]. We used the 16-day SZA band from the “MODIS/Terra
Vegetation Indices 16-Day L3 Global 1km SIN Grid” USGS data product [32]. [3] Black Sky Albedo
(BSA) or directional hemispherical reflectance, measures the reflectance ratio using only the direct
component of incoming radiation, unlike white-sky albedo, which considers only diffuse radiation. The
scale ranges from 0 (total absorption) to 1 (total reflection) and tends to be higher in urban and industrial
areas, while lower over water and greenspaces. Describing energy flux at the land boundary layer, surface
albedo influences regional and global climate patterns, making it an interesting parameter to include in
temperature modelling [33]. We used the shortwave band of the MODIS Terra and Aqua Bidirectional
Reflectance Distribution Function and Albedo Version 6.1.” data product (MCD43A3v061) [34]. It
provides both black and white-sky albedo data for every day at local solar noon at 500 x 500m spatial
resolution. It uses 16-days of Terra and Aqua MODIS data temporally weighted to the ninth day of the
16-day window.



Weather data (ERA5-Land): We extracted several atmospheric variables [35]available hourly at a 9
x 9 km spatial resolution, from the ECMWF Re-Analysis 5th generation Land (ERAS5-Land) [35]. The [4]
2 metres air temperature (¢22m) represents Ta at a height of two metres above the Earth’s surface, while
the [5] 2 metres dew point temperature (d2m) indicates the temperature at which air would saturate at the
same height. [6] Relative humidity (#4) was calculated from #2m and d2m using Wright's formula (1997).
The [7] skin temperature (skf) is the theoretical temperature required to satisfy the surface energy
balance. The [8] surface pressure (sp) reflects the pressure of the atmosphere at an area of the Earth’s
surface, measured as the height of air in a vertical column in force per unit area in Pascals, Pa. Finally,
the [9] 10m eastward (vI0) and [10] northward wind component (1/0) measure horizontal air speed
moving North and East, respectively, at a height of ten meters above the Earth’s surface.

Topography: Sao Paulo includes mountainous areas and thus, elevation and slope were important
variables to consider. For [11] elevation, we used the ‘NASA SRTM Digital Elevation model version-3
product® [36] part of the NASA Shuttle Radar Topography Mission (SRTM) [37] at 500 x 500 metres
resolution. We derived [12] slope (slope) from the DEM dataset using the GEE function
ee.Terrain.slope(), which determines elevation change based on each pixel's four-connected
neighbourhoods. All topography data were downloaded and processed in the GEE cloud-based platform
[38] using the Python API.

Land use variables: We used 500 x 500 metres Normalized Diiference Vegetation Index (NDVI) data
from the ‘USGS Landsat 7 Collection 1 Tier 1 calibrated Reflectance’ courtesy of the U.S. Geological
Survey [255]. NDVI measures vegetation health by comparing the reflectance of visible and near-infrared
light. Negative values indicate clouds or water, values near zero indicate bare soil, values between 0.1
and 0.5 correspond to sparse vegetation, and values above 0.5 indicate dense vegetation. High NDVI
values (0.6-0.9) indicate healthy, dense vegetation, while lower values (0.2-0.5) reflect sparse or
unhealthy vegetation. Daily ND VI data was downloaded and processed in the GEE. Daily estimates were

largely affected by cloud cover which led us to use 3-months averages to capture seasonal variation.

Sdo Paulo is situated near the coast and within the Tieté River Basin of the Parana Hydrographic
Region, which includes three major reservoirs: Guarapiranga, Rio Pedras, and Billings. Thus, it was
important to consider both inland and coastal blue spaces. For each reservoir, we obtained the maximum
water extent layer by the Alfo Tieté data platform [39] and created [14] 200 metres (b200m) and [15] 400
metres distance buffers (b400m) to the dam/lake [16] perimeter (lake) (Figure S4a-b). The Rio Pedras
and Billings dams were considered together as they are physically joined. We overlaid these buffers onto
a 500 x 500 metres target grid. For each grid cell, we estimated the percentage of area intersecting each
buffer (Figure 4). We also explored the use of a global gridded dataset (~100 x 100 metres) developed by
WorldPop, which captures [17] the distance (in kilometres) to the nearest inland water body (water) as
defined by the ESA-CCI-LC water bodies classes, which contain both large and small water bodies [36].
Finally, we assessed the effect of coastal blue spaces using the R package rnaturalearth to calculate the
[18] distance from each grid cell centroid to the coastline (coast).

[19] Population density (popdens) (~1 x 1km) was obtained from WorldPop [36], which produces
high-resolution global population estimates by downscaling census data using Random Forest machine

learning methods using two approaches: the constrained method, which limits data to known settlements,



and the unconstrained method, which does not assume full settlement accuracy, thereby capturing areas
where settlements may be unrecorded. To include informal settlements, common in Sdo Paulo and often
missed in regular datasets, we used the unconstrained approach for a fuller spatial distribution. This
dataset has annual resolution, covering 2000—2020, reporting density as people per square kilometre.

To complement the population density data, we also utilized an [20] impervious surface dataset
(impsurf) developed by Zhang and colleagues [40][41]. This global dataset, available at 30 x 30 metres
resolution for 2015, uses a RF Classifier to identify impervious surfaces (binary). With accuracy of
95.1%, this dataset outperforms other available impervious surface maps. Finally, we used a [21] land
cover (landcov) dataset (~300 x 300 metres) from the European Space Agency (ESA) Climate Change
Initiative (CCI) Land Cover 2015 annual product (v2.0.7), and a [22] distance-to-artificial-land cover
(artland) dataset ( ~100 x 100m) from WorldPop [36], estimated as the geodesic distance from each grid
centroid to the edges of the re-classified ESA-CCI-LC classes 2015 artificial surface layer available.

Temporal predictor variables: We included [23] daylength to capture temporal and seasonal
variations, as done in previously [42,43].

2.3.1. Missing data and spatiotemporal harmonization

Since atmospheric and NDVI variables rely on optical sensors, they required additional processing to
address cloud cover, which introduced missing values. For LLST, we applied the gap-filling algorithm
validated by Shiff and colleagues [27]. For variables without a specific algorithm, we used the gap-fill
imputation method proposed by [44] (Supplementary Material S3). We verified that all predictor
variables met expected ranges, covered the designated area and timeframe, and showed expected spatial
and temporal variability.

All predictor variables were rescaled to the target spatial resolution (500 x 500 metres) using nearest
neighbourhood or bilinear interpolation for continuous variables, selecting for each predictor the method
that preserved spatial variability while avoiding excessive smoothing of critical extreme values crucial for
model training. To harmonize the temporal component to daily average, we performed a cell-wise linear
interpolation using each predictor’s raster stack across the study period. The number of available time
slices varied based on the native temporal resolution of each dataset (see Table S1). The result was a
raster stack of daily data in a 500 x 500 metres regular grid for each of our 23 predictor variables. See

Supplementary Material section S4 for more detail.

2.4. Statistical methods

After processing the temperature and predictor data, we defined the training, test, and validation
datasets (Figure S4 and S5), before training the model, generating predictions, and performing
validations. We constructed the training dataset by overlaying monitoring stations onto the raster stack of
daily predictor variables and extracting the intersecting cell values. The resulting dataset included station
location, recording date, temperature measurement, and the values of intersecting predictor variables for
each day. Days with missing temperature values were excluded (n=9,079, resulting in 78,569). The
dataset was then partitioned into a training and test set, and an external validation set. The external

validation set was designed to assess the external validity of the model predictions, simulating



performance at unsampled locations. It comprised 10% of the stations (n = 5), selected through random
sampling. To identify these stations, random subsets were drawn and their temperature distributions
compared with those of the remaining data using a two-sample #-test. The first subset with a p-value
<0.05 was chosen, indicating a statistically different but related distribution. This approach provided a
stricter and more realistic evaluation of the model’s generalization ability. The external validation set
contained 6,799 observations across five stations and was held completely separate from the training and
test data for independent validation. This dataset was held separate from the training and test set and used
solely for external model validation. The training and test set was composed of the remaining 43 stations,
totalling 71,770 observations.

Random Forests (RFs) [45] are ensemble machine learning which utilize multiple decision trees
generated from bootstrap samples of the original dataset for classification and regression tasks. Decision
trees are trained independently, with each sample drawn from the dataset being independent and
possessing a similar distribution. In regression tasks, tree predictions are aggregated using an arithmetic
mean. Feature randomness reduces tree correlation and enhances diversity in splits. The algorithm
estimates information gain or loss using a loss function, commonly Root Mean Square Error (RMSE)
(Supplementary Material S5 for notation). The branch with the lowest RMSE at each decision tree node
is prioritized, ensuring optimal decision-making during training. RFs handle non-linearity and complex
interactions while managing correlated predictors without compromising performance. Unlike kriging
and geospatial interpolation methods, RFs do not require rigid statistical assumptions about variable
distribution or stationarity. They are flexible with predictors and less reliant on the spatial density of
meteorological stations, making them superior for prediction in data-sparse areas [46,47]. RFs have been
successfully utilized in prior studies for predicting environmental variables, including temperature
[20,23,48].

2.4.1. Model training: hyper-parameter tuning and feature selection

The performance of RFs is influenced by the number of trees to grow (n_estimators), the maximum
number of features considered at each split (max features), and the maximum depth of the
tree(max_depth). Tuning these parameters, known as hyperparameter tuning, is crucial for optimizing RF
performance. Moreover, in spatiotemporal modelling, overfitting can arise from the inclusion of
temporally or spatially static variables with limited variability. While the presence of numerous trees in
RFs helps mitigate overfitting, removing uninformative features further reduces this risk while enhancing
interpretability and generalization. To address this challenge, Meyer and colleagues [49] proposed the
Forward Feature Selection (FFS) method. FFS iteratively selects features based on performance
improvement, minimizing the loss function (e.g., RMSE) through ten-fold station-based CV. Unlike
traditional approaches, FFS directly evaluates model performance rather than relying on feature
importance scores, outperforming traditional approaches and reducing risk of overfitting and bias [49].
We implemented the FFS algorithm using the SequentialFeatureSelector() in Python Scikit-learn [50].

Feature selection and hyper-parameter tuning were performed simultaneously. Exploring all
combinations of hyperparameters is computationally impractical; thus, we tested a subset of combinations
(n_estimators:300,500,700,1000; max_features: ‘auto’, ‘sqrt’, and max depth: 10, 15, 20; Table S2).
Using a grid search approach, we iteratively ran the FFS algorithm for each hyper-parameter combination



and assessed the model performance. We used a 50% random sample (n=35,885) stratified by daily mean
temperature groups and representative of all datasets (#-test=-0.189, p-value=0.8501) to minimize
computational costs whilst ensuring representativeness (Figure S6). The feature and hyperparameter
combination that resulted in the lowest RMSE value obtained through a ten-fold station-based CV was

selected.

We employed a permutation-based feature importance algorithm, or mean decrease accuracy score, to
assesses the predictor’s importance at estimating daily mean temperature at unknown spaces/times. A
baseline model is first fitted to a set of stations which are hold out from the training. The algorithm then
randomly re-shuffles the values from one of the predictors in the hold-out dataset, passes the dataset to
the model to obtain predictions, and calculates the performance. Feature importance is determined as the
average difference between the baseline and the modified scored after re-shuffling. To ensure stability,
we conducted ten iterations and report their average. This approach is less prone to overfitting compared
to other feature importance algorithms, such as the Gini importance algorithm, which rely solely on the

training dataset and favours continuous variables [45,51].

2.4.2. Model validation

We evaluated the model using two methods: a ten-fold station-based CV and an external validation
approach. CV involves dividing the data into training and validation sets, with multiple iterations or folds
to ensure each data point is validated. The behaviour and performance are highly sensitive to the cut-offs
used to define the folds. As the objective of this modei was to predict temperatures at unsampled
locations, assessing performance and accuracy in predicting unseen locations is of particular interest.
Thus, we used a ten-fold station-based CV approach [49], which iteratively splits the data in ten groups of
stations to test the performance of the model. All model validations were conducted using the daily
estimates of air temperature. For the purposes of analysis, these daily validation results were
subsequently aggregated to monthly and annual temporal scales, as well as to different spatial scales
(urban vs. rural), to e¢xamine whether model performance varied across time and location’s

characteristics.

External validation involves the use of a hold-out dataset to investigate the model's ability to
generalize across unseen locations and time. This is particularly important to ensure the model is
generalizable within the prediction domain and to mitigate the risk of overfitting. We used a hold-out
dataset comprising 10% of all available stations (n=5 stations; 6,799 observations), reserved from the
outset. Performance statistics for both included the RMSE and the coefficient of determination (R?). Full

algebraic expressions are provided in Supplementary Material S5.

Finally, following Kloog et al. 2014’s approach, we calculated the temporal and spatial error
associated with the model, measured through regression [52]. The temporal error was calculated by
regressing the difference between the observed temperature at time ¢ and space s, and the annual mean
temperature observed, against the difference between the predicted temperature at time i and space j, and
the annual mean temperature predicted. The spatial error was calculated by regressing the station-
specific annual mean estimates in observed temperatures against the station-specific annual means from

the predicted temperature. Full algebraic expressions are provided in Supplementary Material S5.



2.5. Sensitivity analyses and model comparisons

To assess the robustness of the model to changes in the predictor variables, we tested the other top-3
best fitting feature combinations. For each combination, we estimated RMSE and R” of the ten-fold
station-based CV and external validation. Finally, to quantify the added value of using a RF over other
simpler popular methods, we compared our model to a multi-linear regression (MLR), widely employed
to predict spatiotemporal environmental variables. The features used were identical to those selected for
the RF approach, ensuring comparability. We assessed model assumptions and outlier influence by
examining a histogram of regression standardized residuals, a normal Q-Q plot, and a scatter plot of
residuals against fitted values (Figure S5.1). Detailed formulation, model checks and outputs are
presented in Supplementary Material S5. The spatial distribution of the predictions was compared by
mapping average daily mean temperatures throughout the study period, analysing yearly and monthly
variations, and calculating delta temperature (ATemp) as the difference between RF model predictions
(reference) and the MLR model. Pixel-level temperature correlation and ATemp distribution histograms
were plotted for the same temporal resolutions. To compare the temporal dimension, we examined the
annual and monthly predictions using box plots and chi-square test. Lastly, we compared the RMSE and
R? scores resulting from ten-fold CV and external validation for both models.

3. Results

3.1. Meteorological station and spatiotemporal predictors data

The final dataset comprised 48 ground monitoring stations, of which 43 were used for training and
five were set aside for the external validation. The stations mostly concentrated in higher latitudes and
around the city centre where most population resides (Figure 1). The number of valid stations increased
over time, with the highest coverage observed between 2015 and 2019 (Supplementary Material S2,
Figure S2.1). Missing values were spread randomly across time, monitoring networks, spatial closeness,
and area-level characteristics (i.e. urban/rural and deprivation), indicating no systematic bias

(Supplementary Material S2, Figures S2.1-2.9).

Between 2015 and 2019, there were 78,569 daily mean temperature recordings across all valid
stations, after removing 10% missing values (9,079 days out of 87,648). On average, the highest
temperatures were observed in stations located in highly populated urban areas in the city centre (Figure
2(a)). The daily mean temperature fluctuated between 6.1°C and 32.8°C, averaging at 20.3°C (Figure
2(b); Table S3). A seasonal pattern was evident, with the warmest months occurring from December to
March (average Ta =22.9°C) and the coolest months from June to August (average Ta = 17.2°C) (Figure
2(c)). The monthly averages of daily mean temperature varied between 1.0°C and 4.0°C (average 2.0°C)
across stations (Figure 2(c)). These differences remained similar at a daily and weekly scales (Figure S7),

demonstrating the presence of spatial variation.

We verified all predictor variables met expected criteria. Table S3 provides summary statistics,
Figures S8-S9 show expected correlations. The observed correlations were consistent with our

understanding of the relationships between temperature and the given predictors. Figure S10 highlights



non-linear associations for some of the predictors such as bsa or sza, supporting the use of RF over linear
models.

3.2. Hyperparameter tuning and feature selection

The combination of features and hyperparameters with the best model performance (RMSE=1.028)
were selected, which corresponded to the following 8 features: solar zenith angle (sza), land surface
temperature (/st), relative humidity (#/), dew and 2 metres air temperature (d2m and ¢2m), eastward and
northward wind components (vI0, ul0), and daylength, and hyper-parameters: n_estimators=1000,
max_features=sqrt, and max_depth=15. This was the final combination of features and hyperparameters
used to make the predictions. Figure S11 summarizes RMSE values by hyperparameter combination in a
boxplot. Figure S12 shows the model performance (RMSE) for the best combination of features for each
of the 24 hyper-parameter combinations tested.

3.3. Feature importance

Based on the permutation-based feature importance approach, temperature at 2 metres (¢2m, 0.492)
was the most important feature, followed by remote sensed LST (/sz, 0.144), dew-point temperature (d2m,
0.068) and relative humidity (v, 0.052), the eastward wind component (v10, 0.028), and day length
(daylength, 0.023), solar zenith angle (sza, 0.014) and the northward wind component (x/0, 0.011) (Table
S4).

3.4. Model predictions

We used the best model to predict daily miean temperature between 2015 and 2019 at a 500 x 500
metres spatial resolution. Figure 3 illustrates the spatial variability of predicted temperatures across Sao
Paulo, as the daily average acioss 2015-2019. Box numbers in brackets and colour references are used to
locate specific locations on the map and correspond to numbers in Figure 3. For clarity, the same image
without the overlaid boxes is provided in Figure S13. Lower temperatures can be seen in areas dominated
by large green spaces like the Parque Estadual Cantareira (box 1) in the North of the city, or the Serra
do Mar (box 2), expanding Southeast near the coastline (dark green). The cooling effect of urban parks
(light green) can also be observed, such as over the Parque Ecologico do Tiete (box 3), Carmo Park —
Olavo Egydio Setubal (box 4) and the Parque de Ciencia e Tecnologia da Universidade de Sdo Paulo
(box 5). Large blue spaces, such as Represa de Guarapiranga and Represa Billings (boxes 6 and 7,
respectively; light blue), also exerted a temperature-modulating effect, resulting in lower temperatures.
Conversely, the warming effect of built-up areas, characterized by high prevalence of impervious
surfaces, high building density, and presence of anthropogenic heat sources, was evident in the city centre
(boxes 8 and 9; yellow and beige), with temperatures up to 5°C higher than in the nearest rural
surroundings. Temperature variations were clear between rural and urban areas, while distinctions among
different urban types were weaker and sometimes only perceptible at specific temporal resolutions. For
example, the difference between the city centre and affluent residential neighbourhoods like Jardins,
Itaim Bibi, Butanta, Perdizes, Pinheiros, and Brooklin (boxes 8 and 9; yellow and beige) was more
pronounced in the hottest and coolest months (Figure S15). Despite not being direct predictor variables,

slope and elevation effects were indirectly captured, possibly through the #2m and /st variables. For



instance, high mountain ranges and significant elevation changes, such as those in the south and across
the Serra do Mar (box 10; grey), contributed to distinct temperature patterns, concentrating warmer
temperatures on the seaside due to the blocking effect of high mountains on warm breezes.

Maps of the average temperature predicted for each month and year are available in Figure S14 and
S15. Years 2015 and 2019 were the warmest, with mean annual temperatures of 20.1°C and 20.0°C,
respectively. The hottest months occurred from December to March, while the coolest months spanned
from May to August, aligning with the seasonal oscillations observed in the ground truth data (Figure 2).

3.5. Model evaluation and validation

We validated the model using ten-fold station-based CV at various temporal resolutions (monthly and
annually) and area characteristics (urban and rural) using: i) scatter plots of observed against predicted
values with a fitted linear regression (Figure 5); ii) the RMSE and R” coefficients as metrics of
performance (Table S5); and iii) box plots of the difference between daily observed and predicted
(ATemp). The results are presented aggregated by temporal scale (monthly and annual) and spatial scale
(urban vs. rural) to evaluate potential variations in model performance across time and space (Figure S17-
20). Finally, we estimated the temporal and spatial error (Table 1).

Based on the ten-fold station-based CV, the model demonstrated a strong fit (R* = 0.95) and low error
(RMSE=0.80°C) over the entire period (Table S5), yet a slight tendency to underestimate high
temperatures and overestimate low ones was observed (Figure 5a). No clear systematic error was
discernible over time when looking at daily variations (Figure 5c). Across years, the model accuracy
remained similar, with 2016 exhibiting the highest accuracy (R*=0.96) and the second-lowest error
(RMSE=0.79°C) (Table S5, Figure S16a). Temperature differences showed a mean difference of -0.03°C
with minor variation (Standard Deviation (SD)=0.06°C) (Figure S16(b)). Occasional deviations in
predictions were observed, with rare instances of up to 8°C lower or 4°C higher than expected
temperatures. Monthly variations revealed slightly lower accuracy during hot months, particularly
January, February, and March, with R?<0.9 and higher RMSE values (Table S5; Figure S17a). The mean
difference across all months remained negligible at -0.03°C, with minor variability (SD=0.07°C; Figure
S17b). The model performance was generally lower over space, and with different performance across
different areas. For example, the RMSE for stations in the city centre being the lowest (Figure 5¢). The
same spatial gradient remained when stratified by year (Figure S18). Further investigation confirmed
higher model accuracy for stations located in urban (R>=0.95) compared to rural settings (R’=0.91)
(Table S5; Figure S20) with a tendency for the model to slightly underestimate temperatures recorded by
rural stations (mean = -0.22). Outliers were observed in the model underestimating temperatures by up to
7-8°C.

Table 1 shows the annual R?, intercept and slope associated to the spatial and temporal component of the
error measured through regression. The model showed a good R? for the temporal component (R*=0.96;
year-to-year variation: 0.95-0.97); whilst a substantially lower R* for the spatial component (R* =0.65;
year-to-year variation: 0.58-0.69). Finally, the slope values close to one indicated that there was little to

no bias in the CV results, for either the temporal or the spatial component.



Table 1. Model accuracy by year (spatial and temporal component)

Spatial Component Temporal Component
Year R? Intercept Slope R? Intercept Slope
2015 0.70 0.14 0.99 0.95 0.00 1.02
2016 0.64 0.54 0.98 0.97 0.00 1.02
2017 0.69 -1.40 1.06 0.96 0.00 1.01
2018 0.58 -0.06 1.00 0.96 0.00 1.01
2019 0.66 -0.25 1.01 0.96 0.00 1.01
Overall 0.65 -0.21 1.01 0.96 0.00 1.01

Finally, based on the external validation with the five hold-out stations, our model showed good
performance (RMSE=1.00°C; R*=0.92). The accuracy of the model varied slightly by station, with R
ranging from 0.81 to 0.98 (Table S6). The worst performance was recorded for station CETESB 19
(RMSE=1.74°C; R*=0.86) with predictions systematically higher than the observed (Figure S20).
Together with the A744, CETESB 19 is the only other rural station of the hold-out dataset.

3.6. Results from the sensitivity analyses and model comparisens

The model performance for the three sensitivity analyses, overall and across all groups, was virtually
identical to the main model, demonstrating the robustness of the model. More information on the
sensitivity analyses model performances and spatial agreement of predictions is included in Table S7 and
Figure S21.

To quantify the added value of this RF model over traditional simpler models, we compared it to a
MLR model. Overall, the RF exhibited a better performance than the MLR (RMSER=0.80°C; R%:p
=0.95, and RMSE;r=1.02°C: R%\ix =0.92) (Table S5; Figure S23a). This superiority persisted when
compared by year, months and urbanicity classification (Table S5). When evaluated using the hold-out
dataset, the RF model (R = 0.92 and station-to-station variationgg: 0.81-0.98) was slightly superior to
the MLR model (RzMLR =0.90 and station-to-station variationyyr: 0.79-0.95) (Table S5; Figure S23b).

The distribution of differences indicated that the RF tended to predict slightly higher temperatures,
which was corroborated when comparing predictions from the RF and MLR models overall, annually and
monthly (Figure S23a-c). Differences between annual estimates (Figure S23b) were also minor whilst
slightly larger differences were observed for monthly predictions (Figure S23c). RF predicted lower
temperature for the coolest months of April to August, and higher temperatures for the warm months of
November to January. When considering spatial distribution (Figure S24), the MLR model captured
broadly the same patterns as those observed in the RF model, with some exceptions such as for the area
nearing the coastline and the northern parts of the prediction area where the MLR model seemed to
predict higher temperatures than the RF model (ATa<0°C). The spatial patterns persisted across the years
(data not shown). When examining extreme values within the prediction range (Figure S23), RFs tended
to produce a narrower range of predictions, demonstrating the poorest overall ability to predict extremes,

which aligns with expectations given its underlying functioning.



4. Discussion

Our study demonstrated the feasibility and value of using a RF algorithm to predict daily mean
temperature at a 500 x 500 metres resolution in settings with a spatially heterogeneous distribution of
ground measurements and data with non-linear data associations. Our approach integrated multiple earth
observation products and re-analysis data, relying exclusively on open-access data and employing a
parsimonious configuration to facilitate model transferability, interpretability, and reproducibility. The
model demonstrated good performance in capturing the major temporal variations, with some limitations
noted in capturing extreme conditions and spatial variation.

4.1. Spatiotemporal predictors

Despite the substantial number of predictors investigated, a simpler model with eight variables yielded
the best performance minimizing overfitting. Our variable selection prioritized a balance between model
performance, overfitting reduction, and the generalizability of the modelling pipeline. Consequently,
land-use data were excluded for only data for one year was available, making it temporarily static.
Similarly, highly localized variables, e.g., latitude or longitude, were excluded for their inclusion can lead
to overfitting due to their high spatial autocorrelation [49]. Instead, we focused on variables with strong
seasonal and spatial patterns. Some studies include land-use variables for mechanistic reasons despite
their limited model importance and risk of overfitting [23]; yet, our goal was to develop a model that is
both robust and accurate and not overfitted to a location and time.

In our RF model, ERA5-Land variables were key predictors, with 2 metres temperature (¢2m) being
the most important predictor. Some studies have suggested that ERAS-Land temperature products can be
used alone in epidemiological studies in the absence of ground measurements [9,10,53,54]. When
compared to local temperature recordings, they showed good alignment at the city-level [10].
Nevertheless, there is evidence that ERAS-Land generally performs better at lower temperatures than at
higher ones, with factors such as distance to the coastline and altitude influencing its accuracy [53,55].
Additionally, ERAS5-Land's performance declines in urban areas [53], where it struggles to accurately
capture the UHI effect and extreme temperature events [55]. As a result, while these datasets may be
suitable to be used directly in regional health impact studies or city-wide analyses, their limitations may
introduce biases in suburban and highly urbanized areas. In these settings, combining ERA5-Land with
other datasets, such as LST, can provide more accurate temperature estimates.

LST is a key factor influencing Ta in urban environments, affecting surface radiation, energy
exchange processes, and human comfort [56], being a critical predictor in many studies [20,31,43,52,57—
59][60]. This was not the case in our study. Previous research has highlighted variability in the LST-
temperature relationship by ecosystems and regions [61], season [62] and time of the day [58,63,64]. For
example, Zhu and colleagues found that night-time LST was a strong predictor of minimum temperature
(RMSE=2.97, R* =0.94), whilst daytime LST was less effective in predicting maximum temperature
(RMSE=7.45, R* =0.83) [58]. During the day, more complex, non-linear associations are observed due to
interactions with other factors, such as satellite-sun geometry and surface properties, potentially
weakening LST's predictive power. This may explain why LST was not the most important variable in
our model. Additionally, ERAS5-Land temperature variables, which had not been included in previous



studies (Do Nascimento et al., 2022) likely captured much of the spatiotemporal variation explained by
LST.

4.2. Spatial and temporal distribution of predicted temperature

The model showed the expected seasonal changes. daylength was included to account for sunlight
duration variations, yet its lower score in permutation-based feature importance suggests that temporal
variations were primarily captured by other variables, such as /st and d2m. Despite this, given the
potential season-dependent association between LST and Ta [62], retaining the daylength variable
seemed valuable for the model to accurately identify seasonal changes.

The model showed a relatively poor performance in the spatial component (R*=0.65). This is
likely to be linked to the inability of the available stations to capture the complexity of the landscape and
its spatial variability or missing key covariates in the model. However, the model did successfully capture
many large-scale features in the area. Several ‘cool islands’ were observed in the city centre, coinciding
with the location of major parks, as well as larger greenspaces in the North and South. Vegetation cover
influences the surface thermal conditions [65] and the evaporative control of energy portioning [66],
resulting in lower temperatures. After LST, NDVI is probably the most common variable used to model
temperature [20,48,67—69]. NDVI was not selected by our model feature sclection process, probably due
to the presence of uncaptured modifying variables such as vegetation type, season, altitude, and climate
region as shown in other studies [20,31,58,62], the presence of other variables like Ist, i, and t2m which
were may have indirectly incorporate the effects of NDVI, or coarse temporal and spatial resolution of
the data used. The two dams/lakes in the mid and southern regions also showed lower temperatures,
despite features directly linked to water bodics were not included in the model due to their static nature.
Similarly, despite not being explicitly included, the model successfully captured topographical elements
like elevation and slope, reflecting lower temperatures in higher elevation areas such as Cantareira
National Park, home to Pico do Jaragud, the municipality's highest mountain. In short, the model
accurately captured temperature variations between peri-urban/rural and urban areas aligning with prior

research from Sdo Paulo [70], emphasising the limitations of using point data for exposure assessment.

The ability of the model to perform well spatially relies on the number and distribution of the
ground meteorological stations used for training, which was limited to 43 stations for training. The
heterogenous and complex characteristics of the region and the lack of enough stations, may explain the
poorer performance of the model on the spatial over the temporal component. This underscores the value
of in-situ measurements for model training and accuracy, highlighting the need to expand station
networks, particularly in the Southern Hemisphere where coverage is lacking [24,61]. This calls for
urgent action to enhance coverage, especially in rapidly urbanizing regions, to effectively monitor urban
heat fluctuations [7,24,25].

4.3. Comparison with previous temperature models

Compared to other studies predicting daily mean temperature, our model (RMSE=0.80°C; R* =0.95)
showed overall similar R? but lower errors. Kloog and colleagues achieved a RMSEq, of 2.16°C and

Rzglobal of 0.95 when estimating daily mean temperature prediction over the Northeast and Mid-Atlantic



USA at 1 x 1 km resolution [52]. Similarly, Shi and colleagues obtained a RMSE of 1.38°C and R* of
0.97 for the Southeastern USA using a mixed model with day-specific random effects [71]. Gutierrez-
Avila reported an average RMSE of 1.14 K and R* between 0.78 and 0.95 for the Mexico City [68], while
Kloog achieved a global RMSE of 1.68°C and R of 0.95 over France using a linear mixed model [72].
Rosenfeld explored MODIS Aqua and Terra LST data products for modelling daily mean temperature,
reporting RMSE values of 0.70°C and 0.67°C and R* values of 0.986 and 0.987, respectively [73].
Bussalleu obtained a RMSE of 1.3°C over Europe between 2003-2020 at 1 x 1 km resolution using RF
algorithm [23]. Notably, in recent years, there has been an effort to bring down the resolution with some
notable studies going as fine as 250m in Catalonia, Spain [74] or 100m in Switzerland [75]. Both studies,
reported high r-squared values (above 0.95) and relatively low RMSE values (below 2°C). Despite the
similarities, comparisons should be interpreted with caution as there are substantial differences in the
geographic location, study area size, statistical modelling approach, temporal resolution and coverage,
and meteorological station density. Most notably, there is a lack of studies investigating large cities in
LMICs, such as Sdo Paulo, making direct comparisons challenging.

Some studies employed a two-stage approach for estimating temperature. The initial stage involved
filling in missing values in LST using spatial-temporal predictors, creating gap-filled surfaces for
temperature prediction [23,76]. Although this approach may have poientially yielded more locally
tailored LST gap-filled products, we chose to utilize an existing and validated global LST gap-filling
methodology [27], favouring user-friendliness and transferability.

Compared to linear regression models, machine learning approaches, and particularly RFs, show
better performance. Zhang and colleagues found that models accommodating non-linearities outperform
linear ones, particularly when input data quality is poor [48]. Xu et al observed that RF models achieved
better accuracy in predicting maximum temperature over British Columbia, Canada, at a 1 x lkm
resolution (Mean Absolute Error (MAE)=2.02°C, R* = 0.74) than MLRs (MAE=2.41°C, R’= 0.64) [77].
Similarly, Ho and colleagues found RF (MAE=2.31 °C) to outperform MLRs (MAE=2.46 °C) when
predicting daily maximum temperature at 1 x 1km over Great Vancouver, Canada [57]. Dos Santos and
colleagues confirmed the superiority of machine learning algorithms, including RFs, in urban temperature
modelling over linear regression approaches when modelling daily maximum temperature over Greater
London between 2006 and 2017 at 1 x 1 km resolution [20]. When comparing RF to other machine
learning algorithms, the findings are more heterogeneous. Mohsenzadeh Karimi highlighted RF's
advantage over support vector machines and artificial neural networks for predicting monthly
temperature in Iran [78]. Dos Santos found that gradient boosting algorithms (RMSE=2.03 °C and
R’=0.68) slightly out-performed RFs (RMSE=2.13°C; R’=0.65) in urban temperature modelling in
Greater London [20].

Our study supports the use of RF algorithms for modelling environmental variables over linear
methods, specially thanks to RF’s capacity to capture complex interactions and non-linear relationships
with low computational demands. Although RFs may not always outperform MLR, they offer resilience
to overfitting; accommodate complex and non-linear associations; have low computational demands are
less sensitive to parameter choices, and are easier to interpret than other machine learning approaches,

making them attractive for various applications [45,79,80].



4.4. Relevance for urban studies

Urban areas exhibit distinct physical characteristics such as building density, layout, and green
spaces, influencing local energy balance and wind patterns, creating city micro-climates with strong
effect on the temperature distribution [81-83] and temperature-mortality association [84], Numerical
models which exploit known physical and geometric principles are known to produce accurate and highly
resolved temperature estimates, yet their complex and high memory and computational costs limit their
usability over extensive areas and periods. Reanalysis data such as ERAS5 [85], ERAS-Land [35] or
CHIRTSdaily [24], provide accessible and ready-to-use temperature data, but their spatial resolution is
inadequate for sub-urban studies. Most studies predicting temperature in urban areas predict at a spatial
resolution of 1 x 1 km [20,57,59,68]. Only one other study [86], conducted over Tel-Aviv, Israel,
achieves daily a higher resolution (30 x 30 metres), although with slightly lower performance
(RMSE=1.58; R*=0.92). Thus, access to reliable temperature data at an adequate spatial and temporal
resolution for sub-urban studies (often below 1 x 1 km) remains a limiting factor in epidemiological
studies [5], particularly in LMICs [7]. To the best of our knowledge, our model is the first to provide
daily mean temperature estimates at 500 x 500 metres.

4.5. Strengths and limitations

A major strength of this model lies in the high spatiotemporal resolution and accuracy of the data. Its
fine temporal and spatial granularity can enable aggregation over different periods, such as trimesters or
seasons, allowing for detailed examination of temperature trends and fluctuations. Additionally, the data
can be analysed at varying spatial scales, facilitating the study of specific groups or regions, such as
favelas or areas with high levels of socio-economic deprivation. By focusing on these areas, researchers
can explore localized temperature patterns, their impacts on vulnerable populations, and the broader

implications for climate adaptation and urban planning strategies.

A second major strength is the use of a streamlined model design, prioritizing simplicity, and novel
feature selection approaches to mitigate overfitting and enhance its broader application and
transferability. By using FFS, we effectively reduced the risk of overfitting avoiding the inclusion of
variables with a strong spatial autocorrelation which depict highly local information, such as latitude and
longitude [49]. Finally, we intentionally limited the predictors to open-access datasets, ensuring the
framework is easily replicable, adaptable to different settings, and retrainable with updated data when
needed. Although designed for transferability using widely available methods and data, this model's
actual performance depends on local context, predictors, and ground data. Validation is essential to

ensure the approach remains robust. In some cases, it may be necessary to retrain or expand the model.

Finally, the use of a dense network of meteorological stations, consisting of 48 high-quality
stations for a relatively small area, is a key improvement to previous studies using fewer stations [20,59].
This enabled the possibility to model temperature at 500 x 500 metres resolution, particularly beneficial
for sub-urban studies. Finally, by using both ten-fold station-based CV and external validation, we

provided a robust error estimation and model performance evaluation.



Capturing temperature extremes with RF models presents challenges, especially when
extrapolating beyond the training data. This can affect the spatial distribution, particularly if the training
points do not cover extreme conditions well. To address these challenges, our modelling framework was
trained on a dataset spanning a wide range of meteorological conditions, including many meteorological
stations located in built-up areas, which naturally tend to capture heat hotspots and extreme high
temperatures and thus, helping ensure that the model can capture such events within the prediction
domain, provided they are represented in the training data. Moreover, when compared to MLR, the
underestimation of the extremes was minor while RF had an overall better performance. Nevertheless, if
future or unobserved conditions exceed the training range—such as unprecedented heatwaves or cold
spells—the RF model may underestimate or truncate those extremes, emphasizing that predictions should
be interpreted with this limitation in mind. Future work could address this by integrating hybrid
approaches, such as combining RF with physically based models or applying bias-correction methods, to
better capture extremes beyond the training distribution.

Concerns also arise about predictor data quality, especially with satellite data, which can be affected
by various issues like atmospheric contamination and cloud cover, affecting model accuracy.
Additionally, using a limited selection of open-access features may limit model improvement. Another
limitation of this study is the lack of explicit uncertainty estimates associated with the temperature
predictions. While the random forest algorithm provides robust point cstimates, it does not inherently
quantify prediction uncertainty. Methods such as quantile regression forests could be used in future work
to better characterize the spatial and temporal variability in model uncertainty.

Finally, despite the relatively dense network of stations available for this study, our model exhibited
only moderate performance in capturing spatial variability, particularly in rural areas. Initial analyses
indicate a tendency to overestimate temperatures in these regions, likely due to their under-representation
in the training data. Although the random forest model captured well large-scale spatial temperature
patterns, it does not explicitly account for spatial autocorrelation in the residuals. Future work
incorporating spatially explicit or hybrid modelling approaches could help improve spatial performance.
The uneven distribution and limited number of monitoring stations in certain areas, could also explain the
poorer spatial performance by not adequately capture the diverse landscapes across the study area. In
urban settings, the density of stations was higher, ensuring a better fit. These findings underscore the
importance of a well-designed and spatially balanced monitoring networks. The modest spatial
performance observed, especially in rural areas, warrants careful consideration when applying the model
in epidemiological studies that rely on spatial contrasts.

5. Conclusion

This study provides daily mean temperature estimates over Sao Paulo at a 500 x 500 metres resolution
which will facilitate temperature assessment for epidemiological studies. To our knowledge, this is the
first ever open-access dataset to provide daily mean temperature estimates at such a high spatial
resolution for S3o Paulo or any large Latin American city, allowing researchers to perform
epidemiological studies at an unprecedented spatial granularity in the region. It also serves as a
demonstration of the feasibility of using a RF algorithm and open-access only data to produce accurate

and unbiased temperature estimates that outperform traditional regression methods. The model proved



particularly effective in urban areas, where most population reside, making it a valuable resource for both
urban epidemiological studies. It also highlights the importance of denser monitoring networks across

heterogenous and large areas to improve model accuracy and stability in peri-urban and rural settings.

6. Data availability

The datasets generated and analysed during the current study are available in this Zenodo repository.

All the code used in the analyses is available on GitHub at
https://github.com/AinaRB/DailyTemperature_RandomForest SaoPaulo/ [87]. Additionally, a public-

facing website providing accessible, layman-friendly information about the project and its findings can be

found at the project’s website: https://ainarb.github.io/climate_and health/ [88].
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Figure 1: Panel A, study area including Municipality of Sdo Paulo (white) and delimited by the bounding
box (dashed orange line). Overlayed, the metcorological stations used for model training (orange dots,
n=43) and those set aside for the external or hold-out validation (red asterisk, n=5). Panel B, location of
the study area of Sdo Paulo (black bounding box) within Brazil (orange shade) in South America.
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Figure 2. (a) Daily mean temperature at cach meteorological station averaged over the study period
(2015-2019) and overlayed on a map showing area type (rural vs urban). (b) Density plots of daily mean
temperature as recorded by each station (grey) and averaged across all stations (blue), with the mean
shown as a vertical dashed blue line. (¢) Monthly average daily mean temperature with the mean of all
stations shown as a solid red line, and the maximum and minimum monthly averages across stations as

shaded pink.
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Figure 3. Spatial distribution of predicted average annual daily mean temperatures. The image in the
centre shows the average daily mean temperature for the period 2015-2019. Coloured boxes mark distinct
spatial patterns in the temperature distribution. On the left and right side, exemplary images of the
landscape characteristic for each box, with borders coloured accordingly. Numbers used in the text to
refer to specific locations and neighbourhoods in the city.
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Figure 4. Boxplot of the predicted daily mean temperature by (a) yeai and (b) month, as predicted by the
RF algorithm. Temperature in degrees Celsius (°C).
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Figure 5. Station-based cross-validation results. (a) Density scatter plot of daily mean temperature
observed at the meteorological stations (x-axis) and that predicted by the RF model (y-axis), for all study
period (2015-2019), assessed through station-based CV. The red and blue lines represent the 1:1 line and
the linear regression, respectively. The R* and regression equation shown for each plot. (b) Average
RMSE ('C) per station for the period 2015-2019, assessed through spatial-CV. (c) Mean (dark blue),
minimum and maximum (shaded) difference between observed and predicted daily temperatures across
all stations for each day in the study period (2015-2019). The red line indicates the absence of differences
(i.e., difference=0).



7. Glossary

BSA Black sky albedo
Ccv Cross-validation
d2m Dew temperature at 2m
DEM Digital elevation model

ECMWF European Centre for Medium-Range Weather Forecasts

Sth generation European Centre for Medium-Range Weather Forecasts (ECMWF)

ERAS
atmospheric reanalysis
FFS Feature Forward Selection
GEE Google Earthe Engine
LMIC Low and middle-income countries
LST Land surface temperature
MLR Multi-linear regression
NDVI Normalized Difference Vegetation Index
R2 r-squard
RF Random Forest
rh Relative humidity
RMSE Root mean square error
SZA Solar zenith angle
2m Ambient temperature at 2m
Ta Ambient temperature
ul0 Northward wind component
vi0 Eastward wind component

8. Acknowledgements
This work was supported by the Imperial College PhD President Scholarship awarded to Dr Aina
Roca-Barcelo. The content of this article is not officially endorsed by the funder. The authors declare no

competing financial interest.



9. References

1.

10.

11.

12.

13.

14.

15.

Baccini, M. et al. Heat effects on mortality in 15 European cities. Epidemiology 19, 711-719
(2008).

Antonio Gasparrini, Y. G. et al. Mortality risk attributable to high and low ambient temperature: a
multicountry observational study. The Lancet 386, 369-375 (2015).

Gasparrini, A. et al. Temporal variation in heat-mortality associations: A multicountry study.
Environ Health Perspect 123, 1200-1207 (2015).

Zhao, Q. et al. Global, regional, and national burden of mortality associated with non-optimal
ambient temperatures from 2000 to 2019: a three-stage modelling study. Lancet Planet Health 5,
e415-e425 (2021).

Wouters, H. et al. Heat stress increase under climate change twice as large in cities as in rural
areas: A study for a densely populated midlatitude maritime region. Geophys Res Lett 44, 8997—
9007 (2017).

Roca-Barcelo, A. ef al. Trends in Temperature-associated Mortality in Sdo Paulo (Brazil) between
2000 and 2018: an Example of Disparities in Adaptation to Cold and Heat. Journal of Urban
Health 99, 1012-1026 (2022).

Tuholske, C. et al. Global urban population exposurc to extreme heat. Proc Natl Acad Sci U S A
118, 1-9 (2021).

UN. World Urbanization Prospects. The 2018 Revision (ST/ESA/SER.A/420). Demographic
Research vol. 12 (2019).

Masselot, P. et al. Excess mortality attributed to heat and cold: a health impact assessment study
in 854 cities in Europe. Lancet Planet Health 271-281 (2023).

Mistry, M. N. et al. Comparison of weather station and climate reanalysis data for modelling
temperature-related mortality. Sci Rep 12, 1-14 (2022).

Yao, R. et al. Global seamless and high-resolution temperature dataset (GSHTD), 2001-2020.
Remote Sensing of Environment vol. 286 (2023).

Peng, J., Hu, Y., Dong, J., Liu, Q. & Liu, Y. Quantifying spatial morphology and connectivity of
urban heat islands in a megacity: A radius approach. Science of the Total Environment 714,
136792 (2020).

Ghandehari, M., Emig, T. & Aghamohamadnia, M. Surface temperatures in New York City:
Geospatial data enables the accurate prediction of radiative heat transfer. Sci Rep 8, 1-10 (2018).

Kousis, I., Pigliautile, I. & Pisello, A. L. Intra-urban microclimate investigation in urban heat
island through a novel mobile monitoring system. Sci Rep 11, 1-17 (2021).

Lima, G. N. de & Magana Rueda, V. O. The urban growth of the metropolitan area of Sao Paulo
and its impact on the climate. Weather Clim Extrem 21, 17-26 (2018).



16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

Arnfield, A. J. Two decades of urban climate research: A review of turbulence, exchanges of
energy and water, and the urban heat island. International Journal of Climatology 23, 1-26
(2003).

Hu, K. et al. Evidence for Urban — Rural Disparity in Temperature — Mortality Relationships in
Province, Zhejiang. Environ Health Perspect 127, 037001 (2019).

de Hoogh, K. ef al. Development of West-European PM 2.5 and NO 2 land use regression models
incorporating satellite-derived and chemical transport modelling data. Environ Res 151, 1-10
(2016).

de Hoogh, K., Héritier, H., Stafoggia, M., Kiinzli, N. & Kloog, I. Modelling daily PM2.5
concentrations at high spatio-temporal resolution across Switzerland. Environmental Pollution
233, 1147-1154 (2018).

Schneider, R. Estimating spatio-temporal air temperature in London (UK) using machine learning
and earth observation satellite data. International Journal of Applied Earth Observation and
Geoinformation 88, (2020).

Sekuli¢, A., Kilibarda, M., Heuvelink, G. B. M., Nikoli¢, M. & Bajat, B. Random forest spatial
interpolation. Remote Sens (Basel) 12, 1-29 (2020).

Huerta, A. et al. High-resolution grids of daily air temperature for Peru - the new PISCOt v1.2
dataset. Scientific Data 2023 10:1 10, 1-22 (2023).

Bussalleu, A. et al. Modelling Europe-wide fine resolution daily ambient temperature for 2003-
2020 using machine learning. Sci Total Environ 928, (2024).

Verdin, A. et al. Development and validation of the CHIRTS-daily quasi-global high-resolution
daily temperature data sct. Sci Data 7, 1-14 (2020).

Funk, C. et al. A high-resolution 1983-2016 TMAX climate data record based on infrared
temperatures and stations by the climate hazard center. J Clim 32, 5639-5658 (2019).

Beck, H. E. et al. Present and future Koppen-Geiger climate classification maps at 1-km
resolution. Scientific Data 2018 5:1 5, 1-12 (2018).

Shiff, S., Helman, D. & Lensky, . M. Worldwide continuous gap-filled MODIS land surface
temperature dataset. Sci Data 8, 1-10 (2021).

Wan, Z. Collection-6 MODIS Land Surface Temperature Products Users’ Guide. University of
California (Santa Barbara, 2013).

Saha, S. et al. NCEP Climate Forecast System Version 2 (CFSv2) 6-hourly Products. Preprint at
(2011).

Jang, J. D., Viau, A. A. & Anctil, F. Neural network estimation of air temperatures from AVHRR
data. Int J Remote Sens 25, 45414554 (2004).



31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

42.

43.

44,

Vancutsem, C., Ceccato, P., Dinku, T. & Connor, S. J. Evaluation of MODIS land surface
temperature data to estimate air temperature in different ecosystems over Africa. Remote Sens
Environ 114, 449-465 (2010).

Didan, K. MODIS/Terra Vegetation Indices 16-Day L3 Global 1km (MODI13A2 v006) NASA
LP DAAC [Data set]. NASA EOSDIS Land Processes Distributed Active Archive Center.
https://Ipdaac.usgs.gov/products/mod13a2v006/ (2015)

Qu, Y. et al. Mapping surface broadband albedo from satellite observations: A review of
literatures on algorithms and products. Remote Sens (Basel) 7, 990—1020 (2015).

Schaaf, C. & Wang, Z. MODIS/TerratAqua BRDF/Albedo Daily L3 Global - 500m V061. LP
DAAC - MCD43A3 v061 [Data set]. NASA EOSDIS Land Processes Distributed Active Archive
Center https://lpdaac.usgs.gov/products/mcd43a3v061/ (2021).

Muifioz-Sabater, J. et al. ERAS5-Land: A state-of-the-art global reanalysis dataset for land
applications. Earth Syst Sci Data 13, 4349—4383 (2021).

Tatem, A. J. WorldPop, open data for spatial demography. Scientific Data vol. 4 1-4 Preprint at
https://doi.org/10.1038/sdata.2017.4 (2017).

Stevens, F. R., Gaughan, A. E., Linard, C. & Tatem, A. J. Disaggregating census data for
population mapping using Random forests with remotely-sensed and ancillary data. PLoS One 10,
1-22 (2015).

Gorelick, N. ef al. Google Earth Engine (GEE): Planetary-scale geospatial analysis for everyone.
Remote Sens Environ 202, 18-27 (2017).

Comité da Bacia Hidrografica do Alto Tieté (CBH-AT). Reservatorios da Regido Metropolitana
de Sao Paulo.

Zhang, X. et al. Development of a global 30-m impervious surface map using multi- source and
multi-temporal remote sensing datasets with the Google Earth Engine platform. 3505079, 1-27
(2020).

Zhang, X. et al. Development of a global 30m impervious surface map using multisource and
multitemporal remote sensing datasets with the Google Earth Engine platform. Earth Syst Sci
Data 12, 1625-1648 (2020).

Schneider, R. et al. A satellite-based spatio-temporal machine learning model to reconstruct daily
PM2.5 concentrations across Great Britain. Remote Sensing (Basel) 12, 3803 (2020).

Yang, Y. Z., Cai, W. H. & Yang, J. Evaluation of MODIS land surface temperature data to
estimate near-surface air temperature in Northeast China. Remote Sens (Basel) 9, 1-19 (2017).

Gerber, F., De Jong, R., Schaepman, M. E., Schaepman-Strub, G. & Furrer, R. Predicting Missing
Values in Spatio-Temporal Remote Sensing Data. IEEE Transactions on Geoscience and Remote
Sensing 56, 2841-2853 (2018).



45.

46.

47.

48.

49.

50.

51.

52.

53.

54.

55.

56.

57.

58.

59.

Breiman, L. Random Forest. Mach Learn 45, 5-32 (2001).

Mehnert, P., Brode, P. & Griefahn, B. Gender-related difference in sweat loss and its impact on
exposure limits to heat stress. Int J Ind Ergon 29, 343-351 (2002).

Vicente-Serrano, S. M., Saz-Sanchez, M. A. & Cuadrat, J. M. Comparative analysis of
interpolation methods in the middle Ebro Valley (Spain): Application to annual precipitation and
temperature. Clim Res 24, 161-180 (2003).

Zhang, H., Zhang, F., Ye, M., Che, T. & Zhang, G. Estimating daily air temperatures over the
Tibetan Plateau by dynamically integrating MODIS LST data. Journal of Geophysical Research
Atmospheres 121, 11,425 (2016).

Meyer, H., Reudenbach, C., Hengl, T., Katurji, M. & Nauss, T. Improving performance of spatio-
temporal machine learning models using forward feature selection and target-oriented validation.
Environmental Modelling and Sofiware 101, 1-9 (2018).

Pedregosa, F. et al. Scikit-learn: Machine Learning in Python. Journal of Machine Learning
Research 12, 2825-2830 (2011).

Loecher, M. Unbiased variable importance for random forests. Commun Stat Theory Methods 51,
1413-1425 (2022).

Kloog, I., Nordio, F., Coull, B. A. & Schwartz, J. Predicting spatiotemporal mean air temperature
using MODIS satellite surface temperaturc measurements across the Northeastern USA. Remote
Sens Environ 150, 132—-139 (2014).

Zhao, P. & He, Z. A First Evaluation of ERAS5-Land Reanalysis Temperature Product Over the
Chinese Qilian Mountains. Front Earth Sci (Lausanne) 10, 1-10 (2022).

Zou, J. et al. Performance of air temperature from ERAS-Land reanalysis in coastal urban
agglomeration of Southeast China. Science of the Total Environment 828, 154459 (2022).

Lee, J. & Dessler, A. E. Improved Surface Urban Heat Impact Assessment Using GOES Satellite
Data: A Comparative Study With ERA-5. Geophys Res Lett 51, ¢2023GL107364 (2024).

Voogt, J. A. & Oke, T. R. Effects of urban surface geometry on remotely-sensed surface
temperature. /nt J Remote Sens 19, 895-920 (1998).

Ho, H. C. et al. Mapping maximum urban air temperature on hot summer days. Remote Sens
Environ 154, 38-45 (2014).

Zhu, W., Lu, A. & Jia, S. Estimation of daily maximum and minimum air temperature using
MODIS land surface temperature products. Remote Sens Environ 130, 62—73 (2013).

Yoo, C., Im, J., Park, S. & Quackenbush, L. J. Estimation of daily maximum and minimum air
temperatures in urban landscapes using MODIS time series satellite data. ISPRS Journal of
Photogrammetry and Remote Sensing 137, 149-162 (2018).



60.

61.

62.

63.

64.

65.

66.

67.

68.

69.

70.

71.

72.

Do Nascimento, A. C. L., Galvani, E., Gobo, J. P. A. & Wollmann, C. A. Comparison between
Air Temperature and Land Surface Temperature for the City of Sdo Paulo, Brazil. Atmosphere
(Basel) 13, 1-21 (2022).

Mildrexler, D. J., Zhao, M. & Running, S. W. A global comparison between station air
temperatures and MODIS land surface temperatures reveals the cooling role of forests. J Geophys
Res Biogeosci 116, 1-15 (2011).

Lian, X. et al. Spatiotemporal variations in the difference between satellite-observed daily

maximum land surface temperature and station-based daily maximum near-surface air
temperature. J Geophys Res 122, 2254-2268 (2017).

Fu, G. et al. Estimating air temperature of an alpine meadow on the Northern Tibetan Plateau
using MODIS land surface temperature. Acta Ecologica Sinica 31, 8—13 (2011).

Dousset, B. AVHRR-derived cloudiness and surface temperature patterns over the Los Angeles
area and their relationship to land use. in Proceedings of IGARSS-89 2132-2137 (IEEE, New
York, NY, 1989).

Friedl, M. A. & Davis, F. W. Sources of variation in radiometiic surface temperature over a
tallgrass prairie. Remote Sens Environ 48, 1-17 (1994).

Goward, S. N. & Hope, A. S. Evapotranspiration from combined reflected solar and emitted
terrestrial radiation: preliminary results from AVHRR data. Advances in Space Research 9, 239—
249 (1989).

Zhu, X., Zhang, Q., Xu, C. Y., Sun, P. & Hu, P. Reconstruction of high spatial resolution surface
air temperature data across China: A new geo-intelligent multisource data-based machine learning
technique. Science of the Total Environment 665, 300-313 (2019).

Gutiérrez-Avila, 1. et al. A spatiotemporal reconstruction of daily ambient temperature using
satellite data in the Megalopolis of Central Mexico from 2003 to 2019. International Journal of
Climatology 41, 4095-4111 (2021).

Kloog, 1., Chudnovsky, A., Koutrakis, P. & Schwartz, J. Temporal and spatial assessments of
minimum air temperature using satellite surface temperature measurements in Massachusetts,
USA. Science of the Total Environment 432, 85-92 (2012).

Silva, F. B., Longo, K. M. & Marques De Andrade, F. Spatial and Temporal Variability Patterns
of the Urban Heat Island in Sdo Paulo. https://doi.org/10.3390/environments4020027 (2017).

Shi, L. et al. Estimating daily air temperature across the Southeastern United States using high-
resolution satellite data: A statistical modeling study. Environ Res 146, 51-58 (2016).

Kloog, 1. et al. Modelling spatio-temporally resolved air temperature across the complex geo-
climate area of France using satellite-derived land surface temperature data. International Journal
of Climatology 37, 296-304 (2017).



73.

74.

75.

76.

77.

78.

79.

80.

&1.

82.

&3.

&4.

85.

Rosenfeld, A. et al. Estimating daily minimum, maximum, and mean near surface air temperature
using hybrid satellite models across Israel. Environ Res 159, 297-312 (2017).

Mila, C., Ballester, J., Basagafia, X., Nieuwenhuijsen, M. J. & Tonne, C. Estimating daily air
temperature and pollution in Catalonia: A comprehensive spatiotemporal modelling of multiple
exposures. Environmental Pollution 337, 122501 (2023).

Fliickiger, B. er al. Modelling daily air temperature at a fine spatial resolution dealing with
challenging meteorological phenomena and topography in Switzerland. International Journal of
Climatology 42, 6413-6428 (2022).

Zhou, B. et al. Estimating near-surface air temperature across Israel using a machine learning
based hybrid approach. International Journal of Climatology 40, 61066121 (2020).

Xu, Y., Knudby, A. & Ho, H. C. Estimating daily maximum air temperature from MODIS in
British Columbia, Canada. Int J Remote Sens 35, 8108—8121 (2014).

Mohsenzadeh Karimi, S., Kisi, O., Porrajabali, M., Rouhani-Nia, F. & Shiri, J. Evaluation of the
support vector machine, random forest and geo-statistical methodologies for predicting long-term
air temperature. ISH Journal of Hydraulic Engineering 26, 376-386 (2020).

Hashimoto, H. et al. High-resolution mapping of daily climate variables by aggregating multiple
spatial data sets with the random forest algorithm over the conterminous United States.
International Journal of Climatology 39, 2964-2983 (2019).

Li, J., Heap, A. D., Potter, A. & Daniell, J. J. Application of machine learning methods to spatial
interpolation of environmental variables. Environmental Modelling and Software 26, 1647-1659
(2011).

Sobstyl, J. M., Emig, T., Qomi, M. J. A., Ulm, F. J. & Pelleng, R. J. M. Role of City Texture in
Urban Heat Islands at Nighttime. Phys Rev Lett 120, 108701 (2018).

Shi, H., Xian, G., Auch, R., Gallo, K. & Zhou, Q. Urban Heat Island and Its Regional Impacts
Using Remotely Sensed Thermal Data—A Review of Recent Developments and Methodology.
Land (Basel) 10, 867 (2021).

Li, C., Zhao, J., Thinh, N. X., Yang, W. & Li, Z. Analysis of the spatiotemporally varying effects
of urban spatial patterns on land surface temperatures. Journal of Environmental Engineering and
Landscape Management 26, 216-231 (2018).

Schinasi, L. H., Benmarhnia, T. & De Roos, A. J. Modification of the association between high
ambient temperature and health by urban microclimate indicators: A systematic review and meta-
analysis. Environ Res 161, 168—180 (2018).

Hersbach, H. ef al. The ERAS global reanalysis. Quarterly Journal of the Royal Meteorological
Society 146, 1999-2049 (2020).



86.

&7.

88.

Pelta, R. & Chudnovsky, A. A. Spatiotemporal estimation of air temperature patterns at the street
level using high resolution satellite imagery. Science of the Total Environment 579, 675—684
(2017).

AinaRB - GitHub. 4ina Roca-Barcelo https://github.com/AinaRB (2025).

Roca-Barcelo, A. Climate and health in urban areas: the case study of Sao Paulo Brazil - Climate
health burden. https://ainarb.github.io/climate_and health/ (2022).



