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Artificial intelligence-generated content (AIGC) is an emerging technology with growing

influence across numerous fields, yet factors shaping its sustained adoption—particularly

among specialized groups such as medical students—remain poorly understood. This study

examines the determinants of medical students’ intention to use AIGC tools, integrating the

Unified Theory of Acceptance and Use of Technology (UTAUT), Diffusion of Innovations

theory, and Perceived Risk theory into a comprehensive framework. Data were collected from

401 medical students and analyzed using structural equation modeling. The results indicate

that performance expectancy, effort expectancy, and social influence are the strongest

positive predictors of usage intention, while perceived risk and perceived trust did not show

significant effects. These findings underscore the importance of enhancing usability, social

support, and integration into educational workflows. The study provides actionable insights

for medical educators, technology developers, and policymakers seeking to promote AIGC

adoption through tailored training, ethical guidelines, and system improvements.
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Introduction

AIGC, which stands for “Artificial Intelligence Generated
Content,” is a technology that utilizes artificial intelligence
to automatically generate content such as text, images,

audio, video, etc. The core of this technology is to mimic the
creative process of human beings and to generate innovative and
original content through the learning of extensive datasets. In
November 2022, OpenAI launched ChatGPT (Abid et al., 2022),
brought the concept of AIGC into the mainstream consciousness.
The release of DeepSeek has led to the widespread application of
AIGC tools in China.

As a recently developed technology, the continuous usage
intention of generative artificial intelligence platforms among the
general public remains unclear, while the sustained use of a
technology by its users is a key indicator of its success. As with
any other information technology, the degree of satisfaction with
use and the willingness to sustain use determine the development
of generative AI technology and the application scenarios. For-
eign scholars earlier introduced this concept into the field of
artificial intelligence, and the initial research was mostly aimed at
experiments on GPT-2, chatbot systems in the healthcare field,
and other AIGC applications, by exploring the impact of the
factor of trust on the user’s perception of the quality of infor-
mation services provided by AI, from which it was found that the
user’s psychological hesitancy and emotional concerns would
significantly affect their willingness to use (Hyeon et al., 2023).
Subsequently, with the expansion of research, after the release of
ChatGPT, some scholars conducted research based on the
improvement of clinical decision support logic, from which it was
concluded that users’ willingness to use is affected by whether the
content produced by GPT is actually useful or not Sun et al.
found that the system’s emotional guidance to the user during
information querying is crucial, and that the system’s effective
simulation of emotions and guidance to the user has a significant
impact on the enhancement of the HCI perception (Liu et al.,
2023). Hyeon et al. suggested that the intrinsic characteristics of
AIGC tools and external stimulus factors both influence users’
willingness to use them (Hyeon et al., 2023). Zhang Hai et al. have
classified the factors affecting the users’ use of AIGC tools into
four distinct categories: social factors, subject factors, technolo-
gical factors, and information factors (Zhang et al., 2023). Some
scholars have explored the effects of perceived usefulness, per-
ceived ease of use, and attitude toward use on usage behavior
based on the Technology Acceptance Model (Yilmaz et al., 2023).
Other scholars also uncover user motivations for adopting
ChatGPT from a social and cultural perspective (Sun et al., 2021).
Although the above studies have covered the application of AIGC
tools, they lack in-depth exploration of the willingness to use
them by users in specific domains-especially medical students.

In the medical field, AIGC technology has demonstrated sig-
nificant potential for application. This study gains distinctive
significance by focusing on medical students—a population
uniquely positioned at the critical nexus of demanding clinical
training and future AI-integrated practice. Medical students’
mastery of complex, high-stakes domains (e.g., clinical reasoning,
pharmacology) and impending role in evidence-based, patient-
centered care make understanding AIGC adoption factors
essential for shaping competent, ethical future physicians.
Through interactions with AIGC technology, medical students
can rapidly assimilate a substantial corpus of cutting-edge med-
ical theoretical knowledge (Zhang et al., 2024), gain access to
reliable statistical data, explore medical literature pertinent to
related research areas, compose experimental research papers and
case reports, and refine their writing by enhancing the clarity and
consistency of their work. AIGC also allows medical students to
practice key clinical skills such as diagnosis and treatment of

diseases in a safe and controlled environment by simulating
patient-physician encounters in a variety of real-life scenarios
(Pan et al., 2024) such as virtual laboratories or virtual patient
dialogs (Sridharan et al., 2024). Additionally, AIGC technology
can also perform tasks such as experimental data analysis and
programming. Although AIGC is not yet ready for use in clinical
practice, it can automate and rapidly enable medical text sum-
mary, greatly improving physician efficiency in diagnosing,
treating, and following up with patients (Sallam, 2023). However,
despite its tremendous potential, the successful widespread
application of AIGC technology hinges on the willingness of
medical students to use it. The AIGC tool offers users around the
world a new way of accessing knowledge, which presents
unprecedented opportunities and raises entirely new challenges.
Numerous problems and limitations associated with AIGC
technology are the primary factors restricting its use by medical
students in their academic work(Zhang et al., 2023). For instance,
the AIGC content may provide inaccurate or inappropriate
medical science articles, which could mislead readers. Addition-
ally, the generation of case data may pose a risk of compromising
patient privacy (Sallam, 2023). These professional learning needs
and task-oriented driving make medical students put forward
higher requirements on the accuracy and reliability of AIGC
technology, and maintain higher sensitivity to the perception of
risk (Rejeb et al., 2024). Therefore, understanding and analyzing
the factors that influence medical students’ willingness to use
AIGC technology is of great significance for facilitating the
advancement of medical education.

This study aims to examine the factors influencing medical
students’ intention to use AIGC technologies. By integrating
relevant theories, we establish a research framework on this topic
to better understand the formation process of medical students’
intention to adopt AIGC technologies, providing targeted
improvement plans for medical education. In this study, we
construct a research model using the Unified Theory of Accep-
tance and Use of Technology (UTAUT), Diffusion of Innovations
Theory, and Perceived Risk Theory to analyze multiple factors
affecting medical students’ intention to use AIGC technologies.
Building on this framework, this study examines perceived risk,
trust perceptions, performance expectancy, and social influence
and other influencing factors. This study seeks to bridge a sig-
nificant knowledge gap regarding medical students’ behavioral
intentions toward AIGC tools. Its primary contribution lies in
developing a domain-specific model for medical education, while
delivering actionable guidelines for institutional stakeholders to
optimize AIGC implementation, generate urgently needed
insights to inform context-sensitive AI integration strategies for
future healthcare workforce development in resource-constrained
settings.

Literature review
Research on the application of AIGC tools in education. Since
AIGC tools have come into public view, numerous scholars from
various fields, both domestically and internationally, have con-
ducted research and discussions on their impacts. In the field of
education, scholars have investigated the potential applications of
ChatGPT in various aspects of teaching practice, such as teacher
instruction, talent cultivation, and student learning. Rejeb et al.
(2024). consider ChatGPT to be an important tool that benefits
both students and teachers, with students primarily using
ChatGPT for language learning or communication skills, online
education, coding or programming, writing and translation,
personalized learning, debugging, and facilitating collaboration
(Baig et al., 2024) This new human-machine interactive
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educational model has also led scholars to attribute a digital tutor
status to ChatGPT, which is conducive to the continuous
advancement and improvement of educational technology (Wang
et al., 2023). As AIGC tools continue to expand, educators need to
improve their AI literacy through education and alertness to new
advances in technology to optimize the integration of AIGC in
admissions, learning, assessment, and medical education research
(Van Dis et al., 2023). Compared with traditional manual scoring,
AIGC has higher efficiency and cost-effectiveness in intelligent
scoring of subjective questions, in which the ChatGPT scoring
results are the closest to the instructor’s scoring results and have
the best performance (Xiangba, 2024).

At the same time, several studies have indicated that academic
content generated by AIGC tools can be inaccurate and provide
erroneous references, which may lead to bias and plagiarism. For
instance, Dwivedi, in the process of attempting to write an article
using ChatGPT, found its deficiencies in logic, novelty, and
criticality, as well as the provision of erroneous reference
(Dwivedi et al., 2023). Furthermore, ChatGPT doesn’t understand
the context of statements and cannot answer more abstract
questions, which was confirmed by its creators. It may also
introduce certain simplifications in data analysis (Burger et al.,
2023) ChatGPT is also incapable of deduction, has limited
mathematical skills(Frieder et al., 2023) and does not assess data
reliability well (Farrokhnia et al., 2023). Other concerns
encompass ethical and moral issues (Farrokhnia et al., 2023),
transparency and legal matters, bias risks (Esplugas at al., 2023),
plagiarism (Mohamed et al., 2023) and the lack of originality
(Sallam et al., 2023).

In response to the potential applications and challenges
brought by AIGC tools, researchers have proposed lots of
corresponding strategies. For instance, Dwivedi et al.(2019)
suggest that to make ChatGPT more responsible and ethical,
the development and deployment of artificial intelligence
technology should adhere to a human-centered approach, while
researchers ought to actively explore the optimal models for
human-machine collaboration. Pritish(2023) believes that the
efficiency of artificial intelligence depends on the rigor of its
development. Wang Jianlei and Cao Huimeng (2023) point out
that people should not simplistically attribute some order crises to
artificial intelligence technology. Instead, return to the process of
human ontology and human-machine interaction.

Current research on AIGC tools predominantly focuses on
macro-level analysis, paying less attention to micro-level insights
regarding the adoption intentions of specific domain users
towards new technologies. This gap exists primarily because
existing studies have predominantly examined broader user
groups, and the rapid emergence of AIGC combined with the
complexity of the medical field has led to a relative delay in
empirically addressing this group’s specific needs and concerns.
This study aims to bridge this interdisciplinary gap. Conse-
quently, this study aims to investigate the factors influencing
medical students’ willingness to adopt AIGC technology, with a
focused lens on their domain-specific challenges—including
ethical vulnerability to patient harm, evidence-validation burden
from probabilistic outputs, and professional identity tensions. By
doing so, it provides novel perspectives for understanding how
AIGC reshapes human-machine relationships, challenges human
values in clinical training, and transforms knowledge production
paradigms in intelligent communication era.

Research on user acceptance intention. With the rapid devel-
opment of information technology, the application of artificial
intelligence and big data technologies has become increasingly
widespread. The acceptance and usage intention of users towards

new technologies and service platforms have emerged as a field
worthy of attention for both academia and industry. However, the
factors influencing acceptance intention are complex and diverse,
relating to theoretical frameworks such as the Unified Theory of
Acceptance and Use of Technology (UTAUT) and the Diffusion
of Innovations theory. For instance, argue that perceived useful-
ness and perceived ease of use positively influence users’ adoption
of digital payment services. In the field of marketing, anthro-
pomorphism plays a significant role in shaping consumers’ atti-
tudes towards AI chatbots, affecting their willingness to share
information and make purchases (Manzhi et al., 2024). Zhu Yarut
(2020), in whose exploration of users’ continued intention to use
mobile reading apps, highlighted the impact of flow experience,
resource experience, and price experience on user satisfaction and
trust. Jo (2023) proposed a four-stage theoretical model with 13
variables in order to explore the factors affecting ChatGPT pro-
duct word-of-mouth and user usage behavior by integrating
several theories of behavioral willingness. With the rise of
ChatGPT, more and more researchers are beginning to explore
users’ willingness to use this new technology. Hyeon (2023)
explored the impact of the factor of trust on the user’s perception
of the quality of information services provided by AI. Azaria
(2023) found that users’ willingness to use is affected by whether
the content produced by GPT is actually useful or not. Sun et al.
(2021) noted that the system’s emotional guidance to the user
during information querying is crucia. Soliman et al. (2024) used
a hybrid approach combining a linear partial least squares
structural equation modeling model with compensation and a
non-linear artificial neural network (ANN) model without com-
pensation. This study indicated that perceived usefulness and
autonomy are significant predictors of the continued intention to
use GenAI in the Thai context (Soliman et al., 2024).

With the rapid development and widespread application of
AIGC technology, exploring the adoption behavior of different
user groups towards emerging technologies has become a core
issue of concern for both academia and industry. This study
integrated the UTAUT model, innovation diffusion theory, and
perceived risk theory to construct a multidimensional AIGC
technology adoption influencing factor model, enriching the
research paradigm of technology acceptance theory. Secondly,
focusing on the special professional group of medical students,
empirical research will be conducted, and the research results will
directly assist in the digital transformation of medical education,
providing scientific basis for the standardized application of
AIGC technology in clinical teaching, scientific research training
and other scenarios. Finally, the practical guidance plan
developed in this study can help technology developers accurately
grasp user needs, optimize product design, and provide decision-
making references for medical institutions to formulate AIGC
application policies. It has significant social benefits and
application prospects.

Theoretical support and research hypotheses
The unified theory of acceptance and use of technology
(UTAUT). The Unified Theory of Acceptance and Use of
Technology was proposed by Venkatesh and Davis in 2000.
(Venkatesh V. and Davis F. D., 2000) The UTAUT model might
be efective in facilitating the adoption of various technologies in
various cultural contexts (Al-Adwan, Samed A. and Mutaz M. Al-
Debei., 2024).The UTAUT has gained a widespread reputation
among academics and has been proclaimed as a robust frame-
work for technology difusion and adoption due to its robustness,
simplicity and parsimony, and superiority to other established
rival theories (Dwivedi et al., 2019; Venkatesh V. and Davis F. D.,
2000). This model has been widely used in information
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technology user behavior research. Dwivedi YK et al. proved the
rationality and applicability of UTAUT model through meta-
analysis of user behavior studies in multiple fields(Dwivedi Y K,
Kshetri N, Hughes L, et al., 2023).

The Technology Acceptance Model (TAM), as the predecessor
of UTAUT, primarily comprises two core variables: perceived
usefulness and perceived ease of use. UTAUT extends TAM by
incorporating critical additional variables such as social influence
and facilitating conditions, making it particularly suitable for
medical education - a field characterized by stringent professional
standards and strong social norms. Medical students’ technology
acceptance behaviors are influenced not only by individual
perceptions but also significantly by social factors (e.g., peer
evaluations and faculty recommendations) and environmental
factors (e.g., institutional technical support). Compared to TAM’s
“perceived usefulness,” UTAUT’s “performance expectancy”
more precisely captures medical students’ specific expectations
regarding AIGC’s potential to enhance learning efficiency and
clinical practice capabilities. Similarly, “effort expectancy” in
UTAUT provides a more comprehensive assessment of learning
costs than TAM’s “perceived ease of use.” Therefore, this study
employs the UTAUT model as its primary theoretical framework
to investigate medical students’ usage behaviors and influencing
factors concerning AIGC.

The four core factors of the model include performance
expectancy, effort expectancy, social influence and facilitating
conditions. Performance expectancy is the degree to which an
individual feels that the use of innovative technology can
improve work performance; Effort expectancy is the degree to
which an individual finds the innovative technology easy to use
and adopt. Behavioral intention refers to the degree of
willingness of users to use a certain technology or product.
Karrar Al-Saedi et al. proved in the relevant research on mobile
payment technology that performance expectancy and effort
expectancy are one of the important factors affecting users’
behavioral intention (K. Al-Saedi, M. Al-Emran, E. Abusham
and S. A. El Rahman, 2019).

In the behavioral research of medical students using AIGC,
performance expectancy refers to the degree of improvement and
help to personal learning and research performance perceived by
medical students in the process of using AIGC. AIGC can provide
personalized learning resources and automated assessment and
feedback according to the learning progress, interests and
weaknesses of medical students, so as to improve their learning
efficiency. The higher the degree of perceived improvement, the
greater the behavioral intention of medical students to use AIGC.
Therefore, the following hypotheses are proposed in this study:

H1: Performance expectancy positively influences medical
students’ behavioral intention.

Effort expectation refers to the degree of effort that medical
students perceive themselves to be required to use the AIGC tool,
i.e., the degree to which they perceive the AIGC to be easy to use.
To use AIGC, which is an emerging and highly technical tool,
medical students need to spend time learning how to use various
functions of the AIGC platform, including entering instructions,
adjusting parameters, and interpreting generated content. For
example, when using ChatGPT for medical knowledge inquiry
and learning, students need to understand how to ask effective
questions to obtain accurate and useful answers. If medical
students perceive AIGC as simple to operate and easy to use, they
will be more motivated to accept and use AIGC services.

Therefore, the following hypotheses are proposed in this study:
H2: Effort expectancy positively influences medical students’

behavioral intention.
In addition, some scholars have proved the impact of effort

expectancy on performance expectancy. The behavioral intention

model of mobile payment technology built by T. Oliveira et al.
shows that effort expectancy has a positive and significant impact
on performance expectancy(Oliveira T, Thomas M, Baptista G,
et al., 2016). Similarly, in this study, if medical students think
AIGC is easy to use, it means that they can quickly grasp how to
use it and use AIGC tools to meet their information needs, and
when they find that AIGC can easily help them complete learning
tasks more efficiently, their performance expectations will be
increased.. Therefore, the following hypothesis is proposed in
this study:

H3: Effort expectancy positively influences medical students’
performance expectancy.

Social influence is the degree to which an individual feels
whether others think the innovative technology should be used or
not. Many studies have proved that under the social influence of
social media, opinion leaders, interpersonal relationships, etc.,
users will be more willing to use new technologies (K. Al-Saedi,
M. Al-Emran, E. Abusham and S. A. El Rahman, 2019).

Due to the high popularity of AIGC, it is used by all walks of
life in the society. At this time, comments and opinions at the
social level and opinions of surrounding individuals may
influence students’ understanding of AIGC and their intention
to use it. For example, media reports, recommendations from
friends, classmates and teachers, recognition from experts in
related fields, publicity and promotion of network V and public
accounts, etc., all these above may make a difference to the
medical students’ behavior intention. The more positive the
attitude of surrounding people or society toward AIGC,
the higher the intention of medical students to use AIGC may
be. Therefore, the following hypothesis is proposed in this study:

H4: Social influence positively influences medical students’
behavioral intention.

Facilitating conditions refers to the level of support that an
individual feels for the use of a system from aspects such as
technical devices. Kumar (2020) and Rezvani (2022) have found
in separate studies that the availability and learning curve of
technology are key factors that influence users’ willingness to
invest in learning and using it.

In this study, facilitating conditions refers to medical students’
access to the resources and knowledge necessary for AIGC. The
AIGC tool is user-friendly and easy to use, and medical students
can quickly get started, which will significantly increase their
intention to use it. In addition, if educational institutions or other
institutions provide the necessary technical support and training
on the functions and use of AIGC tools to ensure that students
can effectively use these tools, their intention to use them may
also increase.

Facilitating conditions reduces barriers for medical students to
use AIGC and makes them more willing to use AIGC tools.
Therefore, the following hypothesis is proposed in this study:

H5: Facilitating conditions positively influences medical
students’ behavioral intention.

Perceived risk model. The concept of perceived risk was first
proposed by Bauer (1960), who believed that there was a risk that
the actual result of each consumer’s purchase behavior would be
different from the expected result. The concept was first used in
the study of consumer behavior and later introduced into the
study of acceptance behavior of information systems. According
to different situations, perceived risk can be divided into func-
tional risk, privacy risk, economic risk and psychological risk.
When the user thinks that the information system may cause loss
during the use of the system, the perceived risk will arise. Other
studies on users’ willingness to use new technologies or products,
such as mobile payment technology (K. Al-Saedi, M. Al-Emran,
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E. Abusham and S. A. El Rahman., 2019), electronic banking
(Poon W C., 2008), UGC-type smart tourism service platforms,
etc., have verified that perceived risk has a negative impact on
users’ intention to use. Therefore, this study introduced perceived
risk variables to explore their impact on medical students’
information query behavior using AIGC.

The Protection Motivation Theory (PMT) explains risk response
behaviors through two dimensions: threat appraisal and coping
appraisal. This study employs the Perceived Risk Model (PRM)
instead because it provides more direct measurement of how
specific risk types (e.g., functional risk, privacy risk) influence usage
intentions. In the context of medical education, AIGC-related risks
such as diagnostic errors and patient privacy breaches represent
concrete, measurable risk categories that PRM’s classification
framework can precisely capture. Compared to PMT’s generalized
risk response model, PRM’s risk taxonomy and measurement
approach are better suited for evaluating the specialized concerns
that medical students may have regarding AIGC risks.

Trust refers to expectations or confidence in another party.
Gillath (2021) points out that for AIGC, trust is the extent to
which people are willing to follow the advice of AIGC. In the
medical field, trust is a very important factor that cannot be
ignored, which greatly restricts the application of medical AIGC
model (Cascella M, Montomoli J, Bellini V, et al., 2023;
Chervenak J., Lieman, H., Blanco-Breindel, M., and Jindal, S.,
2023; Gilson, A., Safranek, C. W., Huang, T., Socrates, V., Chi, L.,
Taylor, R. A., and Chartash, D., 2023). Previous studies employ-
ing experimental approaches have consistently demonstrated a
significant positive correlation between users’ trust levels in AIGC
tools and their behavioral intentions to use these technologies.
Specifically, empirical evidence indicates that enhanced user trust
in AIGC tools directly translates to greater willingness to adopt
and utilize these systems. These findings collectively underscore
the pivotal role of trust perception in the technology acceptance
process for AIGC applications, particularly in professional
domains where decision-making carries significant consequences
(Wang, L., 2023). When a model can provide clear, transparent
explanations, users can better understand how the model arrived
at a prediction or decision, making it easier to trust and accept the
model’s output.

In this study, medical students’ trust in AIGC was defined as:
believing that the information provided by AIGC is credible,
believing that AIGC has the ability to provide services and willing
to accept its services. Due to the complexity of the AIGC model, it
is sometimes difficult for users to understand its automatically
generated content, resulting in doubts about its rationality and
accuracy, that is, trust issues. In addition, algorithm missing,
sentence understanding deviation may also lead to errors. At this
point, the degree of trust becomes a key variable. The higher the
level of trust in AIGC, the higher the willingness to use it.
Therefore, the following hypothesis is proposed in this study:

H6: The perceived trust on AIGC tools positively influences
medical students’ behavioral intention.

Perceived risk can be understood as an individual’s subjective
belief about the potential danger posed by a particular situation,
which influences the decision-making process. In the study of the
influencing factors of technology acceptance and use, perceived
risk is usually included in the model as a hindrance factor.
According to Bauer(Bauer, R. A., 1960), any purchase made by
the consumer may not be certain whether the expected outcome
is correct, and some results may make the consumer unhappy,
thus creating a perceived risk, which mainly includes the
uncertainty of the outcome of the decision and the severity of
the consequences of the wrong decision.

Both perceived risk and performance expectancy involve
evaluations of technology usage outcomes, yet they represent

distinct dimensions. Performance expectancy measures indivi-
duals’ anticipation of positive outcomes (e.g., “Can AIGC
enhance my learning efficiency?”), while perceived risk focuses
on potential negative consequences (e.g., “Could AIGC-generated
errors misguide my study?”). This bidirectional evaluation creates
a conceptual linkage between the two variables.

However, a deeper examination reveals fundamental differ-
ences. Performance expectancy, as a positive driver in the
UTAUT model, reflects subjective assessments of a technology’s
usefulness, emphasizing potential benefits that motivate adoption.
In contrast, perceived risk, a negative inhibitor in the PRM
framework, evaluates possible adverse effects that may deter
usage. Specifically, performance expectancy pertains to antici-
pated gains (a proactive adoption motive), whereas perceived risk
concerns potential costs (a risk-avoidance consideration). In the
high-stakes context of medical education, students simulta-
neously assess AIGC’s learning benefits (performance expec-
tancy) and weigh its risks (e.g., diagnostic inaccuracies or ethical
dilemmas). These dimensions operate independently yet collec-
tively shape adoption decisions. Thus, incorporating both
variables in theoretical modeling and empirical measurement
provides a more comprehensive understanding of the psycholo-
gical mechanisms underlying medical students’ AIGC acceptance.

In this study, AIGC tools conduct information interaction
through the Internet, and the feedback results are uncertain.
Medical students need to accept the seriousness of the
consequences of wrong feedback, such as whether the feedback
results are correct and appropriate, whether there are problems
such as plagiarism or infringement in the results. In addition,
AIGC often requires users to provide relevant information and
data during the generation process, which also means the risk of
data and personal information disclosure. The more serious the
perceived risk, the less strong the behavioral intention. Therefore,
the following hypothesis is proposed in this study:

H7: Perceived risk negatively influences medical students’
behavioral intention.

Diffusion of innovations theory. Diffusion of Innovations
Theory is a basic law about the diffusion of new ideas, new things
and their practical processes in the social system proposed by
Rogers(Rogers E M, 2010). This theory puts forward the concept
of comparative advantage, that is, if users think that the relative
advantage of a new technology is greater than that of the existing
technology, they are inclined to accept the new technology, and
the process of acceptance is easier, thus promoting the spread and
diffusion of the technology. Agarwal et al. believe that individual
innovation is one of the important factors affecting users’
acceptance of information technology, and define it as “the
willingness of individuals to try any new information technol-
ogy”, introducing this concept into the field of information
technology acceptance.(Agarwal R and Prasad J, 1998) Therefore,
comparative advantage and individual innovation were intro-
duced into the research framework as key variables to verify the
influence of these two factors on medical students’ willingness to
use AIGC.

The Technology-Organization-Environment (TOE) framework
analyzes technology adoption through three dimensions: techno-
logical, organizational, and environmental factors. However, this
study selects the Diffusion of Innovations (DOI) theory because it
specifically focuses on the inherent characteristics of innovations,
particularly relative advantage and compatibility - dimensions that
are critically relevant to innovation in medical education. Given
that medical education features rapid knowledge updates yet
cautious adoption of new technologies, DOI’s five innovation
characteristics enable more precise evaluation of AIGC’s alignment
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with medical education systems. Unlike TOE’s organizational-
environmental perspective, DOI emphasizes how an innovation’s
intrinsic features influence adoption decisions at different stages,
which better corresponds to studying the diffusion process of
AIGC as a specific innovation in medical education contexts.

Innovative technology acceptance is a common individual
psychological trait of users, which refers to the internal tendency
to pursue new information, new stimuli and new experiences. It
shows the extent to which users are more willing to adopt new
things earlier than others in their social network relationships,
and can effectively explain the different reactions of individuals
when adopting new things(Kaushik A K and Rahman Z, 2014).

Although innovation acceptance and effort expectancy share
similarities—both concern the convenience of technology use,
with the “complexity” dimension of innovation acceptance and
effort expectancy both reflecting users’ consideration of techno-
logical difficulty—a deeper analysis reveals their essential
differences. Innovation acceptance is a systematic indicator in
the Diffusion of Innovations (DOI) theory, primarily assessing
the impact of the technology’s objective characteristics on
adoption decisions. In contrast, effort expectancy is an individual
perception variable in the UTAUT model, focusing on measuring
users’ subjective judgments of ease of use.

This distinction manifests in the following ways: Innovation
acceptance emphasizes the inherent complex features of the
technology, belonging to objective attributes, while effort
expectancy concerns individuals’ psychological expectations of
the difficulty of using the technology, representing subjective
perceptions. Precisely because of this fundamental difference in
theoretical positioning and measurement focus, retaining both
variables in the study allows for a more comprehensive grasp of
the various factors influencing technology adoption. It enables the
examination of both the technology’s inherent characteristics and
users’ subjective experiences, thereby providing a more complete
analytical framework for understanding medical students’ will-
ingness to use AIGC.

In this study, AIGC is an emerging technology tool that is in
the process of diffusion and dissemination. Medical students’
acceptance of this innovative technology is closely related to their
psychological state and driving force when using this tool. If users
accept the new technology internally, they will be willing to
further try, explore, and use the tool, and the relevant experience
will gradually accumulate, so their willingness to use AIGC tools
will also increase. Based on this, the following hypothesis is
proposed in this study:

H8: The acceptance of innovative technology positively
influences medical students’ behavioral intention.

Existing research indicates that an individual’s acceptance of
innovative technologies significantly influences their performance
expectations. It has been pointed out that consumers with higher
innovativeness are more willing to accept new products, a trait
that enables them to more actively explore the functions and
application scenarios of new technologies. (Moon J W and Kim Y
G, 2001) In the context of this study, medical students with a
higher acceptance of AIGC are more likely to proactively discover
various applications of this technology in medical learning and
clinical practice, thereby more fully recognizing its potential value
in enhancing learning efficiency and optimizing knowledge
acquisition. This positive exploration behavior will strengthen
their perception of the practicality of AIGC, and in turn, increase
performance expectations. Based on this, this study proposes the
hypothesis:

H9: The acceptance of innovative technology positively
influences medical students’ performance expectancy.

The acceptance of innovative technologies also influences an
individual’s assessment of the difficulty of using the technology.

Dahlberg et al. (2015) found in their research that consumers’
innovativeness can positively affect performance expectations and
effort expectations. In this study, medical students with a high
acceptance of AIGC are more likely to invest time and energy in
familiarizing themselves with its operation process. During this
process, they are more likely to experience the advantages of
AIGC over traditional learning tools, such as a more concise
interface design or a more intelligent interaction method. This
positive experience will reduce their perception of the difficulty of
use, thereby forming a more favorable effort expectation. Based
on this, this study proposes the hypothesis:

H10: The acceptance of innovative technology positively
influences medical students’ effort expectancy.

This study integrates the Unified Theory of Acceptance and
Use of Technology (UTAUT), Diffusion of Innovations Theory
(DOI), and Perceived Risk Model (PRM) to construct a multi-
level analytical framework. The UTAUT model reveals medical
students’ evaluations of AIGC’s usefulness and ease of use at the
individual level, while the DOI theory explains the alignment
process between AIGC and medical education systems at the
institutional level. The PRM specifically addresses professional
medical considerations by capturing concerns about potential
risks in technology applications, such as diagnostic errors and
privacy breaches.

These three theories complement each other organically:
UTAUT’s performance expectancy and DOI’s relative advantage
collectively assess technological value, though with respective
emphases on personal perception versus systemic characteristics.
The PRM forms a risk-benefit decision balance with UTAUT,
while DOI’s compatibility dimension moderates the impact
strength of risk perception. This integrated approach compre-
hensively elucidates the formation mechanism of medical
students’ willingness to adopt AIGC technologies.

Based on the above assumptions, the research model is shown
in Fig. 1.

Methods
The objective of this research is to conduct an exhaustive
examination of the factors that influence medical students’
intention to utilize artificial intelligence generated content
(AIGC), and to dissect the complex dynamics among these
determinants.

Data collection. The survey was conducted over a period from
May to July 2024, targeting a specific cohort of medical students.
The inclusion criteria for this group were stringent, encompassing
only undergraduate, master’s, and doctoral students majoring in
medicine who had engaged with AIGC tools, such as ERNIE Bot
and ChatGPT, within the preceding month. The recruitment
strategy involved a combination of convenient sampling and
snowball sampling techniques, facilitated through WeChat groups.

The questionnaire was disseminated online via the Wenjuanx-
ing platform, Wenjuanxing is a useful tool for collecting data. It
provides an intuitive interface with a wide range of question types
and powerful logic control features. Moreover, the platform
allows for real-time monitoring of survey responses and data
analysis, enabling users to adjust their surveys based on incoming
data. To prevent duplicate submissions each respondent must
enter a unique password to access the survey, which becomes
invalid after a single use and is required to enter a verification
code sent to their mobile phones before they can proceed with the
survey. In order to verify participant identity, participants are
required to provide personal information such as their name and
ID number. We also distribute monetary incentives only after the
survey responses have been reviewed and approved, ensuring the
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authenticity of the responses. This methodical approach ensures
that the study’s findings are grounded in a representative and
relevant sample of the medical student population.

Bonett et al. (1987) suggested that the sample size should be at
least five times the number of parameters in the model. Hair et al.
(1998) recommended that the sample size should be at least ten
times the number of parameters in the model. Given that the
questionnaire comprised 33 items, the sample size range should
be no less than 165 to 330. We collected a total of 401 responses
from medical students who had utilized AIGC tools. To ensure
data integrity, we took the following measures: we excluded
participants whose response time was less than two minutes to
eliminate potential random answering; for participants who did
not use AIGC and did not continue with subsequent questions,
we applied listwise deletion; other participants were required to
complete all questions to ensure data consistency. After screening,
347 of these responses were deemed valid, providing a robust
dataset for the analysis, which met the required sample size and
provided a robust dataset for the analysis.

Questionnaire design. This study carefully designed a ques-
tionnaire survey specifically tailored for medical students, incorpor-
ating multiple constructs. The questionnaire includes measurement
items related to eight constructs: Effort Expectancy, Performance
Expectancy, Acceptance of Innovative Technologies, Usage Intention,
Social Influence, Perceived Risk, Perceived Trust and Facilitating
Conditions. These measurement items are drawn from established
scales, which have been meticulously calibrated and validated to
ensure their relevance and reliability within the context of this study.

The questionnaire is divided into two main sections: demo-
graphic information and research scales. The latter includes
measurement items for eight variables in the model, with each
variable assessed through a series of four or five questions. A
5-point Likert scale is employed to gauge respondents’ opinions,
reflecting their actual experiences or subjective perceptions. The
scale ranges from “1” (completely disagree) to “5” (completely
agree), with “3” representing neutral.

The questionnaire was developed based on existing literature.
The precise wording of the measurement options and the
scholarly sources from which they are derived are elaborated in
the subsequent Table 1, providing a transparent and thorough
foundation for the study’s methodology.

The scales used were translated bidirectionally in both Chinese
and English to ensure semantic consistency.

Quality control. To minimize sampling bias, we employed a
random sampling method using the WenJuanXing platform,
ensuring our sample was as representative as possible. To address
potential non-response errors, we offered a small monetary
incentive (2–3 RMB) and improved the clarity and readability of
the questionnaire to encourage active participation. Additionally,
to reduce measurement errors, we utilized precise and reliable
measurement tools within the WenJuanXing survey design and
provided comprehensive training and standardized procedures
for survey administrators. Detailed quality control measures are
provided in Supplementary File S1.

Ethical statements. Before starting the questionnaire, we required
participants to read the complete informed consent form and
only allowed them to begin answering the questionnaire after
selecting the consent option. The informed consent form and the
research proposal were approved by the Institutional Review
Board (IRB) of the author’s institution. (The IRB reference
number is included at the end of the article).

Analysis techniques. This study employs the SPSS and AMOS to
rigorously assess the discriminant validity, normality, reliability
and validity of the survey instrument, subsequently refining the
collected survey data. By conducting separate exploratory factor
analysis and structural equation modeling, the study aims to gain
a holistic understanding of medical students’ readiness to
embrace AIGC tools. Additionally, it seeks to dissect the dis-
tributional traits and interrelationships among the myriad vari-
ables involved, thereby shedding light on the multifaceted
landscape of AIGC adoption within medical students.

Result
Pilot testing. The cornerstone of a questionnaire survey lies in
the scientific rigor and efficacy of the survey instrument.
Undertaking reliability and validity assessments, alongside
exploratory factor analysis, is an indispensable preliminary step
prior to embarking on data analysis.

Discriminant validity analysis and normality testing. According to
Table 2, the absolute values of skewness for all variables are less
than 1, indicating that the data distributions are close to sym-
metric and there is no significant skewness. Meanwhile, the
absolute values of kurtosis are all less than 3, with only the
kurtosis value of EE slightly higher than 2 but still within the

Fig. 1 The research model. Integrating UTAUT, Perceived Risk, and Diffusion of Innovations perspectives; arrows depict the ten hypothesised relationships
(H1–H10) tested in the study.

HUMANITIES AND SOCIAL SCIENCES COMMUNICATIONS | https://doi.org/10.1057/s41599-025-06078-y ARTICLE

HUMANITIES AND SOCIAL SCIENCES COMMUNICATIONS |         (2025) 12:1870 | https://doi.org/10.1057/s41599-025-06078-y 7



acceptable range. Overall, the distributions of these variables are
close to normal distribution, showing good normality.

According to Table 3, The AVE square root values for UI
(0.816), PE (0.861), EE (0.751), PT (0.834), SI (0.755), PR (0.775),
AIT (0.810), and FC (0.709) are all greater than the maximum
absolute values of the inter-factor correlation coefficients,
indicating that each construct exhibits good discriminant validity.

Reliability analysis and validity analysis. Reliability analysis is a
pivotal technique for gauging the stability and dependability of
survey questionnaires. Reliability—also termed as stability—refers
to the credibility of a questionnaire, primarily evidenced by the
consistency, uniformity, and steadfastness of the test outcomes. In
this research, Cronbach’s alpha coefficient will be deployed to
assess the internal consistency of reliability. This coefficient

Table 1 Measurement items and sources.

Variables Codes Options Sources

Effort Expectancy (PE) PE1 I think using AIGC tools can improve my information query efficiency Venkatesh, Davis (2000) Oliveira
(2016)PE2 I think using AIGC tools can help me solve the difficulties I encounter in

information queries
PE3 Overall, I believe that AIGC tools are useful for my information queries
PE4 Using AIGC tools can broaden my knowledge scope

Performance Expectancy (EE) EE1 AIGC tool service interface is simple and easy to operate
EE2 Using natural language communication makes AIGC tools easy to use
EE3 AIGC tools have fast response times
EE4 Communicate with AIGC tools at any time without time or location

restrictions
Usage Intention (UI) UI1 I am willing to use AIGC tools

UI2 I think the use of AIGC tools should be promoted and publicized
UI3 I am willing to recommend AIGC tools to others
UI4 When encountering problems, I always think of using AIGC tools to find

answers
Social Influence (SI) SI1 Social media push notifications and media reports will guide me to use

AIGC tools
Venkatesh (2000) Dwivedi Y K,
Rana N P, Chen H (2023)

SI2 Recommendations from friends and colleagues around me will guide me
to use AIGC tools

SI3 The recommendations from my superiors and experts in related fields
will guide me to use AIGC tools

SI4 Publicity meetings of Internet celebrities and official account guide me to
use AIGC tools

Perceived Risk (PR) PR1 I am concerned that there may be quality issues with the information
obtained using AIGC tools

Bauer (1960)

PR2 I am concerned that using AIGC tools may lead to the leakage of research
ideas and data

PR3 I am worried that using AIGC tools to provide information may cause
infringement issues

PR4 I am concerned about data security issues when using AIGC tools
PR5 I’m worried that using AIGC tools will deprive me of the opportunity to

think independently
Perceived Trust (PT) PT1 AIGC tools provide perfect answers Cascella M, Montomoli J, Bellini

V, et al. (2023)PT2 AIGC tools can clearly explain the reasoning process of the provided
answers

PT3 AIGC tools provide accurate and reliable answers
PT4 The answers provided by AIGC tools can list the sources and are reliable

Acceptance Of Innovative
Technologies (AIT)

AIT1 I usually pay attention to emerging technology products and technologies Rogers (2010)
AIT2 I am willing to accept emerging technological products and technologies
AIT3 I am willing to use emerging technology products and techniques
AIT4 Compared to my friends around me, I may come into contact with and

use new things earlier
Facilitating Conditions (FC) FC1 Personalized support: Provide personalized advice and information based

on specific inputs and needs
Kumar (2020) Rezvani (2022)

FC2 Real time: can be used anytime, anywhere, and can quickly respond to
user questions and requests

FC3 Accessibility: Cloud access, no need for local installation and
maintenance

FC4 Task automation: Can assist in completing simple tasks such as text
writing, translation, and data analysis.

Table 2 Normality testing.

UI PE EE PT SI PR AIT FC

Skewness −0.762 −0.792 −0.797 0.067 −0.381 −0.688 −0.559 −0.669
Kurtosis 1.188 1.434 2.004 −0.096 0.695 0.989 1.224 1.659
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ranges from 0 to 1, with higher values denoting greater internal
consistency.

Validity, conversely, pertains to the precision and efficacy with
which the questionnaire reflects the measurement object. The
validity of a questionnaire is typically bifurcated into content
validity and construct validity. Content validity addresses the
alignment between the test indicators and the measured entity,
whereas construct validity concerns the fidelity with which the
questionnaire measures the intended construct.

The Kaiser–Meyer–Olkin (KMO) test and Bartlett’s test of
sphericity are two prevalent methods for ascertaining the
suitability of data for factor analysis. The KMO statistic fluctuates
between 0 and 1, with values closer to 1 indicating stronger
variable intercorrelations, thus rendering the dataset more
amenable to factor analysis.

We conducted reliability and validity analyses on the survey
questionnaire and the sample quality of this study, utilizing SPSS
software. The outcomes of these analyses are succinctly
presented in the subsequent Tables 4 and 5, providing a
transparent and comprehensive evaluation of the survey
instrument’s metrics.

Based on the reliability analysis in Table 4, the Alpha
coefficient stands at 0.935, signifying an excellent level of scale
reliability. The validity assessment reveals a KMO test value of
0.916, which exceeds the threshold of 0.8, thereby attesting to a
high degree of sample suitability for factor analysis. Furthermore,
Bartlett’s Test of Sphericity yields a significance level of 0.000,
underscoring the statistical significance of the test. Consequently,
the survey questionnaire design in this study is deemed
methodologically sound, and the sampling methodology is
sufficiently robust, providing a solid foundation for subsequent
data analysis and conferring a degree of scholarly significance to
the research endeavor.

Exploratory factor analysis. Afterwards, principal component
analysis and varimax rotation were used to extract the identify
latent constructs. The sample analysis results are shown in Table
6. The cumulative variance contribution rate of the seven latent
variables in the research model is greater than 60%, indicating
that the questionnaire scale has good explanatory power. The
results from the rotated component matrix show that each latent
variable in the questionnaire can be well distinguished, and the
grouping of observed variables under latent variables is consistent
with expectations, with factor loading coefficients greater than 0.6
for each observed variable. In summary, the exploratory factor
analysis results indicate that the scale has a good internal struc-
ture, the questionnaire design is reasonable, and the questionnaire
can continue to be distributed.

Overall characteristics of data. Table 7 presents the fundamental
demographic attributes of the surveyed medical student sample
population.

From Table 7, it can be seen that among the 401 survey
subjects in this study, there were 179 males and 222 females,
respectively, with a proportion of 44.6% and 55.4%. The identity
of the surveyed subjects is concentrated among undergraduate
students, accounting for 70.8% of the surveyed subjects; In
addition, there are master’s and doctoral students. Among the
medical majors with the highest education level (excluding “other
categories”), clinical medicine and nursing are ranked first and
second respectively, with a selection frequency of 127 and 74. In
addition, there are also majors such as basic medicine, pharmacy,
traditional Chinese medicine, and medical technology.

Structural model analysis
Verification of overall model fit. The reliability and validity tests
have demonstrated that the measurement items have good
reliability and validity, and the survey data meets the require-
ments. Subsequently, a structural equation model was constructed
using AMOS software and analyzed using the maximum like-
lihood method. Table 8 shows the overall fit index of the model.
According to the model adaptation test results in Table 8, it can
be seen that CMIN/DF (chi square degree of freedom ratio)
=3.030, which is in the good range of 3–5; RMSEA (root mean
square error)=0.064, within a good range of <0.08; In addition,
the test results of ITI, TLI, and CFI all reached a good level of 0.8
or above, while PCFI and PNFI were within a good range of >0.5.
The above test results indicate that the overall fitting degree of the
model is good.

Model path verification. Perform path analysis on the model to
obtain the path regression coefficients and significance levels
between each latent variable. The specific results are shown in
Table 9. If the absolute value of CR is greater than 1.96 and the P
value is less than 0.05, then the significance test is passed, indi-
cating that the research hypothesis proposed in this model is
valid. From this, it can be seen that the hypotheses H1, H2, H3,
H4, H8, and H9 proposed in this study are valid, while H5, H6,
H7, and H10 are not. The final model path diagram is shown in
Fig. 2.

Discussion
In this study, we conducted a comprehensive survey among
medical students to explore their willingness to use artificial
intelligence-generated content (AIGC) tools and identify key
influencing factors. A total of 10 hypotheses have been for-
mulated, and conclusions have been drawn through rigorous data
analysis. The ensuing chapters are dedicated to a synthesis and in-
depth discussion of the research findings, providing a

Table 3 Discriminant validity: Pearson correlation versus
AVE square root values.

UI PE EE PT SI PR AIT FC

UI 0.816
PE 0.724 0.861
EE 0.706 0.724 0.751
PT 0.426 0.401 0.410 0.834
SI 0.439 0.369 0.402 0.525 0.755
PR 0.230 0.230 0.257 0.010 0.123 0.775
AIT 0.557 0.469 0.533 0.262 0.296 0.282 0.810
FC 0.430 0.467 0.457 0.259 0.280 0.288 0.489 0.709

The numbers on the diagonal represent the AVE square root values.

Table 4 Reliability analysis.

Reliability Analysis

Cronbach’s Alpha Number of items

0.935 33

Table 5 Validity analysis.

KMO and Bartlett Inspection

KMO Sampling Suitability Quantity 0.916
Bartlett Sphericity Test Approximate Chi-Square 7029.377

DF 406
Significance 0.000
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comprehensive overview of the study’s outcomes and their
implications. Initially, the study employed standardized path
coefficients to evaluate the outcomes, which demonstrated the
substantial influence of several key factors on medical students’
adoption of artificial intelligence-generated content (AIGC) tools.
These factors include Effort Expectancy, Performance Expec-
tancy, Acceptance of Innovative Technologies, Usage Intention,
Social Influence, Perceived Risk, Perceived Trust, and Facilitating
Conditions. The specific contributions of these seven factors to
the AIGC usage behavior among the medical students surveyed
are delineated as follows:

The study reveals that social influence has a significant and
positive impact on medical students’ readiness to adopt AIGC

tools in their scientific research. Guo et al. (2025) also found that
social influence positively affect the intention to use. Social
influence operates through three key mechanisms: compliance,
internalization, and identification. As an emerging frontier in
artificial intelligence, AIGC tools are currently in a phase of rapid
adoption and dissemination. The collective evaluation and dis-
course surrounding this technology, encapsulated by the term
“social influence,” can significantly sway medical students’ deci-
sions to either adopt or forgo the use of AIGC tools. This, in turn,
affects the likelihood of medical master’s and doctoral students
incorporating these tools into their research practices. Particularly
under the influence of social media campaigns, endorsements
from opinion leaders, guidance from interpersonal networks, and
recommendations from experts, medical students are more likely
to be motivated to use AIGC tools.

Drawing from Bauer’s perspective(1960), consumer purchasing
behaviors are inherently fraught with uncertainty regarding the

Table 8 Overall fitting coefficients of the model.

Fitting
coefficient

statistical
value

Excellent
standard value

good standard
value

fitting
situation

CMIN 1448.128 - - -
DF 478 - - -
CMIN/DF 3.030 <3 <5 good
RMSEA 0.064 <0.05 <0.08 good
IFI 0.871 >0.9 >0.8 good
CFI 0.870 >0.9 >0.8 good
TLI 0.847 >0.9 >0.8 good
PCFI 0.741 >0.5 - excellent
PNFI 0.698 >0.5 - excellent

Table 6 Exploratory factor analysis.

Measurement Dimensions Factor Loading

1 2 3 4 5 6 7

Effort Expectancy, PE PE1 0.765
PE2 0.735
PE3 0.769
PE4 0.724

Performance Expectancy, EE EE1 0.612
EE2 0.627
EE3 0.651
EE4 0.760

Perceived Trust, PT PT1 0.816
PT2 0.814
PT3 0.808
PT4 0.805

Social Influence, SI SI1 0.752
SI2 0.823
SI3 0.693
SI4 0.770

Perceived Risk, PR PR1 0.692
PR2 0.884
PR3 0.873
PR4 0.867
PR5 0.654

Acceptance of Innovative Technologies, AIT AIT1 0.752
AIT2 0.784
AIT3 0.770
AIT4 0.757

Facilitating Conditions FC FC1 0.748
FC2 0.712
FC3 0.707
FC4 0.708

Table 7 Basic characteristics of medical students.

Variables Frequency Percent (%)

Sex
Male 179 44.6
Female 222 55.4
Education
Undergraduate 284 70.8
Master 77 19.2
Doctor 40 10.0
Major
Basic Medicine 38 9.5
Preventive Medicine 39 9.7
Clinical Medicine 127 31.7
Pharmacy 36 9.0
Nursing 74 18.5
Others 87 21.7
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accuracy of expected outcomes, and the possibility of undesirable
results can engender Perceived Risk. Zhang Hai and collea-
gues(2023), through grounded theory qualitative research,
observed that ChatGPT users exhibit a particularly pronounced
perception of risk compared to other information systems.
However, when our study extends the investigation to the medical
student population, it was found that Perceived Risk did not
significantly impede the willingness to use AIGC. Medical stu-
dents’ intention to use AIGC is influenced by a variety of factors,
rather than merely by perceived risk. They place greater emphasis
on the practical utility of AIGC, such as whether it can enhance
work efficiency or aid in learning, and, are also affected by social
influences (e.g., the opinions of peers and mentors). These factors
mediate the relationship between perceived risk and usage
intention, as evidenced by the relationship between perceived risk
and intention to use, resulting in an insignificant relationship.
Additionally, there is a discrepancy between rational cognition
and actual behavior. Medical students theoretically recognize
certain risks associated with AIGC, but in practical situations,
they still choose to use it due to factors such as the convenience of
the technology and learning needs. For example, even if medical
students are aware of the data privacy risks associated with AIGC,
the convenience it offers in quickly obtaining medical informa-
tion to complete academic tasks outweigh their concerns about
risk, thus prompting them to use AIGC.

The UTAUT model indicates that the higher the expected
effort of medical students, the more positive their attitude
towards use; the higher the expectations for medical students’
efforts, the greater their Performance Expectancy. Al-Saedi et al.

proved in the relevant research that performance expectancy and
effort expectancy are one of the important factors affecting users’
behavioral intention(2019). In our study, Performance Expec-
tancy and Effort Expectancy are the most significantly positive
factors for medical master’s and doctoral students to use AIGC
tools. AIGC tools are an emerging technology that is currently
being diffused and disseminated. Compared with traditional
academic platforms, they have the advantages of simple design
and easy operation. Medical graduate students can obtain the
required feedback through just a few simple steps. This sig-
nificantly enhances medical students’ willingness to use AIGC.

The Acceptance of Innovative Technologies by medical stu-
dents has a certain positive impact on their willingness to use
AIGC, but the effect is not very significant. If users accept the
technology in their hearts, they will be willing to further try,
explore, and use the tool, and their relevant experience will gra-
dually accumulate, affecting their willingness to use it. Tseng’s
findings demonstrate that perceived innovative characteristics
and dynamic individual differences significantly impact the
public’s intention to use DT through their attitude toward using
DT(2025). However, for medical students, due to the specialized
nature of medical education and practice, which values tradition
and established methods, the integration of AIGC into medical
curricula and practice require more than just a general acceptance
of innovation. It necessitates a shift in educational culture and
clinical practice that values AIGC’s role in enhancing learning
and patient care.

According to Ng, K.Y. and Chua, R.Y., Perceived Trust
depends on an evaluation of someone’s past performance and

Table 9 Path inspection results.

Hypothesis Path Standardized path coefficient S.E. C.R. P Result

H1 PE→UI 0.239 0.058 4.149 [* established
H2 EE→UI 0.463 0.069 6.667 [* established
H3 EE→ PE 0.490 0.061 8.017 [* established
H4 SI→UI 0.149 0.050 2.954 0.003 established
H5 FC→UI 0.001 0.046 0.029 0.977 invalid
H6 PT→UI 0.027 0.044 0.609 0.543 invalid
H7 PR→UI 0.018 0.051 0.352 0.725 invalid
H8 AIT→UI 0.193 0.059 3.284 0.001 established
H9 AIT→ EE 0.632 0.067 9.485 [* established
H10 AIT→ PE 0.053 0.058 0.924 0.356 invalid

Fig. 2 Model path diagram. Final structural model with standardized path coefficients; solid arrows indicate significant paths (CR > 1.96, p < 0.05). H1–H4,
H8, H9 are supported; H5–H7, H10 are not.
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reliability (2006). Tang’s results indicate that performance
expectancy, effort expectancy, facilitating conditions, and habit
significantly impact students’ intentions, with trust acting as a key
mediator, particularly for privacy concerns and social influence
(2025). However, this study shows that the Perceived Trust of
medical students towards AIGC does not significantly affect their
willingness to use it. This phenomenon can be analyzed from
three main aspects: medical students’ professional knowledge,
career uncertainty, and current education and training. Medical
students undergo specialized education with a complex knowl-
edge system. While AIGC can offer informational support, it may
tonot grasp complex clinical contexts or individual differences,
and its limitations lead accuracy concerns. Given the high
responsibilities in medicine, students prefer traditional knowledge
and experience,. adopting a cautious attitude toward new tech-
nologies Their lengthy career path and uncertainty about AIGC’s
future role and acceptance in the profession also make them
reluctant to use it. Additionally, medical education still focuses on
traditional teaching and clinical practice, with limited AIGC
application. Students lack sufficient exposure and systematic
training to assess AIGC’s reliability and integrate its output with
their knowledge, resulting in a disconnect between perceived trust
and willingness to use.

The facilitating conditions of AIGC tools exert a positive
influence on the medical students’ inclination to utilize these
technologies. This result is consistent with Wu et al’s findings
(2025). Within the scope of this study, Facilitating Conditions are
defined as the advantageous circumstances that medical students
encounter when engaging with AIGC, encompassing elements
such as tailored support, immediate performance feedback,
automated task execution, and ease of access. These Facilitating
Conditions have effectively lowered the barriers for medical stu-
dents to adopt AIGC, thereby increasing their propensity to
embrace these tools. By streamlining the process of integration
and enhancing the user experience, these conditions have played
a crucial role in fostering a more receptive attitude towards the
use of AIGC in the medical student community.

In addition, analyzing the use of AIGC by traditional Chinese
medicine students in this study, it can be found that Effort
Expectancy have a significant positive impact on Performance
Expectancy. According to T Oliveira et al. argue that if users find
a technology easy to use(2016), it means they can quickly grasp its
usage and utilize it to meet their information needs, thereby
improving efficiency; this study further demonstrates that medi-
cal students’ expectations of effort and performance in AIGC are
closely related.

The Acceptance of Innovative Technologies has a significant
positive impact on Effort Expectancy, while its positive impact on
Performance Expectancy is generally moderate. JIN C H et al.
(2014) found that consumer innovation can have a positive effect
on Performance Expectancy and Effort Expectancy. Jeong’s study
on effect of consumer’s perception of digital technology on luxury
fashion platform satisfaction shows that optimism and innova-
tiveness positively affect performance expectancy, effort expec-
tancy (2024). However, there is no significant difference in the
functional and practical expectations of AIGC between medical
students with higher acceptance of innovative technologies and
those with average acceptance of innovative technologies. The
non-significant relationship between AIGC acceptance and per-
formance expectancy may stem from medical students’ openness
to new technology not necessarily translating into actual accep-
tance of innovation, which remains disconnected from their
practical application outcomes. Although they recognize potential
value of new technologies they lack the experience and skills to
fully utilize AIGC’s capabilities. While AIGC is powerful, its in
the medical field is limited; it cannot fully replace professional

judgment and underperforms traditional methods in some tasks
leading students to be cautious about its functions practicality.
Meanwhile, the lack systematic AIGC training in medical edu-
cation combined with absence content closely linked to clinical
practice, results in high theoretical acceptance but poor practical
application, affecting performance expectations. Performance
perception is also shaped by usability and compatibility with
workflows. Cultural, educational, and experiential differences
affect how students relate tech acceptance to performance
expectations. Future research should explore how tech acceptance
influences performance expectations among diverse groups and
ways to enhance this link through education and experi-
enceAdditionally, immaturity and limited adaptability of AIGC
mean it falls short of students’ expectations handling complex
medical issues and performs poorly in specific areas, collectively
preventing a significant increase in students’ expectations of
AIGC’s functions and practicality.

In application, using AIGC in medical education and practice
raises ethical concerns. Accuracy and reliability are critical, as
misinformation can have severe consequences. AI systems must
be trained on high-quality, up-to-date data and regularly updated
to reflect the latest medical knowledge. Additionally, there is a
risk of healthcare professionals becoming overly reliant on AIGC,
which could undermine their clinical judgment and skills. Bal-
ancing the use of AI as a tool with maintaining human expertise
is essential.

Conclusions
Theoretical contributions. This study has thoroughly investi-
gated the propensity of medical students to use AIGC tools and
the factors influencing this behavior, thereby enriching the the-
oretical research in this field. Based on standardized path coef-
ficient analysis, the study has revealed the impact mechanisms of
seven key factors on medical students’ use of AIGC tools: social
influence, perceived risk, performance expectancy, effort expec-
tancy, acceptance of innovative technologies, perceived trust, and
facilitating conditions.

The research findings indicate that social influence has a
significant positive impact on medical students’ willingness to use
AIGC, operating through mechanisms of compliance, internali-
zation, and identification. This highlights the crucial role of the
social environment in the dissemination of technology. Perfor-
mance expectancy and effort expectancy are the strongest drivers
for medical students to use AIGC, demonstrating that the ease of
use and efficiency of AIGC tools are key reasons for their
acceptance. The acceptance of innovative technologies has a
certain positive impact on medical students’ use of AIGC, but its
effect is not significant due to the specialized and traditional
nature of medical education. This suggests that integrating AIGC
into medical curricula requires transformative changes in
educational culture. Perceived risk does not significantly affect
medical students’ willingness to use AIGC, indicating that they
focus more on its practical utility and social factors rather than
solely on risk perception. Perceived trust also has no significant
impact on their willingness to use AIGC, which is related to
medical students’ professional knowledge, career uncertainty, and
the current state of education and training. This underscores the
need for systematic training and practical application of AIGC in
the medical field. Facilitating conditions have a significant
positive influence on medical students’ use of AIGC, showing
that a favorable technological environment and user experience
are essential for promoting technology adoption. Moreover, the
study found that among traditional Chinese medicine students,
effort expectancy has a significant positive impact on perfor-
mance expectancy. The acceptance of innovative technologies has
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a significant positive impact on effort expectancy but only a
moderate impact on performance expectancy. This suggests a
disconnect between medical students’ theoretical acceptance of
AIGC and its practical application outcomes. These findings
provide new insights into understanding the technology adoption
behavior of medical students and offer theoretical support for
optimizing the design of AIGC tools and promoting their
application in medical education.

Practical implications. Based on the research findings, medical
educators, policymakers, and AIGC developers can take targeted
actions to advance the application of AIGC in the medical field.

For medical educators, the lack of AIGC training is a pressing
issue. The study shows that medical students’ perceived trust in
AIGC is disconnected from its actual application effectiveness,
and their acceptance of innovation does not significantly enhance
their recognition of AIGC’s functionality. This indicates insuffi-
cient practical experience with AIGC. Educators should integrate
AIGC into the curriculum through specialized training programs
that combine clinical cases, allowing students to gain hands-on
experience and build trust in AIGC. They should also emphasize
AIGC as a complementary tool to traditional education,
demonstrating its advantages in improving efficiency and aiding
diagnosis. Additionally, educators should invite influential experts
and practitioners to share real-world cases, enhancing students’
confidence in new technologies and mitigating uncertainties.

From a policy perspective, the immature application and lack
of regulation of AIGC in the medical field affect students’ trust.
Policymakers should introduce policies to promote AIGC
application while regulating its use to ensure safety and reliability.
Establishing industry standards and ethical guidelines can clarify
the scope and liability of AIGC, enhancing trust. Policymakers
should also support medical education reform, encourage the
integration of AIGC into teaching, and foster interdisciplinary
collaboration between medicine and technology fields. This will
provide students with comprehensive interdisciplinary training
and increase their acceptance and application capabilities.

For AIGC developers, the limitations of AIGC in handling
complex clinical contexts and individual differences undermine
students’ trust. Developers should enhance their understanding of
medical needs, optimize algorithms, and improve accuracy and
reliability. Collaboration with medical experts can refine AIGC
performance to meet actual needs. Developers should also create
targeted functional modules, such as personalized learning aids
and diagnostic tools, to increase students’ willingness and
satisfaction. Additionally, developers should collaborate with
educational institutions to AIGC provide systematic training and
optimize based on feedback, promoting its widespread applica-
tion in medical education.

Finally, ethical issues must highly prioritized Medical education
should enhance ethical training to cultivate a cautious attitude
among students when using AIGC, preventing over-reliance on
technology at the expense of professional judgment. Meanwhile,
developers and medical institutions must ensure that the design of
AIGC tools meets ethical requirements, protects patient privacy,
prevents data leakage, and establishes regulatory mechanisms to
promptly correct potential ethical problems Additionally, the
cautious attitude of medical students towards AIGC also indicates
that medical education needs to further strengthen ethical training
for emerging technologies, helping students to balance technolo-
gical innovation with ethical responsibility.

Limitations and future research
Although current research has significant implications, it is not
without limitations. Firstly, in order to facilitate data collection,

this study used a self-reported questionnaire to collect data.
Although this study attempts to standardize the data collection
process, errors may arise due to the fact that self-reported surveys
heavily rely on human memory (Sudman and Bradburn, 1973).
Therefore, in the future, other data collection methods such as
experimental methods should be considered and more research
on statistical analysis methods in the next phase of the study to
further refine the conclusions of this study.

Secondly, this study analyzed the willingness of medical stu-
dents to use AIGC from the perspectives of UTAUT model,
Perceived Risk model, and innovation diffusion theory. In the
future, research can combine more characteristics of medical
students’ use of AIGC tools to analyze the factors that affect
UTAUT under the background of medical students’ willingness
to use AIGC, and further explore the factors that affect medical
students’ willingness to continue using AIGC.

Additionally, factors such as participants’ digital literacy, prior
exposure to AI tools, and levels of institutional support were not fully
accounted for in our analysis. These omissions suggest that the results
should be interpreted with caution, and future research should
address these gaps to provide a more comprehensive understanding.

Finally, the cross-sectional and self-reported nature of the
study design raises the risk of common method bias (CMB).
Given that all data were collected at a single time point and
primarily relied on participants’ self-reports, this may affect the
authenticity and accuracy of the relationships between varia-
blessuch as difficulty. Although we did not employ specific
diagnostic tools for CMB (Harman’s single-factor test or a the-
oretically unrelated marker variable) in this study, we were fully
aware of this potential issue during the study design and data
analysis phases We plan to address this concern in future research
by using multiple time points and multiple data sources to further
validate our findings and mitigate the impact of this bias.

Data availability
The data sets generated during or analyzed during this study are
available from the corresponding author upon reasonable request.
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