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Unveiling multiscale drivers of wind speed
in Michigan using machine learning
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The Great Lakes region has a unique climatology due to its large water bodies. Dynamic seasonal wind
speeds are an important component in this climate that requires further study. Using 10-m wind data
from ERA5-Land, this study employs remote teleconnection indices and local climate features to
predict low-level wind speeds using Extreme Gradient Boosting (XGBoost) machine learning. The
model for monthly winds achieves high accuracy, with an R2 of 0.96 and a Root Mean Square Error
(RMSE) 0f 0.12 m/s". The Shapley Additive Values (SHAP) analysis reveals that local climate variables,
including the proximity to the nearest Great Lake, surface roughness, and surface temperature, are the
most influential predictors and are most important in the model. Teleconnections such as the El Nifio-
Southern Oscillation and the Arctic Oscillation play minor roles. This study provides a new multiscale
perspective on wind speed characteristics, drivers, and insights into the region’s wind energy

potential.

While fossil fuels have historically supplied energy, their combustion leads
to elevated carbon dioxide (CO,) concentrations and warmer climates, now
widely known as an unsustainable practice'. Renewable energy is gaining
appeal due to its decreased material costs, technological advancements,
favorable government policies, and adherence to the overall Sustainable
Development Goals (SDGs)’. Wind energy is clean, reproducible, and free
from carbon emissions, and the global wind energy resource greatly exceeds
the current global energy demand™.

Surface wind speeds significantly influence current and future energy
yields from wind turbines’. Surface wind speeds are challenging to interpret
and predict due to their sensitivity to measurement methods and station
surroundings, as they exhibit strong spatial and temporal heterogeneity. For
wind energy to continue gaining favor, the scientific community to
understand the drivers of wind speed better and improve its predictability,
providing a reference for the availability and viability of wind energy.

Teleconnections are relationships between local weather and atmo-
spheric or oceanic variability in remote parts of the world. For example, El
Nifio/Southern Oscillation (ENSO) is a very important teleconnection that
measures sea surface temperature anomalies in the tropical Pacific Ocean
and significantly influences weather and climate patterns on both sides of
the basin. Previous climatological works have found associations between
ENSO and North American precipitation and temperature®. Bjerknes et al. ”
discovered a robust link between Northern Hemisphere winter wind pat-
terns and the El Nifio-Southern Oscillation (ENSO), laying the groundwork
for many contemporary studies. El Nifo events have stronger influences on
spring and winter seasonal mean winds, while La Nifia events have a
stronger impact on summer season mean winds, with a smaller effect on

spring winds®. In the Great Lakes region, major El Nifio events are char-
acterized by lower mean wind speeds and more frequent calm winds®.

Many climatological studies have investigated teleconnections, pri-
marily focusing on their impacts on temperature and precipitation”'’. Fewer
are focused on the relationships between climate and wind speed, particu-
larly at regional or local scales. For example, a statewide study in Minnesota'
finds wind speeds follow a seasonal cycle, with wind speed peaks in both
February and April and a second maximum occurrence in October or
November. The Great Lakes region (40°N -50°N; 94°W -75°W) has a large
seasonal variability with peaks in November through January and lows in
both July and August’. At alarger spatial scale, wind speeds are highest in the
winter and spring and lowest in the summer across the continental United
States'”.

While the patterns and trends of wind speeds have been investigated at
different spatial scales, limited studies have comprehensively analyzed the
multiscale relationships between teleconnection indices, local climate and
environmental factors, and regional wind speeds, despite their complex
interactions. The Great Lakes region is an ideal location for wind power
generation, owing to its abundant wind resources and proximity to major
economic and population centers with high electricity demand. It is gen-
erally agreed upon that large waterbodies impact land surface wind speeds
and their variability"”. Understanding the importance and factors control-
ling surface wind variability is crucial information for generating wind
energy'“'°. Challenges exist in disentangling the relationships between tel-
econnections and wind variability at the regional scale, particularly when
these relationships are not linear or lagged"’. In addition, the lake breeze is a
local-scale wind system dependent on the gradient difference between the
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lake and land temperatures'® and could have important impacts on wind
variability in the Great Lakes.

Climate change may also play a role. Winkler et al. find that winds in
the Midwest increased up to 15% for 2041-2062 vs. 1979-2000 based on
ensemble regional climate model simulations, though the reasons for this
increase remain unclear””. Given the above discussions, more research is
necessary to elucidate each factor’s contribution and their interactions with
the surface winds, which may help explain the historical variability and
project possible future winds over the Great Lakes".

As a state-of-the-art technology, machine learning is uniquely suited to
analyze and compare climatological phenomena for a comprehensive
understanding of multiscale processes. It will help explain the wind vari-
abilities in the Great Lakes region, including both remote and local factors at
different spatial and temporal scales. Therefore, the study aims to 1) analyze
the spatial and temporal patterns and changes of surface winds in Michigan;
2) develop a machine learning model that can accurately predict wind
variabilities in Michigan based on multiscale climate and environmental
factors; and 3) elucidate each factor’s contribution and their interactions
with the surface wind by using the explainable machine learning approach.
Additionally, it can provide essential knowledge about the factors control-
ling Michigan’s wind speeds, which will serve as a model for the Great Lakes
region. This knowledge will be essential for designing and planning wind
farms in this region, as well as for developing strategies to mitigate wind-
related hazards.

Results

Wind speed characteristics

The monthly mean wind speeds across Michigan range from 2.01 m/s™'
to4.30 m/s™" (Fig. 1a). Generally, more intense winds are in coastal areas,
while lower speeds are typically located inland. The highest wind speeds
are found near the tips of the peninsulas, such as Huron County on the
coast of Lake Huron and Saginaw Bay on the state’s east side. The
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Fig. 1| ERA5-Land wind speed data characteristics. a Spatial distribution of mean
wind speeds (m/s™") from 1950 to 2020. Wind speeds are gathered on an hourly basis
and are averaged monthly for each county. b A bar plot displaying three calculations
of wind speeds. In red is the overall mean wind speed in the State of Michigan. The
mean wind speeds in blue correspond to locations where the county’s centroid is
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northwest tip of the Lower Peninsula and the southern tip of the Upper
Peninsula are also categorized into the highest class (3.15-4.30 m/s™").
Seasonally, the lowest wind speeds occur in summer, while the highest
are observed in fall and winter (Fig. 1b), which agrees with past findings
across the United States"”. The inland counties have a seasonal variance
of 0.48 m/s™', while the coastal counties have a variance of 0.71 m/s™".
This difference suggests that coastal counties experience more wind
fluctuations, possibly due to being more frequently influenced by Great
Lakes weather than inland counties.

Figure 1c shows the annual mean wind speeds had their highest values
in 1950 and remained high in various years throughout the 1970s and 1980s,
at ~2.7 m/s. On the other hand, 1972 had the lowest wind speed at 2.52 m/
s, which is 0.35m/s™" (12%) lower than the maximum value in 1950.
Larger fluctuations in annual wind speed are exhibited before the year 2000,
whereas more recent years show less interannual variability. The 4-year
moving average smooths the data variation and makes longer-term trends
more apparent. A Mann-Kendall test finds no statistically significant trend
through the time series. However, there is a wider range of variation in the
graph earlier in the time series compared to more modern times. The
standard deviation for the first 25 years of the time series (1950-1974) is
0.089 m/s™', whereas the standard deviation for the final 25 years
(1996-2020) is 0.057. Levene’s test for equal variances finds that the dif-
ference in the deviations is statistically significant at the 0.03 level. Likewise,
the variance for the beginning of the time series is 0.008, while the end value
is 0.003; both are statistically significant at 0.01 based on the F-test.

Spectral analysis reveals that the most significant peak frequencies for
wind speeds are at six and 12-month intervals (Fig. S2). Other peaks are at
approximately the 4-year and 2-year mark, although those periods are not
statistically significant. The Atlantic Multidecadal Oscillation (AMO)
exhibits the highest number of substantial matching frequencies with wind
speeds among all teleconnections and local climate variables, followed by the
Pacific Decadal Oscillation (PDO). The domination of inter- and intra-
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within 0.4 km of the nearest Great Lake. The mean wind speeds in green correspond
to areas where the county’s centroid is more than 0.4 km from the nearest Great
Lake. ¢ The time series of the mean wind speeds per year across Michigan. The green
line represents a 4-year moving average fit to smooth the time series.
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Fig. 2 | The Density Scatter Plot results show the XGBoost-predicted wind speeds
against the observed wind speeds based on the 20% testing sample. The coloration
represents the density of the points based on equal-size hexagons, and the density of
the scatter points represents how the data is clustered in the observation/prediction

space. a Density Scatter Plot of Predicted vs. Observed Wind Speeds for all seasons.
b Density scatter plots of observed vs predicted values by season.

annual to decadal and multidecadal cycles may explain the lack of a sta-
tistically significant temporal trend from the Mann-Kendall test across the
time series of the wind speed. Moreover, the length of our dataset and the
complexity of multi-scale physical forcings of the wind speed may limit our
ability to accurately resolve low-frequency variabilities through spectral
analysis, which may elucidate the need for machine learning approaches as
an alternative to analyzing the same data.

Following the spatial and temporal analysis, we developed XGBoost
models to assess monthly wind speeds for every county in Michigan based
on local climate variables, including surface roughness, temperature, and
pressure, as well as remote teleconnection indices from around the world.
The XGBoost algorithm is a non-parametric Machine Learning model,
making it highly flexible for the types and scales of feature variables and
powerful in predicting wind speeds”'. The full list of 25 feature variables
used in the model is presented in SI Table 1.

XGBoost performance

The XGBoost-predicted monthly wind speeds agree well with the obser-
vations when using an 80/20% training-to-testing split (Fig. 2a, b). The R*
value is 0.96, with a root mean squared error (RMSE) of 0.12 m/ s7!, for the
all-season model, indicating excellent out-of-sample prediction perfor-
mance for the XGBoost model. The area with the highest density (~400 data
points per hexagon bin) suggests a positively skewed distribution towards
the lower ranges of wind speeds between 2 and 3 m/s™". Seasonal density
models also demonstrate high R* values, ranging from 0.94 to 0.97 (2b),
based on the 20% testing data. All RMSEs exhibit low values with slight
seasonal variations, ranging from 0.11 m/s™' to 0.12m/s™". These results
exhibit seasonal sensitivity, yet the overall stability of the XGBoost model’s
excellent performance remains consistent across all seasons. Summer wind
speeds have the lowest RMSE value, possibly attributed to the relatively
lower summer wind speeds compared to other seasons, as reflected by the
greatest density of dots below ~3 m/s™ in Fig. 2b-Summer. Winter and fall
host the highest wind speeds, while displaying the highest R* value, indi-
cating our model’s ability to capture cold-season wind variability particu-
larly well.

SHAP feature analysis

We applied SHAP analysis to better understand the variable importance and
interactions with wind speed in the XGBoost model. The SHAP value
quantifies how changes in individual feature variables influence the model’s
prediction””. Specifically, a positive SHAP value indicates that the feature
contributes positively to the mean predicted outcome (in this case, higher
wind speed), while a negative value suggests the opposite. Additionally, the
magnitude of the SHAP values provides insight into the sensitivity of wind
speed to changes in individual features, indicating the importance of each
feature. We calculated the feature importance of the XGBoost model based
on all data using the ‘shap’ package in Python (Fig. 3) and listed the top 15
most important features™. Topping the list are Dist (distance from nearest
Great Lake), fsr (forecasted surface roughness), and MST (Michigan Skin
Temperature), which are all local and regional environmental variables. The
most important teleconnection variable in the model is the ENSO Climate
Adjusted Index (ENSO_CAI), ranked the 6th most important. The Western
Pacific (WP) ranked 9th, while another ENSO-related index, Nifio 4, ranked
10th. We also included the complete feature importance plot as Fig. S5,
which demonstrates that all feature variables have some control over the
wind speed with variations in sensitivity.

We also analyzed interactions between individual features and the
wind SHAP value™. Figure 4 displays the SHAP interaction plots for the
most important features in the model, ranging from local and regional to
teleconnection factors. Figs. S5 and S6 include SHAP plots for additional
features. The nearest distance to the coast (Dist) ranks highest in terms of
SHAP importance (Fig. 3) and exhibits a nonlinear, negative relationship
with the wind speed SHAP values (Fig. 4a). The SHAP values decrease
exponentially when the Dist increases from 0 to ~ 0.3 km. With Dist
~0.3 km or greater, the SHAP values remain relatively constant at negative
values of small magnitude near zero. Therefore, the XGBoost model accu-
rately captured the decreasing gradient of wind speed from coastal counties
to inland counties, possibly due to changes in lake breeze intensity and
surface roughness from coastal to inland areas. Surface roughness (fsr) is the
second most important feature in the model, and the SHAP value exhibits a
linearly decreasing pattern with increases in fsr (Fig. 4b). The fsr has a
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Fig. 3 | SHAP values of the 15 most important
features, as determined by the XGBoost model.

The SHAP value represents how the model’s pre- 0.281 Dist
diction changes in response to changes in individual 0.216 fsr
features relative to the average prediction. Each
number to the left of the variable name corresponds 0.199 MST
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positive contribution to the mean wind speed (SHAP > 0) when it is under
1.0 m and a negative contribution (SHAP < 0) when it is >1.0 m. Thus, the
smoother the surface, the faster the winds. The coastal regions near the Great
Lakes normally have less surface roughness than the inland areas, creating a
more favorable environment for stronger winds.

The relationship between MST and SHAP also shows a nonlinear
pattern: cooler temperatures are associated with wind speeds that are higher
than average (Fig. 4c). At ~285 K, the estimated wind speeds dramatically
decrease and continue to decline as MST falls. Interestingly, the fsr is the
dampening factor for the wind speed sensitivity to MST: high fsr values (red)
mostly correspond to low MST SHAP ranges (ranging from —0.4 t0 0.2) and
vice versa. Larger SHAP sensitivity (many dots below —0.4 in Fig. 4c)
corresponds to higher MST (>285K) as compared to the lower range,
indicating a seasonal difference in wind speed response to surface tem-
perature, together with surface roughness. For example, the Great Lakes
region is more likely to have fully grown vegetation during the warm season
(May to October), which will substantially increase surface roughness and
decrease wind speed (resulting in negative SHAP values). This pattern also
corroborates previous studies’ findings on winter seasonality associated with
stronger wind speeds™"”.

Besides seasonal variations, differences in temperature between the
land and lake surface (L-L) create pressure gradients that may induce the
lake-land breeze. The difference in surface pressure between land and the
Great Lakes (DiffSP, calculated as lake surface pressure—land surface
pressure) ranked fourth and is higher than the L-L’s rank (7th) because the
pressure difference more directly controls synoptic-scale winds or local
winds, such as the lake-land breeze. Our data indicate that the Great Lakes
always have higher pressure than the surrounding land area in Michigan,
and the DiffSP values are all positive. We can observe that positive SHAP
contributions occur in both warmer and colder seasons (blue and red in
GSLT), while negative contributions are predominantly observed in colder
seasons (blue GSLT). The cold season pattern can be attributed to a local
high-to-low pressure gradient from land to lakes (east to west) that opposes
the large-scale pressure gradient, which normally causes the prevailing

winds in this region to blow from the northwest. However, the westerly
prevailing wind could be strengthened by the lake wind from warmer sea-
sons since they are in the same direction. Interestingly, the SHAP plot
indicates that lower DiffSP values (<1075 Pa) generally correspond to
positive SHAP contributions and vice versa (Fig. 4d). The reason for this
pattern is not clear, possibly due to the averaging of wind magnitudes
without accounting for wind directions and possible major controlling of
the prevailing winds over the local winds (lake and land breeze due to the
pressure difference between lake and land) as well as more detailed inter-
actions between prevailing winds and local winds.

Teleconnection variables also show their importance in controlling the
monthly wind speed in Michigan, which include ENSO_CAI (6th), WP
(9th), Nifo 4 (10th), NAO (11th), and AO (12th). These indices play a lesser
role than regional and local features, but they still impact wind speeds.
ENSO_CAI (Fig. 5a) ranks as the most important teleconnection variable,
indicating that cooler Tropical Pacific Sea surface temperatures (SSTs)
correspond with higher Michigan wind speeds, suggesting that La Nifa
episodes are generally more responsible for increased wind speeds than El
Nifio phases. A previous study also identified that La Nifia events corre-
spond to cooler and stormier conditions in the northern United States and
have a greater influence on summer wind speeds, with lesser effects on
spring wind speeds’. Most other ENSO indices (Fig. S7) exhibit a similar
pattern, except for Nifo 4, which displays a non-monotonic relationship
with the SHAP value. The Nifio 4 measures the westernmost part of the
Nifo region, and its remote control on climate in North America could be
complex. The Western Pacific (WP) can impact North American surface air
temperature, having even greater influence over wintertime surface air
temperatures than the Pacific North American (PNA) or ENSO”. Some
studies have also mentioned that a positive WP phase can lead to colder and
drier conditions in the central and eastern US**, contributing to stronger
winds in the Great Lakes Regions. Our SHAP analysis revealed that WP with
values between 1 and 2 makes a positive contribution to wind speeds in
Michigan. The North Atlantic Oscillation (NAO) and Arctic Oscillation
(AO) are two indices correlated with each other”” . Our result indicates that
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Fig. 4 | Major environmental factors impacting Michigan’s monthly wind speed.
The SHAP value plots for a Distance to the coast (Dist), b forecasted surface
roughness (fsr), ¢ Michigan Skin Temperature (MST), and d difference of surface
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more abnormal NAOs (< —1 or >1) generally have negative contributions to
Michigan wind speed, while stronger phases of AO (>1) majorly positively
contribute to wind speed. The positive phase of the AO usually works in
tandem with the negative phase of the NAO and ultimately strengthens

midlatitude westerlies, which has some effect on surface wind speeds™".

Discussion

This study provides insight into the relationship between Michigan’s wind
speeds, local climate features, and teleconnections. The overall wind speed
spatial and temporal patterns in Michigan are similar to those in previous
works*"?, showing highs in winter and lows in summer, with the greatest
variability occurring in fall and winter®. The XGBoost machine learning
algorithm, combined with SHAP analysis, successfully models monthly
wind speeds, achieving an R” value of 0.96 and an RMSE of 0.12m/s".
Previous studies have identified a stilling trend in surface wind speed over
land globally before 2010”, and the stilling trend was attributed to the
increase of surface roughness introduced by more biomass and changes in
global circulation™”’. However, this stilling trend was reversed around 2010
and could be explained by multidecadal variabilities, such as the PDO and
NAO™*. We found that the ERA5-Land data do not yield a statistically
significant trend in annual wind speeds over the state of Michigan over 70
years, but there is a reduction in variability. This reduced wind variability
partially agrees with the stilling trends discovered from contemporary global
and regional studies®>****, Michigan is surrounded by the Great Lakes
and therefore has a unique spatial distribution of surface roughness and
varied thermodynamic forcings of winds from the surface. We identified
different temporal trends between the coastal and inland counties, with
inland counties demonstrating the stilling and more pronounced reduction
in variability of the surface winds (Fig. S4). The patterns of reduction in wind

variability and inland/coastal difference are controlled by the interplay of
changes in both surface roughness and large-scale circulation environment
in the study area. Previous global-scale studies also demonstrated differ-
ences in trends between ocean and land, while the ocean demonstrated
increasing surface wind speed””, the land showed stilling winds over the
same period’>***>**, The trend could also be influenced by the uncertainties
existing in the data assimilation system used by the ERA5 reanalysis, such as
the land surface process parameterization, as multiple studies have reported
the discrepancies in surface wind between the in-situ observations and
reanalysis products, including ERA5™***, Our explainable Machine
Learning model first identifies those local environmental variables,
including the distance to the lakeshore and surface roughness, that play
primary roles in controlling surface winds in Michigan. The regional surface
temperature is closely related to the seasonality of surface roughness and
prevailing winds, ranking as the third most important variable in the model.
Surface pressure differences between the Great Lakes and land all have
positive values, possibly due to the latitudinal gradient in air pressure, and
more Great Lakes areas are located at higher latitudes than the State of
Michigan. Another explanation for this is the lower elevations of the Great
Lakes compared to the land. However, pressure differences correspond to
positive and negative contributions to Michigan wind speed at different
ranges, possibly reflecting both synoptic and local controls of surface winds
in Michigan, which also vary by season.

The machine learning model also demonstrates interesting relation-
ships between teleconnection variables and Michigan wind speed from the
Pacific and Atlantic oceans. ENSO events are connected to wind speeds in
Michigan, where the ENSO Climate Adjusted Index is the top-performing
index in the model. This finding aligns with past research, which suggests
that lower mean wind speeds characterize El Nifo periods and have a strong
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Fig. 5 | Top-performing teleconnection indices impacting Michigan’s monthly wind speed. The SHAP value plots for a ENSO Climate-Adjusted Index (ENSO_CAI),
b Western Pacific Pattern (WP), ¢ North American Oscillation (NAQO), and d Arctic Oscillation (AO).

influence over cooler seasons, while stronger winds are associated with La
Nifa phases*'*. Most ENSO indices included in this study found lower wind
speeds correlated with El Nifio events and greater speeds during La Nina
events. While ENSO_CAI (30-year moving average of the Nifio 3.4 SST)
was not considered in previous studies and only PDO was mentioned to
have close relationship to surface winds in Asia™, the ENSO_CAI has a
greater feature importance than other teleconnections (Fig. 3) in our ML
model, suggesting the importance of multidecadal varijabilities in tele-
connections in controlling regional surface winds in Michigan.

Multiple previous studies also demonstrated a positive relationship
between the NAO and surface wind in North America*™*. Shadbolt also
discovered stronger winds over the Lower Peninsula of Michigan in the
spring during a positive NAO phase. At the same time, there are increased
winds from the North and decreased winds in the South during negative
NAO phases'. The general theory is that the NAO modulates the large-scale
atmospheric pressure field and the location of the Jet Stream® ™, thereby
changing the weather regime, such as the Arctic High*, with significant
implications for surface wind in North America. However, no linear cor-
relation is evident between the NAO and mean monthly wind across
Michigan (Fig. $3). The machine learning model indicates higher sensitiv-
ities of wind speed responses (negative) when NAO is in either a negative or
positive phase (Fig. 5¢), and strong negative SHAP contributions to wind are
observed at negative NAO values (<—1). These nonlinear wind responses to
NAO can be attributed to compounding factors, including the local wind
forcing factors, surface roughness, and other teleconnection factors such as
ENSO (which highly covariates with the NAO in our model) and PNA.

Our study demonstrates that the XGBoost-SHAP values successfully
model and explain the multiscale physical processes governing surface wind

speed in Michigan, providing essential information for renewable energy
generation. Future studies need to combine the analysis with the variability
of wind direction changes at a more granular temporal and spatial scale,
which could help to explain some of the interesting patterns (e.g., the pattern
that a smaller range of pressure difference between lake and land has a
positive contribution to wind SHAP values) we discovered from the
monthly wind data analysis. The polar vortex is an important winter climate
phenomenon in the Great Lakes region, and its strength and location are
heavily influenced by El Nifio and La Nifia*’. How the polar vortex influ-
ences the wind variability in Michigan could also be better elucidated when
accounting for wind direction. Winds at different altitudes, such as 100 m,
could be modeled to provide a more comprehensive reference for wind
electricity generation. Finally, we could set up idealized physical model
experiments (e.g., the Weather Research and Forecasting Model, WRF) to
isolate factors and test novel relationships identified from the machine
learning framework.

Methods

Datasets

We obtained a long-term 70-year hourly wind climatology from the
ERA5-Land reanalysis within a boundary of (40°N-50°N; 94°W-75°W).
ERA5-Land is created from ERAS5 by forcing the land surface component
with the atmospheric model without coupling them"’. ERA5-Land pro-
vides hourly data and offers a high spatial resolution of 0.1° (~9 km) from
1950 to the present. We obtained ‘ul0’ and ‘v10’, which are wind vectors
at 10-m heights above the Earth’s surface. These variables were used to
calculate the wind speed magnitudes, which were then averaged at a
monthly resolution.
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The ERA5-Land is chosen as the main data source for this study
because it improves the original ERA5 product by including the state-of-the-
artland surface modeling”, and it provides a combination of higher spatial/
temporal resolution (0.1°hourly) and longer duration (>70 years) as
compared with other reanalysis products such as NCAR/NCEP Reanalysis,
MERRA-2, NARR, and CFSR*. Other studies have found ERA5 superiority
over MERRA2 when assessing wind power”. It was also discovered that
ERA5-Land performs best for lower wind speeds when compared with the
ERA-Interim and ERA5”.

We also derived the following features from the ERA5 single-level
monthly-averaged reanalysis dataset” for the machine learning model,
including surface roughness, skin temperature, and surface pressure, as the
source data for local and regional predictors of wind speed. The local climate
features are averaged over the Great Lakes and Michigan land areas to
quantify their impact on wind speeds in the model. A list of all acronyms and
their descriptions can be found in Supplementary Information Table 1
(Table S1).

Next, monthly teleconnection indices were retrieved from the Physical
Sciences Laboratory of the National Oceanic and Atmospheric
Administration™. These indices include Nifio 1 + 2, Nifio 3, Nifio 3.4, Nifio 4,
and the Oceanic Nifio Index, which are related to ENSO. We also included the
long-term climate adjustment of the ENSO index, ENSO_CALI, defined as the
30-year moving average value of the Ocean Nino Index (ONI, measured as
the SST of the Nifo 3.4 region) centered at the current month. The
ENSO_ANOM represents the departure of the observed SST values from the
ENSO_CAT” for the current month. Other indices include the North Atlantic
Oscillation (NAQ), Arctic Oscillation (AO), Pacific North American (PNA),
Western Pacific (WP), East Atlantic Western Russia (EA_WR), Pacific
Decadal Oscillation (PDO), North Pacific Pattern (NPP), Atlantic Multi-
decadal Oscillation (AMO), and the Atlantic Meridional Mode (AMM).
More details about teleconnection variables can be found in Table S1.

In total, eight physiographic variables were acquired directly from or
calculated from ERA5 and ERA5-Land datasets, while 16 teleconnection
indices were retrieved as inputs into the machine learning model. Hourly
ERA-Land wind and the ERA5 Data were averaged for each county in
Michigan by month. The monthly wind data were combined with the
monthly teleconnection data for statistical analysis and training of the
machine learning model. The study period spans from January 1950 to June
2020, yielding 846 monthly observations. There are 83 counties within
Michigan; 846 x 83 = 70,218 rows of data for each variable in the dataset.
We have applied the 4-year moving average and Mann-Kendall test
(‘pymannkendall’ python package) to analyze the annual wind speed time
series for Michigan™. Next, a spectral analysis is conducted for the monthly
Michigan wind speed and selected teleconnection index using Python and
Jupyter Notebook. Spectral analysis transforms data via the Fourier trans-
form to find matching periodicities between climate phenomena™. The
logarithmic y-axis displays the signal’s power, where a higher amplitude
connotes a higher significance. A Pearson’s correlation matrix was devel-
oped for all variables in the study (Fig. S3) to examine linear relationships
between wind speed and various feature variables.

Machine learning
The data was input into a machine learning model to capture complex
relationships between the variables in the data, including non-linearity. The
eXtreme Gradient BOOSTing (XGBoost) was employed in this study for its
ease of use and scalability™. Compared with other learning models like linear
regression and neural networks, XGBoost has shown more accurate fore-
casting of wind speeds”. XGBoost is a model-agnostic, non-parametric
algorithm that can handle non-stationary spatial and temporal data. This
state-of-the-art tree boosting algorithm easily extracts information that is
difficult to detect through traditional methods™. Shapley Additive exPla-
nations (SHAP) analysis uses the XGBoost algorithm to interpret and
visualize the machine learning output.

XGBoost is a tree-based algorithm that improves the original gradient-
boosting decision tree algorithm™. XGBoost combines the outputs of weak

learners in a sequence to perform better, integrating many classification and
regression trees using gradient boosting, which has effectively solved
regression problems. The data fed into XGBoost uses an 80/20% split ratio
for this study’s training and testing data. The regression tree was iterated
1623 times to yield the final model, which was the optimal iteration with the
lowest root mean squared error (RMSE) value. The model was validated
using 5-fold cross-validation, a technique that is more accurate than other
validation models (holdout) due to its reduction of variance and
overfitting”’. We used the K-folds method to monitor the RMSE values
during the iterations of the trees and the training/testing split, where the
values incrementally increased until the RMSE stopped decreasing,
informing us which split and number of trees were most appropriate. The
final model was validated using RMSE and R’ based on the 20% testing
sample.

SHAP analysis can be applied to machine learning models to interpret
and visualize their output. The SHAP analysis, rooted in game theory,
assigns values to each ‘player’ (feature variable) in the ‘game’ (model) to
evaluate their impact™. This technique can effectively visualize XGBoost
models and enhance their interpretability”. This study used the ‘shap’
package, employing Python programming to create graphs and plots from
the XGBoost model™. The beeswarm plot orders the features in terms of
their importance from greatest to least impact on the model.

The SHAP scatter plot further contextualizes this, providing an indi-
vidual scatter plot for each feature variable in the model. Along the x-axis are
the values from the data in their native units, as denoted by the plot title. We
also include the histogram showing the distribution of each feature variable
along each x-axis. The y-axis represents the impact these values have on
wind speed, where values above zero positively affect wind speeds (faster)
and values below zero negatively impact wind speeds (slower), all compared
to the mean prediction. The coloration in these graphs is derived from the
variable with the greatest interaction effect with the x-axis feature variable.
These visualizations are crucial in interpreting the modeling results and
fostering a deeper understanding of the complex relationships within the
model and data.

Data availability

A core section of the data and code relevant to this manuscript has been
shared as part of this work: https://doi.org/10.5281/zenodo.15226084.
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