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of multiple decisional dimensions
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Surgical planning can be highly complicated and personalized, where a surgeon needs to balance
multiple decisional dimensions including surgical effectiveness, risk, cost, and patient’s conditions
and preferences. Turning to artificial intelligence is a great appeal. This study filled in this gap with
Multi-Dimensional Recommendation (MUDI), an interpretable data-driven intelligent system that
supported personalized surgical recommendations on both the patient’s and the surgeon’s side with
joint consideration of multiple decisional dimensions. Applied to Pelvic Organ Prolapse, a common
female disease with significant impacts on life quality, MUDI stood out from a crowd of competing
methods and achieved excellent performance that was comparable to top urogynecologists, with a
transparent process that made communications between surgeons and patients easier. Users
showed a willingness to accept the recommendations and achieved higher accuracy with the aid of
MUDI. Such a success indicated that MUDI had the potential to solve similar challenges in other
situations.

As a crucial clinical decision-making issue, treatment selection is an essential
component of clinical practice1. For diseases with explicit guidelines and
recognized optimal treatment, determining a specific therapy is typically
standardized and, therefore, uncomplicated. Nevertheless, for diseases
lacking a recognized optimum treatment, the selection of treatment can
become highly personalized and challenging. For instance, deciding on a
procedure commonly involves considerations of its effectiveness, safety, and
cost2–4. Though, it is often the case that the potentially most effective pro-
cedure is linked with increased expenses or safety concerns, so we would
have to compromise for a comparatively suitable one for a particular patient
by carefully evaluating his or her physical, mental, and financial circum-
stances, weighing multiple decision dimensions while also considering the
preferences of thepatient and surgeon.This typeof surgical decision ishighly
personalized, comprehensive, and reliant on expert experience. However, it
can be challenging to directly describe or even quantify this experience to
reveal subtle tendencies and trade-offs, and sometimes even experts could
hardly reach a consensus. This situation highlights the appeal of developing
an intelligent data-driven approach to treatment recommendations.

Efforts have been made in the literature to find a solution. Initial
attempts focused on rule-based expert systems that made decisions
according to pre-defined deterministic rules set by experts5. Though this
strategy has successfully recommended treatments for prostate cancer6,

breast cancer7, hemophilia8, beta-thalassemia9, and so on, it lacks the flex-
ibility for personalized medicine and is costly to keep up with the latest
medical evidence5. Further efforts turned to the use of data-driven artificial
intelligence based on statistical rules learned from extensive clinical data
through diverse machine learning methods such as clustering analysis,
logistic regression, decision tree, and tabular Q‐learning. Treatment opti-
mization and recommendation along this research line have proven to be
successful in ICU10, diabetes11, atrial fibrillation12, postmenopausal
osteoporosis13, basal cell carcinoma14, breast cancer15, cardiovascular
disease16, ovarian cancer17, and led to a well-known commercialized pro-
duct, Watson for Oncology designed by International Business Machine
which was able to offer dependable treatment recommendations for dif-
ferent types of cancer, e.g., breast cancer18 and lung cancer19. More recently,
taking advantage of the rapid development of deep learning and reinfor-
cement learning, more data-driven clinical applications have emerged as
powerful tools in medical informatics20,21, drug development22, medical
image analysis23–26, disease diagnosis21,27, prognosis prediction28–30, chronic
diseasemanagement31 as well as treatment recommendation30,32–34. Amajor
limitation of these deep-learning-based methods, however, is that they are
often doubted for lack of transparency and interpretability.

We observed that none of the extant studies on treatment recom-
mendation fully considered multiple decision-making dimensions
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concurrently, nor could make an intelligent treatment recommendation
that is personalized for both the patient and the decision maker in an
interpretable way. In this study, we filled in this gap with Multi-
Dimensional Recommendation (MUDI), an interpretable data-driven
intelligent system that facilitates bilaterally individualized procedure
recommendation with joint consideration of multiple decision-making
dimensions under the general framework of Multicriteria Decision Mak-
ing (MCDM), which considers different qualitative and quantitative cri-
teria that need tobefixed tofind thebest solution35–37. Compared to regular
machine learning approaches that recommend treatments based on the
patient’s raw features directly, MUDI enjoys the following advantages.
First, it outlines a comprehensive framework for intelligible and rational
compromise across all dimensions of decision-making. Second, it is cap-
able of providing a quantitative representation of a surgeon or medical
center’s decision-making philosophy with the backing of corresponding
clinical data. Third, it is personalized for both the patient’s side and the
surgeon’s side with straightforward interpretation that perfectly aligns
with the thought process of surgeons in practice. Last, it utilizes explicit
and implicit medical knowledge elegantly to provide probabilistic
recommendations that could appropriately reflect the uncertainty in
treatment selection for a complex disease. On the other hand, compared to
conventional expert-driven methods for MCDM that balance conflicting
decision-making dimensions based on subjective opinions of human
experts via the Analytic Hierarchy Process (AHP) or the Multi-Attribute
Utility (MAU),MUDI is superior in objectivity, transparency, and efficient
implementation due to its data-driven nature.

To verify the effectiveness of MUDI, we employed it in Pelvic Organ
Prolapse (POP), a common female disease related to the descent of the female
pelvic organs into or through the vagina, which has a profoundly negative
impact on the quality of life of the patients38. Lacking a straightforward
guideline to select dozens of available procedures associated with hetero-
geneous treatment effects, impact on sexual function, risk of complications,
operation complexity, andmedical cost38–41(refer to SupplementaryMaterials
for more details), surgery selection for POP patients is very challenging and
highly reliant on expert experience.Worse still, professional urogynecologists
are in great shortage in most countries42, including China. Developing a
dependable AI tool to attain high-quality personalized surgical recommen-
dations for patients with POP holds substantial medical significance. The
ample decision-making components in POP render it an ideal specialist
disease for motivating and validating the suggested method. A carefully
designed simulation experiment involving over 1,000 POP patients at mul-
tiple medical centers in China has validated MUDI’s remarkably precise
performance in recommending surgical options that closely align with top
Chinese urogynecologists. To the best of our knowledge, none of the current
knowledge-based or data-driven therapy recommendation systems for POP-
related diseases43–48 could equal MUDI’s accuracy, flexibility, and interpret-
ability. Such success on POP reveals the potential of MUDI as a general tool
for decision-making for other diseases or situations facing a similar dilemma.

Results
Clinical problem and data preparation
Formally, let S ¼ fs1; � � � ; sKg be the action space composed of K possible
surgeries for the disease of interest, which is POP in this study. For a
particular patient i whose surgery plan is under consideration, let Xi be her
feature vector that carries on all necessary pre-treatment covariates
encoding her physical, psychological, and economic conditions. Our goal is
to establish a quantitative model for recommending elements in S for the
best benefit of patients. We hope that the established recommendation
model can be well aligned with the thought process of surgeons in practice
(i.e., interpretable), and can sufficiently reflect the preferences of patients
and surgeons (i.e., personalized).

To support this study, we collected all patients who had POP proce-
dures in Peking UnionMedical College Hospital (PUMCHorH1) between
January 2015 and August 2022 as the primary dataset to support this study.
After a data quality control procedure, 242 patients were excluded due to

missing data or receiving other surgical procedures beyond the 6 surgical
procedures of our interest, leaving 997 qualified patients. Hereinafter, we
referred to this single-center dataset with 997 qualified patients asDs. Five-
fold cross-validation was conducted for model training and validating: we
splitDs into a training datasetDs;t formodel trainingwith 799 patients who
received surgeries between January 2015 and December 2020, and a testing
datasetDs;v for method validation with 198 patients who received surgeries
between January 2021 and August 2022.

To overcome the potential limitations of the internal validation based
onDs; we also collected an additional multi-center datasetDm for external
validation, which contained 212 POP patients who received surgeries
betweenSeptember2021andSeptember2022 in3other hospitals, including
PekingUniversity First Hospital (PUFH orH2), PekingUniversity People’s
Hospital (PHPH or H3), and the Third Affiliated Hospital of Guangzhou
Medical University (TAHGMU orH4). Based on this multi-center dataset,
we created a synthetic dataset Dm;v containing 100 patients selected from
Ds;v andDm to compareMUDIwith human surgeons. Table 1 summarizes
the basic information of these datasets.

For eachpatient i in these datasets, 3 types of variableswere recorded to
form the following medical record for her:

Ri ¼ Xi;b;Xi;k;Zi;Ti;Y i;k;Ci

� � ð1Þ

where Xi ¼ Xi;b;Xi;k

� �
are pre-treatment background covariates and

key indicators, Zi;Ti

� �
are treatment-related variables with Zi standing

for the surgery received by patient i and Ti being the time label of the
surgery, and Y i;k;Ci

� �
are the post-treatment outcome variables with

Y i;k being the key indicators after treatment and Ci being the medical
cost. Note that we encode Ti’s in a reverse chronological order for
convenience, where the present time is encoded as 0 and an earlier time is
encoded as a negative number. In case that the time label Ti is not
precisely known for some cases, we discretize Ti’s in an appropriate
granularity, e.g., a month or a year, for simplicity. Table 2 demonstrates
the medical records of a few typical POP patients, with elements of Ri
explicitly highlighted. More details about these datasets are provided in
Supplementary Materials. Variables displayed in Table 2 were selected
from a large number of variables in the originalmedical records based on
clinical knowledge and evidence from the literature. Only important
variables that are closely related to POP surgery selection with clear
medical significance were selected for the establishment of a concise and
interpretable AI model for surgery recommendation.

Method overview
A straightforward solution to the aforementioned surgery recommendation
problem is to build a machine-learning prediction model with the feature

Table 1 | Basic information of the involved datasets of POP
patients

Dataset Period Hospital Sample size

Ds;t 2015/01-2020/12 H1 799

Ds;v 2021/01-2022/08 H1 198

Dm 2021/09-2022/09 H2 139

H3 35

H4 38

Total 212

Dm;v 2021/01-2022/09 H1 47

H2 23

H3 18

H4 12

Total 100
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vector Xi as predictors to predict the surgery, e.g., generalized logistic
regression, naïve Bayes, decision tree, or neural network. Although such a
simple strategy often leads to good predictionswhen there is sufficient high-
quality clinical data available as training data, it often suffers from
untransparent decision-making procedures and unstable performance
when the training dataset is relatively small (which is often the case in
clinical studies).

In this study, we propose an alternative strategy for surgical recom-
mendation under the framework of MCDM, where we characterize the
impacts of each surgery on the patient from multiple decision-making
dimensions quantitatively and compromise across these dimensions wisely.
To characterize the impacts of surgery treatment s 2 S on a patient with
pre-treatment covariates X ¼ ðXb;XkÞ, a series of prediction models are
established toprovidequantitativepredictiononeffectiveness, risk, cost, and
complexity of surgery s for the specific patient, resulting in
ρejs;X ; ρrjs;X ; ρcjs;X ; ρojs;X as the index values of effectiveness, risk, cost, and
complexity, respectively. Moreover, an additional preference term ρpjs;X is
also calculated to reflect the “prior” preference on surgery s given the
background covariates Xb without considering the other decision-making
dimensions. For conceptual and practical convenience, we normalize these
index values so that they are all positive numberswith ahigher ρ indicating a
better performance of surgery s on the corresponding decision-making
dimension for the patient.

Integrating all these quantitative indices for each surgery s 2 S, we get
the following surgery feature profiles:

FS ¼ FsðXÞ
� �

s2S ; ð2Þ

where

Fs Xð Þ ¼ ρpjs;X ; ρejs;X ; ρrjs;X ; ρcjs;X ; ρojs;X
� �

; 8 s2S : ð3Þ

By transforming the raw pre-treatment covariates X of a patient into
the surgery feature profilesFS ¼ FsðXÞ

� �
s2S ;we comeupwith a collection

of new predictors summarizing the potential outcomes of taking different
surgeries formmultiple aspects, including effectiveness, safety,medical cost,
operation complexity and so on. The transformation fromX to FS makes it
possible to establish an interpretable model for surgery planning under the
framework of MCDM, because the elements of FS precisely align with the
major concerns of a surgeon tomakedecisions in clinical practice.Aswewill
show in detail in the next subsection, the transformation from X to FS is
non-trivial, because a lot of information beyondX is poured into FS during
the transformation, providing richer signals and broader perspectives for
decision-making. When more decision dimensions beyond the proposed
ones are under consideration, we can expand FS for the additional
dimensions.

Intuitively, a rational surgeon should always choose a surgery with a
large preference term, higher effectiveness, lower risk, lower cost, and lower
complexity for the patient, and make a wise compromise when there does
not exist a single surgery that can optimize all decision-making dimensions
simultaneously. Following such an intuition, we proposed in this study the

following quantitative model for the probability of choosing surgery s by a
surgeon with preference vector α for a patient with pretreatment covariates
X under an established surgery feature profile FS :

P sjX; α;FS
� � / ρpjs;X

� �αp � ρejs;X
� �αe � ρrjs;X

� �αr � ρcjs;X
� �αc � ρojs;X

� �αo
; 8 s2S

ð4Þ

where

α ¼ ðαp; αe; αr; αc; αoÞ ð5Þ

being the decision preference vector of the surgeon with its elements as the
weight parameters to balance different decision-making dimensions. Here,
we chose to fix αp ¼ 1 and constrained αe; αr; αc; αo ≥ 0 to better keep the
probabilistic interpretation ofP sjX; α; FS

� �
, and made sure that a surgery

associated with larger index values enjoys a higher chance to be selected.
Moreover,wenoted that themodel inEq. (4)was equivalent to the following
log-linear model with concise vector form that was widely adopted in
machine learning:

P sjX; α; FS
� � / exp α0 log Fs Xð Þ� � ð6Þ

with log Fs Xð Þ, instead of Fs Xð Þ, as the predictors. Though the majority of
the five terms (i.e., ρpjs;X , ρejs;X ; and ρrjs;X) had clear probabilistic meanings,
we chose to define the model for P sjX; α; FS

� �
by Eq. (4), instead of its

equivalent long-linear form, to better highlight its probabilistic
interpretation.

Given the surgery feature profiles FS , personalized surgical planning
can be achieved for a patient with feature vector X and a surgeon with
decision preference vector α by maximizing P sjX; α; FS

� �
, i.e., recom-

mending

ŝX;α ¼ argmax
s2S

P sjX; α; FS
� �

: ð7Þ

The recommended surgery ŝX;α is personalized from both the patient’s
and the surgeon’s perspectives, because it is determined by the patient
feature vector X and the surgeon preference vector α. Under such a fra-
mework, a surgeon with a specific decision preference vector α would give
differentiated surgical recommendations to patients with different feature
vectors, while a patient with a specific feature vector X might receive dif-
ferent surgical treatment recommendations from surgeons with different
preference vectors.

In this study, we refer to the surgical recommendation based on target
functionP sjX; FS ; α

� �
in Eq. (4)with the preference term ρpjs;X established

by generalized logistic regression as a MUDI recommendation. Figure 1
demonstrates the overall architecture ofMUDI, which indicates thatMUDI
contains two primary stages: a preparation stage where surgery feature
profiles FS are estimated based on multiple information sources (e.g., lit-
erature, domain knowledge, and historical medical records), and an appli-
cation stage where the feature vector X of the patient and the decision
preference vectorα of the surgeon are fed toMUDI for personalized surgical

Table 2 | Typical medical records of POP patients with selected variables

Background covariates Xb Pre-treatment key indicatorsXk Treatment-related
variables

Post-treatment key
indicators Yk

Medical
cost C

Patient
ID

Age BMI Mesh
aversion

Vagina
reservation

POP-
Q Ba

POP-
Q C

POP-
Q Bp

SurgeryZ Time
label T

POP-
Q Ba

POP-
Q C

POP-
Q Bp

(CNY)

1 51 23.9 0 1 0 4 -1 SC 03/21
2021

-3 -7 -3 27242

2 67 20.4 0 0 3 5 -1 SSLF 08/25
2021

-2.5 -7 -3 11553

� � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � �
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planning according to the estimated FS . Hereinafter, we refer to the pre-
paration stage for estimating FS as MUDIF, and the application stage for
treatment recommendation as MUDIA, respectively. Additionally, in case
the decision preference vector α of the surgeon is unknown, we also need to
estimate α properly based on observed data via an additional estimation
stage referred to as MUDIα .

Establishment of the surgery feature profiles FS via MUDIF
Summarizing key characteristics of the involved surgeries in multiple
decision-makingdimensions, the surgery feature profilesFS ¼ Fs Xð Þ� �

s2S
play a critical role inMUDI. In principle, surgery feature profiles FS can be
estimated from clinical data with the support of domain knowledge. In
practice, however, because each element of Fs Xð Þ is a complicated function
of surgery s and patient feature vector X, it is often challenging to develop

reliable predictionmodels for Fs Xð Þ ¼ ρpjs;X ; ρejs;X ; ρrjs;X ; ρcjs;X ; ρojs;X
� �

in

its general form. Considering that surgery s is often the major factor in
determining the risk, medical cost, and operational complexity of surgeries
for POP, here we choose to simplify ρrjs;X , ρcjs;X and ρojs;X to functions of
surgery s only via the following approximation:

ρrjs;X � ρrjs; ρcjs;X � ρcjs; ρojs;X � ρojs; ð8Þ

where ρrjs, ρcjs and ρojs stand for the corresponding average values over the
patient population. In this subsection, we will discuss how to establish the
concrete formulation of the simplified feature profile

Fs Xð Þ � ρpjs;X ; ρejs;X ; ρrjs; ρcjs; ρojs
� �

ð9Þ

based on multiple information sources, including medical literature,
domain knowledge, and a collection of historical medical records D ¼
Ri

� �
1≤ i≤ n of n patients.
First, we consider the specification of the three patient-independent

indices ρrjs, ρcjs and ρojs. Because short-term and long-term complications
are the major risks of POP-related surgeries, we specify the risk index ρrjs
based on the complication rate of surgy s. Let rs be the overall complication
rate of surgy s reported by large-scale cohort studies on POP49,50, os be the
complexity score of surgery s based on domain knowledge, and �Cs be the

average cost for receiving surgery s, i.e.,

�Cs ¼
1
N s

Xn
i¼1

Ci � I Zi ¼ s
� �

: ð10Þ

We specify the risk index, the cost index, and the complexity index of
surgery s as:

ρrjs / 1=rs; ρcjs / 1=�Cs and ρojs/ 1=os: ð11Þ

Next,we consider the evaluationof ρejs;X , the personalizedeffectiveness
index of surgery s for a patientwith pretreatment covariatesX. Strict efficacy
evaluation of surgeries typically involves strict clinical trials or cohort stu-
dies, which are limited. Here, we simplify the problem for conceptual and
practical convenience by quantifying ρejs;X with the rough probability of
cure, which can be estimated based on the medical records in D. To be
concrete, for each patient i inD, define her observed improvement of POP-Q
score (refer to Supplementary Material Note 2 for more details) due to the
surgery she received as the difference of her key indicators after and before
the surgical treatment, i.e.,

Δi ¼ Y i;k � Xi;k: ð12Þ

Let Is be the random vector standing for the potent improvement of a
patient by receiving surgery s. We can learn the distribution of Is based on
Δi

� �
i2Ds

by specifying an appropriate parametric model for Is. Once the

probability distribution of Is is established, the effectiveness of surgery s,
which is specified as the cure probability, can be calculated as follows:

ρejs;Xk
¼P Xk þ Is 2 Xk

� �
; ð13Þ

whereXk is a pre-definedvalue range indicting the quantitative standard for
curation.

A last,we establish thepriorpreference termρpjs;X bya regularmachine
learningmethod (e.g., logistic regression, decision tree, naïve Bayes classifier
or neural network) tomodel the probability of selecting surgery s for patient
i solely based onher rawpretreatment covariatesXi: Sucha termplays three
roles in MUDI. First, it summarizes the “prior preference” for surgery s
based on only the shallow-level information in X, before deep-level infor-
mation inX (i.e., the four additional dimensions) is utilized. Second, it serves

Fig. 1 | The architecture of MUDI. A preparation stage: surgery feature profiles FS are estimated; an application stage: patient’s feature vector X and surgeon’s preference
vector α are fed.
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as a baseline for evaluatingMUDI, because MUDI would degenerate to the
baselinewhenαe; αr; αc; αo are all set to 0. Third, it serves as a supplement of
the risk term ρrjs;X . Ideally, the risk term ρrjs;X should fully measure the
personalized risk of a patient with pre-treatment covariates X for taking
surgery s. In this study, however, considering that it’s infeasible to establish a
complete riskmodel, i.e., ρrjs;X , due to limitations on clinical data and lack of
high-quality follow-up studies, we retreated to a simplified risk model, i.e.,
ρrjs, which reports the average risk of taking surgery swithout specifying the
personalized risk for a particular patient with pre-treatment covariates X.
The simplified risk model ρrjs is incomplete, but can be backed up by the
preference term ρpjs;X , because experienced surgeons tend to avoid high-risk
surgeries based on patient covariates X in clinical practice and such pre-
ference is typically well encoded in the term ρpjs;X . Details of the establish-
mentof thepriorpreference termρpjs;X , or equivalently thebaselinemethod,
via various machine learning models can be found inMethod.

Specification of the decision-making preference vector α
via MUDIα
In case the decision preference vector α is known for a surgeon, we directly
specify α to the known value; otherwise, we need to estimate it properly. A
possible way to estimate the unknown α is to consult a group of carefully
selected medical experts for their opinions on the specification of α under
the framework of MCDM via the AHP or the MAU. Such a traditional
strategy, however, often suffers from the subjectivity of human experts,
untransparent interpretation, deviation from the spirit of evidence-based
medicine, and low efficiency in implementation due to a tedious iterative
voting procedure of experts.

In this study,wepropose an alternative data-driven strategy to estimate
α that does not require direct inputs fromhuman experts anymore. Our key
argument relies on the fact that real clinical datasets, e.g.,Ds andDm in this
study, contain rich information about how a surgeon balances different
decision-making dimensions in practice. If we reformulate the surgery
recommendation problem as a prediction problem aiming to predict the
actual surgery a patient received based on her surgery feature profiles
FS ¼ Fs Xð Þ� �

s2S, we would be able to learn statistical rules about surgery
selection, basedonwhat has beendoneby the surgeon via a collection of his/
her medical recordsD ¼ Ri

� �
1≤ i ≤ n. To be concrete, for patient i, let

piðαÞ ¼ P s1jXi; α; FS
� �

; � � � ;P s6jXi; α; FS
� �� � ð14Þ

be her surgery recommendation probability under decision preference
vector α, where probabilityP s1jXi; α; FS

� �
is defined in Eq. (4). The cross-

entropy loss function below

l αð Þ ¼ � 1
n

Xn
i¼1

X
s2S

ln P sjXi; α; FS
� �� � � I Zi ¼ s

� �
ð15Þ

gives the log-likelihood of dataset D ¼ Ri

� �
1≤ i≤ n under the prediction

model, which quantifies how it is likely to observe the surgery selections in
dataset D under the prediction model equipped with parameter vector α.
Based on the maximum likelihood principle in statistical inference, it’s
reasonable to specify α with the maximizer of l αð Þ, i.e., the maximum
likelihood estimate

α̂ ¼ argmax
α2Θ

l αð Þ; ð16Þ

whereΘ is the admissible space of parameterα. The above optimization can
be achieved conveniently by standard software for logistic regression51.
Compared to the conventional expert-driven strategy forMCDM, this data-
driven strategy enjoys the advantages of more objective and transparent
results and more efficient implementation.

In establishing the standard MUDI, we quantified the preference of
patients by several main questions (e.g., cost matter, sexual life, vagina
reserve, mesh aversion). For example, if a patient shows great tolerance to
cost,wewould exclude the cost dimension fromconsideration by setting the
corresponding elementαc to be zero. If a patient is averse tomesh, wewould
set the prior probability ρpjs;X ofmesh procedures (e.g., ATVM,PTVM) to a
value (e.g., 0.01) to reflect her preference. Similarly, if the patient has sexual
life or wants to preserve the vagina, we would set the prior probability ρpjs;X
of the surgery against it (i.e., Colpocleisis or s6) to a low value (e.g., 0.001).

In practice, considering that a group of surgeons from the same
medical center often share similar decision-makingpreferences,we canpool
medical records from a medical center together to estimate the center-level
decision-making preference vector in the same way.

Application of MUDI in surgical treatment recommendation
for POP
To establish MUDI for surgical planning for POP patients, we learned the
surgery feature profilesFS and decision preference vectorα forMUDI from
the training datasetDs;t via theMUDIF module and theMUDIα module as

Fig. 2 | Performance ofMUDI for POP-related surgeries in internal and external evaluations.MUDI performed stably well in both validations. In the external validation,
it was comparable to top urogynecologists and far better than the experts and junior surgeons.
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shown inFig. 2. The trainedmodel is then applied to the testingdatasetsDs;v
andDm;v for internal and external performance evaluation, respectively. In
the internal performance evaluation, we used the actual surgeries chosen in
the original medical records in Ds;v as the gold standard. In the external
performance evaluation, 20 human experts were invited tomake procedure
recommendations for the 100 cases in Dm;v independently. Based on their
seniority and expertise, the 20 experts were divided into 3 groups: the first
group contained 8 members of the Urogynecology and Reconstructive
Pelvic Surgery Society of China (URPSC), the most authoritative academic
organization in China on the field; the second group covered 6 senior
gynecologists who had clinical practice of >10 years in major medical cen-
ters of China (i.e., tertiary hospitals recognized by the Chinese government)
and had received formal urogynecology training for at least 1 year; the third
group was composed of 6 junior surgeons who had clinical practice of
5–8 years in major medical centers of China but had never received formal
urogynecology training. We referred to these three groups as “top experts”,
“experts” and “junior surgeons”, respectively. Treating the most voted
surgery by the top experts as the gold standard, the top-k accuracy ofMUDI
(see theMethod section for detailed definition) was calculated and reported
in Fig. 2, which equals 60% in internal validation and 62% in external
validation for k ¼ 1, and both increases to 92% for k ¼ 3. The top-k
accuracy of each human expert group for the external validation dataset is
also listed in Fig. 2 for comparison. The top-k accuracy of human experts
equals 55%, 75%, and 82% for k = 1, 2, and 3 in the top expert group, and
decreases to 27%, 47%, and 61% in the inexperienced surgeon group.

These results reveal the following insights: (a) surgery recommenda-
tion forPOPpatients is a challenging taskwith significant uncertaintywhere
inexperienced surgeons often fail to identify the appropriate surgery and
even top experts often recommend different surgeries for the same patient
due to heterogeneous preference on different decision-making dimensions;
(b) MUDI enjoys excellent performance in external evaluation that is
comparable to top experts and significantly better than experts and inex-
perienced surgeons; (c) MUDI demonstrates strong robustness with small
performance variation between internal and external evaluations. These
results suggest that MUDI is a reliable approach for surgical treatment
planning with transparent interpretation, under the support of the trans-
formed predictors FS .

To further quantify how MUDI’s recommendation would influence
surgeons in practice, we conducted an additional experiment where sur-
geons of 3 different levels as defined above were asked tomake decisions for
provided cases independently and then with the aid of MUDI. In case a
surgeon gave a recommendation inconsistentwithMUDI,wewould ask the
surgeon whether he/she was willing to change his/her mind and accept
MUDI’s recommendation. In the experiment, the 3 groups of surgeons
showed an average of 49–97% willingness to change recommendations
(either the surgeries or their rank) and achieved an improvement of accu-
racyby21%for top-1, and27%for top-3 recommendations. It indicated that
surgeons were willing to accept the recommendations ofMUDI in practice,
and theMUDI-aided decision-making improved surgery recommendation
quality concerning our “gold” standard. We believe that the way MUDI
makes recommendations plays a key role here in gaining the trust of sur-
geons. Instead of just recommending the top-ranked candidate surgeries,
MUDI explains explicitly how the recommendation was made (as
demonstrated in Fig. 1), with the predicted consequences of each candidate
surgery sufficiently exposed in various decision dimensions with uncer-
tainty. These facts make it much easier for surgeons to understand the
scientific logic behind MUDI, reevaluate their decisions, and make their
own choice after being reminded of MUDI’s recommendation, as pointed
out by Wang et al.52.

To obtain real-world evidence to support the advantage of utilizing
MUDI over the baseline without MUDI, we followed a small prospective
cohort of 122 patients who received POP procedures between Sep. 2021 and
Aug. 2022 to collect their symptom information, POP-Q score, complica-
tions, andPOP-related questionnaires.Wepartitioned the 122patients into 4
groups, namely Top 1 (74 patients), Top 2 (27 patients), Top 3 (10 patients),

and Others (11 patients), based on how the actual surgeries they received
matched MUDI’s recommendations. For example, all patients in the Top 2
group received the second-best recommendation by MUDI as their actual
treatment.Efficacyandsafetyperformanceof surgerieswerecomparedacross
different patient groups. If MUDI worked well in practice, we would observe
better results in the Top 1 group than in other groups. Although we cannot
evaluate the long-termperformance yet because the cohort is still ongoing,we
found that the Top 1 group reached the highest 3-month anatomic satis-
faction rate, the highest 3month average PFIQ-7 (Pelvic Floor Impact
Questionnaire short form)53 score improvement, and the highest proportion
of patients who reported very much better in PGI-I (Patient Global
Impression of Improvement questionnaire for urogenital prolapse)53.
Moreover, for patients who underwent ULS, the Top 1 group reached the
lowest 1 year reoccurrence rate. Although not conclusive, these evidence
indicate thatMUDI has good potential to bemore effective in the real world.

Illustrating examples of personalized surgical planning via MUDI
To illustrate how the trained MUDI model can help surgeons achieve
personalized surgery planning in practice, we designed a thought experi-
ment as shown in Fig. 3 to illustrate the decision-making procedure of two
virtual surgeons with different decision preference vectors (i.e., surgeon I
and II) for two real patients (i.e., patient A and B) under MUDI. In this
experiment, both virtual surgeons share the common surgery feature pro-
files FS , which are learned from the training dataset Ds via the MUDIF
module.A surgeon-specificdecisionpreference vector is assigned for eachof
the two virtual surgeons via the MUDIα module, where the vector αI for
surgeon I is learned from the uni-center datasetDs;t , and the vector αII for
surgeon II is learned from the multicenter datasetDm. The two bar plots in
Fig. 3 next to the two surgeons visualize the two decision preference vectors,
from which we can see that the two virtual surgeons indeed prioritize
various decision-making dimensions differently. Because patientAwants to
preserve the vagina, we set the prior probability ρpjs;X of s6 (i.e., Colpocleisis)
to a low value of 0.001. In the end, the MUDIA module is called by each
surgeon to generate probabilistic surgery recommendations for every
patient as listed in Fig. 3.

The results inFig. 3 reveal that the surgery recommendationsbyMUDI
are patient-personalized as the same surgeon gave different recommenda-
tions to different patients due to their heterogeneity in pre-treatment
background covariates and key indicators. Furthermore, the surgery
recommendations by MUDI are also surgeon-personalized because differ-
ent surgeonsmay recommenddifferent surgeries to the same patient as they
prioritize different decision-making dimensions.

Additional comparison to baseline methods
From the perspective of machine learning methodology, the key contribu-
tion of MUDI is the proposal of transforming the original pre-treatment
featuresXi into a collection of new features that alignwell with the scientific
logic of the application scenario and thus enjoy transparent interpretation,
i.e., the surgery feature profiles FS ¼ FsðXÞ

� �
s2S . As we have shown pre-

viously, such a strategy yielded high-quality performance on surgery
recommendationsofPOPpatients. Inpractice, however,we can always stick
with the original pre-treatment features Xi as predictors for surgery treat-
ment Zi to train a machine learning model for predictive surgical recom-
mendation, e.g., generalized logistic regression, decision tree, Naïve Bayes,
neural network, and so on. In this study, we refer to these simple predictive
machine learningmodels with theXi as predictors as the baseline methods.

To compare MUDI to these baseline methods, given the cases in the
training dataset Ds;t , i.e., Xi;Zi

� �
i2Ds;t

, we called the “multinom” function
in the R package to establish the generalized logistic regression model, the
“rpart” function to build the decision tree, the “naiveBayes” function to
establish the Naïve Bayes model with the prior distribution of surgeries
specified as their empirical frequencies and all continuous variables fitted by
Gaussian distribution, the “tensorflow.keras” function to establish the full
connect neural network. Details on the establishment of these baseline
methods are reported inMethod.
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Given an establishedbaselinemethodB, e.g., logistic regression,we can
specify the preference term ρpjs;X of MUDI with the probabilistic recom-
mendation by B, resulting in a specific version of MUDI, referred to as
MUDIB . Apparently,MUDIB absorbs the output of baseline method B as
the evidence from one of its decision-making dimensions, and the baseline
method B can be treated as a special case of MUDIB where the extra
decision-making dimensions, including effectiveness, safety, medical cost,
and operational complexity, are abandoned.

Table 3 summarizes the top-k accuracy of 6 competing methods,
including the 4 establishedbaselinemethods and the corresponding versions
ofMUDI, in internal and external validation, respectively. Fromthe table,we
can gain the following insights: (a) remaining robust between internal and
external validations, theperformance ofMUDI is competitive in all cases; (b)
although some baseline methods achieve a slightly higher prediction accu-
racy than MUDI in internal validation, they all have a significant perfor-
mance degeneration in external validation; (c) every baseline method B is
dominated by its MUDI-enhanced counterpart in terms of robustness as
well as accuracy; (d) achieving the highest recommendation accuracy in
external evaluation, MUDI is the strongest version of the MUDI-series
methods. These results confirm the advantages of MUDI over traditional
machine learning approaches, and cast light on a general principle for
establishing reliable and interpretable AI models that was often overlooked
in the past: re-organizing the input features appropriately according to the
scientific logic of the applicationproblemoften leads to abetter solution than
brute-force model fitting of raw features without explicit interpretation.

The interactive online platform of MUDI for POP-related
surgeries
To promote the clinical application of MUDI in practice, we established an
interactive online platform of MUDI for POP-related surgeries, whose
graphical interface is illustrated in Fig. 4. By loading pre-treatment back-
ground covariates and key indicators of the patient from themedical record
database, and asking the patient a series of questions (Q1-Q7) in a pre-
defined order and the surgeon an additional question (Q8), the platform
outputs the probabilistic recommendation byMUDI automatically with the
reasoning procedure visualized intuitively. Based on the feedback we
received from surgeons who have experienced experimental use of the
platform, we found that such a platform could significantly improve the
decision accuracy of inexperienced surgeons and the communication effi-
ciency between surgeons and patients. Since the algorithm is the core,
similar online platforms for other situations can be developed in the same
fashion with slight modifications of the interface as the module of the
framework is adaptive.

Discussion
Combined with medical evidence, transforming plain pre-treatment cov-
ariates of a patient into a series of surgery feature profiles to reflect the
multiple decision-making dimensions in surgery selection and estimating
the surgeon-specific decision preference vector from clinical data using the
maximum likelihood principle, MUDI established a transparent and
interpretable framework for intelligent surgical recommendation that is

Fig. 3 | Illustration of personalized surgical recommendation via MUDI. Two virtual surgeons (I and II) with different decision preferences made probabilistic surgery
recommendations for two patients (A and B) with different pre-treatment conditions.

Table 3 | The top-k recommendation accuracy of 6 competing methods in internal and external validation, including three
established baseline methods, MUDI, and its variates enhanced by these baseline methods

Validation Accuracy Logistic
Regression

Naïve
Bayes

Decision
Tree

Neural
Network

MUDI MUDI with
Naïve
Bayes prior

MUDI with
Decision
Tree prior

MUDI with Neural
Network prior

Internal Top 1 55% 55% 61% 58% 60% 59% 61% 60%

Top 2 79% 74% 75% 74% 80% 76% 73% 75%

Top 3 93% 89% 85% 90% 92% 90% 83% 91%

External Top 1 51% 55% 60% 51% 62% 59% 58% 52%

Top 2 74% 76% 71% 77% 78% 76% 74% 77%

Top 3 88% 85% 76% 90% 92% 89% 82% 89%
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personalized for both patients and surgeons. Applied to surgical recom-
mendations for patients with POP, MUDI achieved an excellent perfor-
mance that was comparable to that of leadingChinese urogynecologists and
considerably outperformed inexperienced surgeons. The data-driven
methodology of MUDI provided a quantitative and objective approach to
revealing and summarizing implicitmedical knowledge for the treatment of
complex diseases. Visualizing the logical steps behind MUDI with a user-
friendly interface, we obtained a concrete and intuitive pipeline that may

enable surgeons to better communicate with patients. Compared to
ambiguous POPguidelines, the established pipeline is amore accessible tool
for general practitioners who lack expertise in POP. Numerous developing
countries suffer from a severe shortage of professional urogynecologists,
especially in non-tertiary hospitals, where many patients with POP do not
receive appropriate treatments, causing severe health implications and high
medical expenses. With the help of MUDI, even doctors in non-tertiary
hospitals without expertise in POP can efficiently identify suitable

Fig. 4 | POP surgical recommendation tool based onMUDI. This tool could ease communications between surgeons and patients via an intuitive graphical illustration of
the decision-making process. Webpage URL: https://female-pelvic-floor-disease-diagnostic-tool.v-dk.com/.

Table 4 | Feature profile estimation of POP surgeries

Surgery s1
ATVM

s2
PTVM

s3
SC

s4
ULS

s5
SSLF

s6
Colpocleisis

Prior popularity πs 0.32 0.03 0.14 0.21 0.14 0.16

Age (year) N(65.6,2.0) N(56.7,5.6) N(50.1,5.7) N(40.4,6.6) N(62.2,6.8) N(74.1,3.1)

BMI (kg/m2) N(25.9,2.2) N(25.6,7.1) N(23.1,2.7) N(22.7,3.0) N(24.2,2.7) N(22.3,4.0)

Is on POP-Q Ba (cm) N(4.1,1.8) N(0.0,0.8) N(2.8,2.3) N(0.6,1.0) N(3.9,1.9) N(6.4,1.0)

Is on POP-Q C (cm) N(6.2,3.5) N(1.9,4.3) N(5.8,4.5) N(2.8,4.0) N(8.2,2.3) N(9.9,2.6)

Is on POP-Q Bp (cm) N(1.3,1.3) N(3.7,1.9) N(1.0,1.4) N(0.1,0.3) N(0.9,0.7) N(4.2,3.1)

Mesh aversion 0 0 0 0.38 0 0.27

Vagina reserve 0.34 0 1 0.97 0.43 0.08

Complication rate (%) 14.249 14.249 12.449 11.049 11.049 11.450

Risk index ρrjs 0.143 0.143 0.164 0.185 0.185 0.179

Medical cost (CNY) 27644 22447 27242 11699 11553 11250

Cost index ρcjs 0.096 0.118 0.097 0.226 0.229 0.235

Operational complexity 0.98 0.98 1.00 0.90 0.90 0.90

Complexity index ρojs 0.160 0.160 0.157 0.174 0.174 0.174

https://doi.org/10.1038/s41746-025-01509-1 Article

npj Digital Medicine |           (2025) 8:168 8

https://female-pelvic-floor-disease-diagnostic-tool.v-dk.com/
www.nature.com/npjdigitalmed


treatments for patients with POP and refer them to qualified experts at
tertiary hospitals for complex procedures. We believe these efforts would
alleviate the scarcity of urogynecologists, benefit a lot of patients, and
enhance the overall effectiveness of the healthcare system in numerous
countries.

However, there are certain limitations to the existing studies onMUDI.
First, the MUDIF module utilized highly simplified models to estimate the
surgery feature vector FS for conceptual simplicity, which may have over-
simplified the problem. Such a sub-optimal strategy highlights the strength
of MUDI to achieve high-quality recommendations when indices of indi-
vidual decisiondimensions are roughly estimated. Second, extra efforts need

to be conducted to systematically evaluate the effectiveness of the surgeon-
specific decision preference vector α learned by MUDIα. A carefully
designed self-evaluation survey for the decision-making preference of
experts in the involvedmedical centermay serve as a gold standard for such
an evaluation. Due to practical challenges in designing and conducting such
a survey, however, we would like to reserve this important but challenging
issue for future study. Additionally, we have to be careful in interpreting the
estimated decision preference vector α due to the heterogeneity on the
numerical scale of its elements. For example,αe equals to 0.1 and0.05 for the
two virtual surgeons in Fig. 3, while αs equals to 0.75 and 0.2 instead, which
are around4-8 times larger thanαe. However, such a fact does notmean that
virtual surgeons are 10 times more concerned about the operation com-
plexity of surgery than its effectiveness. Instead, the huge difference between
αe and αo is mainly because the variance of effectiveness indices is typically
much larger than the variance of complexity indices, as shown inFig. 1. Such
a phenomenon would be alleviated if we could normalize the variance of
different indices into the same scale. In practice, however, it is non-trivial to
implement such an idea because some indices vary with the patient feature
vector X.

In this study, we assumed that the surgeon and the patient share a
common interest in finding the “best” surgery for the patient in establishing
the model. In practice, however, such an assumption may not always hold
due to various reasons. When the interest of surgeons deviates significantly

Table 5 | Parameter estimation in multinomial logistic
regression

Surgery Intercept Age BMI POP-
Q Ba

POP-Q C POP-
Q Bp

PTVM -0.60 -0.08 0.13 -0.74 -0.03 1.11

SC 13.10 -0.25 0.03 -0.14 0.17 0.22

ULS 12.79 -0.18 -0.06 -1.01 0.12 -0.61

SSLF 3.91 -0.07 0.03 -0.71 0.25 -0.32

Colpocleisis -21.93 0.32 0.01 -0.29 0.03 0.32

Table 6 | Fitted prior and conditional marginal distributions in Naïve Bayes

Surgery Priori probabilities Conditional probabilities

Age BMI POP-Q Ba POP-Q C POP-Q Bp

ATVM 0.31 N(63.55,5.40) N(24.52,2.59) N(4.06,1.60) N(2.18,3.06) N(-0.75,1.71)

PTVM 0.03 N(59.17,7.33) N(25.65,5.19) N(0.52,3.55) N(-1.00,5.30) N(3.64,1.74)

SC 0.14 N(51.02,6.28) N(24.97,3.46) N(3.56,2.15) N(3.76,2.42) N(0.56,2.55)

ULS 0.21 N(49.36,9.67) N(24.24,3.02) N(-0.26,1.44) N(2.07,2.11) N(-1.68,0.74)

SSLF 0.14 N(58.47,8.10) N(24.93,2.65) N(1.51,2.24) N(2.57,2.18) N(-1.37,1.07)

Colpocleisis 0.16 N(72.89,5.43) N(24.45,3.18) N(3.83,1.83) N(2.07,3.05) N(-0.03,2.52)

Fig. 5 | Detailed structure of the established decision tree. This model worked with age and POP-Q scores of patients. It could not classify SSLF.
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from the interest of patients, the recommendation ofMUDImay not be the
ideal choice anymore.Anyway, serving as a decisionmaker, according to the
Recommendation on the Ethics of AI54, MUDI requires human surgeons to
oversee its use. While the recommendation of the model is to promote
surgeon-patient communication, the divergence of opinion under special
circumstances needs to be resolved by shared decision-making.

Additionally, we would like to emphasize that MUDI is tightly tied to
evidence-based medicine. MUDI is composed of two key components:
surgery feature profilesFS ¼ FsðXÞ

� �
s2S , anddecisionpreference vectorα.

Surgery feature profile FsðXÞ summarizes the multi-dimensional potential
outcomes, e.g., the probability of cure and complications, of a patient with
pre-treatment covariatesX if she receives surgery s 2 S hypothetically. The
construction of these potential outcomes in MUDI is completely evidence-
based by summarizing medical knowledge, literature, and clinical data.
Determination of decision preference vector α, the other key component of
MUDI, however, is achieved by mimicking what has been done by human
experts viafitting clinical data, and thusmaydeviate from the evidence-based
best practice. Therefore, MUDI has essential two faces: one face towards
evidence-based medicine related to the construction of surgery feature
profiles FS ¼ FsðXÞ

� �
s2S , and one face towards mimicking expert beha-

viors related to the specification of decision preference vector α. Anyway,
involving the evidence-based surgery feature profiles FS ¼ FsðXÞ

� �
s2S as

one of its key components, we are comfortable to claim that MUDI is
partially evidence-based at least.

In practice, MUDI can be further enhanced and extended in multiple
ways. First, it can be integrated into mobile terminals or hospital informa-
tion systems to better serve patients and surgeons inmore hospitals, and we
would expect an enhancedMUDIwhenmore real-world evidence becomes
available via feedback from these terminals. Second, we can enhance the
effectivenessmodule and the riskmodule by consideringmore factors, such
as the recurrent rate, the reoperation rate, and the short/long-term com-
plication rate from domestic large-scale cohort studies.We could also easily
add other dimensions in the framework if needed. Third, though we have
seen the advantages of MUDI in real-world validation, more systematic
follow-up studies are needed to formally establish the statistical significance
of these advantages. We have been promoting the clinical application of
MUDI in practice nationwide and expect a better performance ofMUDI in
the larger scale validation. Last but not least, because the framework of
MUDI and the online platform can be flexibly modified, we would like to
apply MUDI to other diseases or situations with similar challenges and
evaluate its performance. Shoulder surgery referral, which typically involves
the consideration of multifaceted etiology, the experience of providers, and
the burden of patient demands55, is a concrete example. Moreover, therapy

selection in the early outbreak of SARS-CoV-2 before clear treatment
guidelines were available is another example, as the severity of the disease,
the patient’s condition (age, pregnancy, and renal function) must be com-
prehensively considered together with cost, side effects, and method of
administration of the drug56. However, although the core of the problem is
common and the framework is relativelymature, it is still necessary to adapt
the model according to the main challenge of each situation. Due to the
significant differences in the types and characteristics of variables, we may
also face new difficulties in the data-driven-based processing of variables
and the estimation of the relationships between variables, so we still need to
explore them practically.

Methods
Evaluating the performance of MUDI via external validation
This study was conducted in accordance with the Declaration of Helsinki
and has been approved by Peking Union Medical College Hospital’s inde-
pendent ethics committee (approval number: I-24PJ1291; Feb. 25th, 2020).
Informed consent was waived by the ethics committee because this was an
observational study, no additional information or samples were taken other
than medical record data, and all sensitive information was removed at the
time of data collection.

Let MðFS ; αÞ be a well-trained MUDI model equipped with model
parameters (ðFS ; αÞ). TheperformanceofMðFS ; αÞona testingdataset can
be evaluated by the consistency between recommendations by MðFS ; αÞ
and practically implemented surgeries for cases in the testing dataset.

Tobe concrete, assume that there arem cases in the test dataset,withXj
and Zj being the pre-surgery covariates and the practically implemented
surgery for the j-th case, respectively. For an arbitrary surgery recommen-
dation methodM, let Sj;k be the top-k surgeries recommended byM for
case j. We define the top-k accuracy ofM as follows:

γk ¼
1
m

Xm
j¼1

I Yj 2 Sj;k

� �
ð17Þ

A γk closer to 1 indicates a better consistency between the recom-
mended surgeries and the practically implemented ones, suggesting that the
recommendation method M can better predict the behavior of the target
surgeon in practice.

Implementing MUDI for POP surgery planning
To implement MUDI for POP surgery recommendation based on the
simplified surgery feature profiles in (7), we need to finish the following
additional tasks: (a) specify thepreference term ρpjs;X by choosingXb andXk
wisely and fitting them with appropriate parametric distributions; (b) spe-
cify the effectiveness index ρejs;X according to Eq. (13) by fitting the surgery-
specific improvement Is with an appropriate parametric distribution and
defining Xk, the quantitative standard for curation concerning the critical
indicator Xk, explicitly; and (c) estimate the three patient-independent
indices ρrjs, ρcjs and ρojs precisely according to Eq. (11) based on themedical
data of POP patients.

For task (a), according to domain knowledge on POP, we choose

Xb ¼ Age;BMI;MA;VR
� �

;Xk ¼ POP� QScoresð Þ; ð18Þ

where variableAge stands for thepatient’s age at the timeof surgery, variable
BMI stands for her Body Mass Index, variable MA stands for a binary
indicator Mesh Aversion highlighting the patient’s unwillingness to mesh
implantation surgeries due to objective contraindication or subjective
concerns (refer to SupplementaryMaterialNote 3 formore details), variable
VR stands for another binary indicator Vagina Reservation highlighting the
patient’s request to reserve vagina during treatment, and vector POP-Q
Scores stands for a 3-dimensional measurement for the severity of pelvic
floor dysfunction at 3 anatomic positions in the pelvic cavity (namely, Ba, C,
and Bp). More details about these pre-treatment variables and the reasons
for choosing them asXb andXk are further explained in the Supplementary

Fig. 6 | The architecture of the utilized neural network. The network contains one
input layer, one hidden layer, and one output layer.
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Materials. BecauseAge,BMI, andPOP-Q scores are all continuous variables
that are roughly normally distributed, we model them with Gaussian
distribution in this study. The two binary variables, i.e., MA and VR, are
modeled with Bernoulli distribution instead.

For task (b), we model Is with a 3-dimensional Gaussian distribution
with independent components, whose mean vector and variances are esti-
mated based on Δi

� �
i2Ds

with Δi ¼ Y i;k � Xi;k, and specify a quantitative
standard for cured POP concerning the critical indicator Xk as Xk ¼
�1; 0ð �× �1;� 2

3 Tvl
� �

× ð�1; 0� based on the literature57,58, where
TVL stands for the Total Vaginal Length of the patient. Table 4 reports the
fitted Gaussian distributions of Is

� �
s2S .

For task (c), we listed in Table 4 the complication rate and operational
complexity of every involved surgery obtained from literature, and the
corresponding average medical cost calculated from the medical records.
Concrete values of ρrjs, ρcjs and ρojs are calculated according to Eq. (11) and
reported in Table 4 as well.

Details of the established baseline methods
Tables 5–6 andFigs. 5–6 summarize the key information of the 4 established
baseline methods.

Multinomial logistic regression. To generate a probabilistic recom-
mendation of surgery viamultinomial logistic regression, we calculate the
preference term ρpjs;X as below:

ρpjs;X ¼ logistics sjXð Þ / eβ
T
s X=ð1þ eβ

T
s XÞ; ð19Þ

where βs is the parameter vector specific to surgery s.

Naïve Bayes. Let πs be the prior popularity of surgery s reflecting the
overall probability to choose surgery s in practice, and f Xjs be the con-
ditional density function of pre-treatment covariates X in the sub-
population of patients whohave received surgery treatment s. Bothπs and
f Xjs are also important factors in the decision-making procedure, because
a more popular surgery treatment (i.e., with a larger πs) and better
matches the pre-treatment covariates of the patient (i.e., with a higher
f Xjs) is more preferred, when the other factors are fixed.

Decision tree. Decision tree learning employs a divide-and-conquer
strategy by conducting a greedy search to identify the optimal split points
within a tree. This process of splitting is then repeated in a top-down,
recursive manner until all, or the majority of records have been classified
under specific class labels. This algorithm utilizes Gini impurity to
identify the ideal attribute to split on. Gini impuritymeasures how often a
randomly chosen attribute is misclassified with Gini Impurity = 1 −
∑(pi)

2 where pi represents the probability of classifying a random data
point into surgery i.

Neural network. A fully connected neural network is constructed using
Sigmoid as the activation function, adaptive moment estimation (Adam)
as the optimizer, and sparse categorical cross-entropy as the loss function.
The network contains one input layer, one hidden layer, and one
output layer.

Data availability
The minimal dataset that would be necessary to interpret, replicate, and
build upon the methods or findings reported in the article is available
through email requests to the corresponding authors.

Code availability
The software codes are publicly available at the following links: https://
female-pelvic-floor-disease-diagnostic-tool.v-dk.com/. The source codes
are available upon request to the corresponding authors for academic use.
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