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Molecular dynamics simulations elucidate
the role of the F–F′ loop in substrate entry
into CYP3A4

Check for updates

Junfang Yan & Hajime Hirao

CYP3A4 metabolizes a significant proportion of all approved drugs in the human body. However, the
mechanism by which substrates access the catalytic center in concert with conformational changes
remains unresolved. Here, we captured spontaneous substrate-binding events from outside the
enzyme to the catalytic center of CYP3A4 using long-timescale, unbiased MD simulations. During
each entry process, the ligand initially resided on the surface of CYP3A4 with the F–F′ loop oriented
downward for over 5 μs. The F–F′ loop then moved upward to permit substrate entry and restricts its
exit. After entry, the substrate underwent a conformational rearrangement, while the F–F′ loop began
to move downward again. One of the final bound poses closely resembled the experimentally
determined conformation. The dissociation constant derived from a Markov state model agreed well
with experimental data. Overall, our work provides an atomistic, dynamic view of the substrate entry
mechanism in CYP3A4.

How do substrates access active sites buried deep within enzymes? This
question is crucial, as substrate entry can influence catalytic activity, sub-
strate specificity, and reaction selectivity. Although experimental techniques
such as X-ray crystallography and cryo-electron microscopy (cryo-EM)
provide valuable structural insights, they cannot capture thedynamic details
of substrate entry. Computational methods, particularly molecular
dynamics (MD) simulations, therefore play a complementary role by
offering continuous trajectories of ligand-binding events, along with
detailed insights into key intermediate conformations and transient access
tunnels1,2. For instance, Ayaz and colleagues used classical MD simulations
to investigate the binding of the drug imatinib to Abl tyrosine kinase3,
revealing significant conformational changes involving approximately 20
residues in the activation loop. In the case of cytochrome P450 enzymes
(P450s), unbiased MD simulations by Follmer et al. showed that camphor
enters the active site of bacterial P450cam(CYP101A1) throughan allosteric
mechanism4, while Ahalawat and Mondal demonstrated that camphor
recognition by CYP101A1 occurs exclusively via a single, well-defined
pathway in which displacement of Phe87, rather than large-scale protein
opening, was key to substrate entry5. Fischer and Smieško applied unbiased
MD simulations to study substrate access to membrane-bound human
CYP2D6 by placing acetaminophen, butadiene, chlorzoxazone, debriso-
quine, or propofol in the simulation box, and found that substrate entry is
relatively easier for the allelic variant CYP2D6*53 than for the wild type6.
Although such simulations have been successful for relatively small and

rigid substrates, substrate entry remains a largely intractable event within
the typical timescale of unbiased simulations, particularly for large, flexible
substrates that may require specific protein motions for access. The exisi-
tence ofmultiple substrate entry tunnels inhumanP450s further complicate
the problem. Consequently, most studies to date have employed biasedMD
simulations to accelerate substrate-binding events7–10. While these biasing
approaches are highly effective at promoting substrate transport, they may
introduce artifacts, as both substrate behavior and protein conformational
changes can be inadvertently influenced by the applied biasing forces3,11,12.
Thus, a persisting dilemma is that although unbiased MD simulations are
more desirable for elucidating the intrinsic substrate-binding mechanisms,
they remain especially challenging for human P450s.

Human P450s play a crucial role in the biosynthesis of endogenous
compounds and in the metabolism of most drugs and environmental
xenobiotics, through alkane hydroxylation and other oxidative
transformations13–16. For these reactions to proceed, substrates must first
enter the deeply buried, heme-containing active site. Following catalysis, the
resulting productsmust exit the catalytic site to permit subsequent substrate
turnover. In the catalytic cycle of P450s, electrons, protons, and molecular
oxygen are required to generate the high-valent iron–oxo species known as
compound I13,16–18. In microsomal P450s, electron transfer from nicotina-
mide adenine dinucleotide phosphate (NADPH) is mediated by NADPH-
cytochromeP450 reductase,while protons are delivered through hydrogen-
bond networks involving amino acid residues and water molecules19–21. To
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facilitate substrate entry and product release, human P450 structures typi-
cally contain multiple tunnels, which contribute to substrate specificity and
catalytic efficiency by accommodating a range of molecular shapes22–24. A
more detailed understanding of substrate-binding pathways would deepen
mechanistic insights into P450 function by clarifying the roles of individual
tunnels and the influence of proteinmotions on substrate binding, as well as
enabling the estimation of transport kinetics25,26. Such knowledge provides a
dynamic perspective on metabolic processes that critically shape the phar-
macokinetic profiles of drugs and is expected to enhance drug development
strategies beyond static views of substrate-binding poses.

Among all P450s, CYP3A4 is particularly important because it meta-
bolizes a significant proportion of all approved drugs27. Williams et al.
reported, based on crystallographic analysis, that the active site volume of
CYP3A4 is approximately 520 Å³, suggesting that the site is not inherently
very large and that conformational changes may be required for accom-
modating bulky ligands28. It has also been shown that two ligands can bind
simultaneously within the active site of CYP3A429,30. To detect structural
changes upon substrate binding, Ekroos and Sjögren determined crystal
structures of CYP3A4 complexed with ketoconazole and erythromycin29.
Their analysis revealed that the enzyme is highly flexible,with the active-site
volume increasing by over 80% upon ligand binding. Significant con-
formational changes were observed in the F–G region (including helices F
and G and the intervening loops), the C-terminal loop, and helix I (colored
regions in Fig. 1a), while the F–F′ loop remained unresolved due to low
electron density. In a separate study, Skopalík et al. usedMD simulations at
both room temperature (298.15 K) and elevated temperature (398.15 K) to
compare structural flexibility across CYP2A6, CYP2C9, and CYP3A431.
Their results indicated that CYP3A4 is the most flexible, which may con-
tribute to its broad substrate specificity. These features contrastwith those of
P450cam, for which unbiased MD simulations showed no significant
conformational changes during camphor binding5. This difference may be
attributed to the intrinsically rigid nature of P450cam or to the small size of
camphor (only 11 heavy atoms), which allows it to access the active site
without inducing notable structural rearrangements. Therefore, elucidating
conformational changes of CYP3A4 during the binding of relatively large
substrates using unbiased MD simulations remains a challenging but
important objective, and careful substrate selection is crucial for such
studies.

Among all compounds catalyzed by CYP3A4, 6′,7′-dihydrox-
ybergamottin (DHB), which contains 27 heavy atoms, is of moderate size
(Fig. 1b).DHB is a furanocoumarin found in grapefruit, featuring a psoralen
head and a dihydroxylated carbon tail32. Upon oxidation of its furan ring,
DHB forms a reactive metabolic intermediate that contributes to the

mechanism-based inactivation of CYP3A4. We recently investigated this
reaction using hybrid quantum mechanics/molecular mechanics (QM/
MM) calculations, which revealed that the metabolism preferentially pro-
duces a γ-ketoenal metabolite33. A crystal structure of CYP3A4 complexed
with DHB has been resolved, revealing that DHB binding induces only
subtle structural changes relative to the apo form (Fig. 1a)34,35. The overall
root-mean-square deviation (RMSD) between the DHB-bound and apo
structures is 0.37 Å, while the RMSD for the F–F′ loop is 0.22 Å. The pre-
viously identified flexible regions in both structures are well aligned, as are
the side chains of the F–F′ loop. DHB is neither too large to access the active
site nor too small to induce conformational dynamics, making it a suitable
model for studying substrate entry into CYP3A4 via unbiased MD
simulations.

Computational studies have provided valuable insights into substrate
entry and exit pathways in CYP3A4 through biased MD simulations.
Fishelovitch et al. employed steeredMD (sMD) simulations to examine the
egress of temazepam and 6β-hydroxytestosterone through six pathways,
revealing that thesemetabolites exhibit different preferences for specific exit
routes36. In these pathways, π-stacked phenylalanine residues act as key
gatekeepers, and product egress requires disruption of hydrophobic inter-
actionswithin the active site. Another study by Paloncýová et al., using bias-
exchange metadynamics, investigated the extraction of 1,3,7-trimethyluric
acid (TMU) from the CYP3A4 active site and demonstrated that enzyme
flexibility is crucial for TMU permeation37. The study identified the solvent
channel, typically closed in classical MD simulations, as the energetically
preferred escape route. In addition, Hackett examined testosterone binding
toCYP3A4 through large-scale acceleratedMDsimulations38. Despite these
advances, no study to date has captured the spontaneous substrate-binding
process to CYP3A4 using unbiased MD simulations.

Here, we aim to elucidate the complete substrate-binding pathway—
from the exterior to the deeply buried catalytic center of CYP3A4—by
performing multiple long-timescale, unbiased MD simulations. These
simulations provide atomistic insights into the substrate-entry dynamics
and enable us to identify a critical conformational change that facilitates this
process. We further employ sMD simulations and umbrella sampling to
quantify the free-energy barriers associated with DHB dissociation both in
the presence and in the absence of this conformational change, thereby
assessing its impacton substrate transport and stabilizationwithin the active
site. Finally, we construct a Markov state model (MSM) to characterize the
dynamic interconversion among distinct states defined by different sub-
strate positions along the entry tunnel, and to compare the predicted dis-
sociation constant (Kd) with the experimental value.

Results
DHB binding scheme
Figure 2a schematically illustrates the workflow of our MD simulations,
where each dark gray line represents an individual trajectory. After
approximately 11 μs of simulation from the initial structure, the F–F′ loop
underwent an upward movement in the first three sets of MD simulations.
Parallel and independent simulations were subsequently initiated from
these F–F′-up conformations to increase the likelihood of DHB entry. Two
of these simulations successfully captured the DHB binding process via
distinct tunnels, represented by the connected red lines and labeled trajec-
tories 0-1-3 and 0-2-4, each totaling 15 μs in simulation time (Supple-
mentary Movies 1 and 2, respectively). Subsequently, additional parallel
simulations were performed based on these two trajectories. In trajectories
0-1-3 and 0-2-4 (Fig. 2b, c), the DHBmolecule transitioned from the free to
the bound state, with the color gradient (from red to blue) indicating its
positional changes over time. Thefigures also show the time evolution of the
distances between the heme iron and the C26/O06 atoms of DHB, together
with snapshots of key conformational states.

Initially, DHB molecules were randomly placed, with the starting
configuration shown in Supplementary Fig. 1. In trajectory 0-1-3, DHB
began far from the tunnel entrance (state I in Fig. 2d) and subsequently
migrated into the active site via the cyan-colored tunnel (tunnel 2b)23. Before
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Fig. 1 | Structures of CYP3A4 and 6′,7′-dihydroxybergamottin (DHB). aOverall
structure of CYP3A4 complexed with 6′,7′-dihydroxybergamottin (DHB) (PDB ID
6OOB), comparedwith its apo form (PDB ID1TQN)34,35. TheDHB-bound structure
is shown in gray, with the F–G region (residues 202–258) highlighted in red, helix I
(residues 291–323) in green, and the C-terminal loop (residues 464–490) in blue.
The corresponding regions in the apo structure (white) are rendered with lighter
shading for comparison. The side chains of the F–F′ loop are displayed and show
close alignment between the two structures. DHB is shown in yellow. b Chemical
structure of DHB with atoms C26 and O06 labeled.
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reaching the catalytic center,DHBwas stabilized at the entrance of tunnel 2b
(state II in Fig. 2d). As binding progressed, the F–F′ loop moved upward,
andDHB underwent a conformational rearrangement to enter the catalytic
center (state III in Fig. 2d). Ultimately, DHB became trapped in the active
site (state IV in Fig. 2d), as indicated by shortened Fe–O06 and Fe–C26
distances.

We used the same initial structure (Supplementary Fig. 1) for
energy minimization in trajectories 0-1-3 and 0-2-4. However, the
subsequent equilibration steps produced different equilibrated
structures, and each resulting structure was used as the first frame for
the production MD phase. In trajectory 0-2-4, before reaching the
active site, the DHB molecule remained positioned at the entrance of
tunnel 2a (state I in Fig. 2e)23. It then migrated into the catalytic
center via the yellow tunnel, in contrast to the cyan tunnel utilized in
trajectory 0-1-3. This yellow tunnel features two entry points: the left
corresponds to the solvent channel, and the right connects to tunnel

423. The classification of the transport pathways, including the solvent
channel and tunnels 2a, 2b, and 4, follows the scheme described by
Cojocaru et al.23. Initially, DHB attempted to enter the active site via
the right-side branch of the yellow tunnel (state II in Fig. 2e), as
evidenced by decreases in the Fe–C26 and Fe–O06 distances. The
preferential use of this right-side entrance in the bifurcated tunnel
may be attributed to the presence of a nearby phenylalanine cluster28.
However, rather than proceeding directly to the active site, DHB
briefly resided in the left-side branch near the junction during the
trajectory (Supplementary Movie 2), which triggered an upward shift
of the F–F′ loop (state III in Fig. 2e). Thus, although the right-side
yellow tunnel was primarily used (Fig. 2c), the transport pathway of
DHB in trajectory 0-2-4 was not strictly linear. Finally, DHB rapidly
approached the catalytic center (state IV in Fig. 2e). In both trajec-
tories, DHB followed distinct tunnels yet ultimately became stably
bound within the CYP3A4 active site.

CYP3A4–DHB binding scheme

F–F' loop down F–F' loop up

a b

c

d

e

Fig. 2 | Simulations of DHB binding in CYP3A4. a Top: Schematic representation
illustrating the upward movement of the F–F′ loop during DHB binding. Bottom:
Overview of the MD simulations. Each line represents an individual trajectory, and
each orange dot denotes an initial structure from which parallel simulations were
initiated. Red lines indicate the two binding trajectories, labeled 0-1-3 and 0-2-4,
each spanning 15 μs. b, c Left: DHB transitions from the free to the bound state in
trajectories 0-1-3 (b) and 0-2-4 (c), with a red-to-blue color gradient indicating the

time-dependent positional change of DHB. Right: Time evolution of Fe–C26 and
Fe–O06 distances during the simulations. Key conformational states are labeledwith
Roman numerals I–IV, corresponding to snapshots shown in (d, e). Snapshots of
DHB binding poses from trajectory 0-1-3 (d) and 0-2-4 (e), corresponding to the
numbered states in (b, c). The entry tunnel is colored cyan for trajectory 0-1-3 (d)
and yellow for trajectory 0-2-4 (e). The F–F′ loop is highlighted in green, and a
portion of the B–C loop in magenta.
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DHB resides on the protein surface for an extended time before
entering the active site, with the F–F′ loop oriented downward
Before entering the active site, in both trajectories, the DHB molecule
remained associatedwith the protein surface for an extended period, during
which the F–F′ loop adopted a downward-oriented conformation. In tra-
jectory 0-1-3, between 4.6 and 9.6 μs of simulation time, DHB was stably
positioned at the entrance of the cyan tunnel (Fig. 3a). During this period,
the structure remained relatively stable, as reflected by only minor fluc-
tuations in the distances between the heme iron and the C26/O06 atoms of
DHB (Fig. 3b). This stabilization was likely due to interactions with nearby
residues and a neighboring DHB molecule: the bound DHB formed
hydrogen bonds with residues R106 and Q79, along with both a hydrogen
bond and a π–π interaction with the adjacent DHB molecule (Fig. 3c).
Although the F–F′ loop fluctuated during this period, it consistently
maintained a downward-oriented conformation. These strong interactions
stabilized DHB at the entrance of the cyan tunnel, retaining its position for
approximately 5 μs while the F–F′ loop remained in the downward-
oriented state.

A similar phenomenon was observed in trajectory 0-2-4, where the
DHB molecule remained located at the entrance of tunnel 2a (between
helices A′ and F′) from 0 to 7 μs of simulation (Fig. 3d). The conformational
fluctuations of DHB were more pronounced in trajectory 0-2-4 than in
trajectory 0-1-3, as indicated by the larger positional displacements of the
DHB molecule over time in Fig. 3d and the greater fluctuations in the
Fe–C26 and Fe–O06 distances shown in Fig. 3e. In one representative
structure, the bound DHB molecule formed a T-shaped π–π interaction
with residue Y53 (Fig. 3f). However, this interaction was insufficient to
stabilize theDHB conformation to the same extent observed in trajectory 0-
1-3. Themovement of the F–F′ loopwas similar to that in trajectory 0-1-3: it
fluctuated throughout the simulation but consistently remained in a

downward-oriented conformation (Fig. 3d). In summary, DHB was stabi-
lized at the entrance of either tunnel 2b or 2a for extended periods, with the
F–F′ loop maintaining the downward-oriented conformation throughout.

After DHB’s residence, the F–F′ loop moves upward, facilitating
DHB binding and preventing its exit
After DHB’s residence on the surface of CYP3A4, the F–F′ loop began to
move upward, while DHB remained bound to the surface with positional or
conformational changes. To characterize this behavior, we analyzed the
Fe–O06distance and the RMSDof the F–F′ loop for both trajectories. In the
wheat-colored regions of Fig. 4a, b, the F–F′ loop retained a downward-
oriented conformation, and the DHB molecule remained surface-asso-
ciated, as illustrated by the wheat-colored F–F′ loop and DHB structures in
Fig. 4c, d. In the segments corresponding to the white regions in Fig. 4a, b,
the F–F′ loop transitioned to an upward-oriented state, as indicated by a
marked increase inRMSDand the green-coloredF–F′ loop shown inFig. 4c,
d. However, the minimal change in DHB position suggests that DHB had
not yet entered the active site in these intervals. Even in the trajectory where
the DHB molecule ultimately failed to access the active site, a similar phe-
nomenon occurred: DHB remained near the entrance of tunnel 2a, as seen
in trajectory 0-2-4, and the F–F′ loop transitioned upward after approxi-
mately 11 μs of simulation, remaining in theupward-oriented conformation
thereafter (Supplementary Fig. 2).

The upward movement of the F–F′ loop subsequently facilitated
DHB entry while simultaneously hindering its exit. At the interface
between the purple- and white-colored regions in Fig. 4a, b, the DHB
molecule began to become confined within the F–G region, particularly
the F–F′ loop (Fig. 4e, f). In this conformation, the F–F′ loop blocked
DHB departure in trajectory 0-1-3 (Fig. 4e), while the bound DHB would
sterically clash with the F–F′ loop in the crystal structure (Supplementary

Time (μs)0
0-2-4

7
A′ 
helixF′ helix

Q79
R106

Y53

Time (μs)4.6
0-1-3

9.6
a b

d e

c

f

Fig. 3 | DHB resides on the surface of CYP3A4 for an extended period in tra-
jectories 0-1-3 and 0-2-4. In trajectory 0-1-3, DHB is stabilized at the entrance of the
cyan tunnel (tunnel 2b) from 4.6 to 9.6 μs (a), while in trajectory 0-2-4, it is stabilized
at the entrance of tunnel 2a (between helices A′ and F′) from 0 to 7 μs (d). The F–F′
loop is shown in green, andpart of the B–C loop is coloredmagenta.Multiple colored
F–F′ loops illustrate positional changes, and a color gradient traces the time-
dependent positional change of DHB. Time evolution of the Fe–C26 and Fe–O06

distances, as well as the F–F′ loop RMSD, is shown for the 4.6–9.6 μs interval in
trajectory 0-1-3 (b) and the 0–7 μs simulation in trajectory 0-2-4 (e).
c Representative structure of bound DHB (pink), stabilized by nearby residues R106
andQ79, as well as by anotherDHBmolecule (yellow) in trajectory 0-1-3. Hydrogen
bonds are indicated. f Representative structure of bound DHB stabilized by residue
Y53 in trajectory 0-2-4.
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Fig. 3c), indicating that loop displacement is required for substrate access
to the active site. Notably, displacement of key side chains in the F–F′
loop plays a pivotal role in DHB entry into CYP3A4. In particular, the
upward reorientation of the side chain of R212 is crucial for DHB entry
in both trajectories 0-1-3 and 0-2-4 (Fig. 4 and Supplementary Fig. 4).
During attempted entry into the active site in trajectory 0-2-4 (state II in
Fig. 2e), the downward orientations of residues R212 and L216 on the
F–F′ loop impeded DHB access (Supplementary Fig. 5c and Supple-
mentary Movie 2). However, when the side chains of R212 and L216
reoriented upward, DHB access into the catalytic center was facilitated
(Supplementary Fig. 5d and Supplementary Movie 2). In trajectory 0-2-4,
the entrance tunnel was defined by the upward-oriented F–F′ loop
(Fig. 2e), and DHB entry directly induced further upward displacement
of the loop (Fig. 4b, f), resulting in higher RMSD values and more

pronounced conformational changes in the F–F′ loop compared to tra-
jectory 0-1-3. Although the bound molecule in trajectory 0-2-4 did not
clash with the F–F′ loop in the crystal structure (Supplementary Fig. 3f),
the F–F′ loop remained indispensable for both DHB entry and its
retention within the active site. Because the movement of the F–F′ loop
preceded DHB access and contributed to both promoting entry and
preventing exit, we propose that this conformational change is a key
determinant of DHB binding.

We examined RMSD fluctuations of other key loops potentially
involved in DHB binding (Supplementary Fig. 6). Among these loops, the
F–F′ loop exhibited the largest conformational change as reflected by its
RMSD profile. Although the E–F loop also showed fluctuations, its crystal
structure was incomplete and had to be reconstructed using
MODELLER39,40, whichmay have influenced its RMSD values. In contrast,

dc

fe

R212

R212

R212

R212

a b

DHB 
accessF-F’ loop down  up

DHB 
accessF-F’ loop down  up

0-2-40-1-3

Fig. 4 | DHB binding process and F–F′ loop upward movement in trajectories 0-
1-3 and 0-2-4. Time evolution of the Fe–O06 distance and F–F′ loop RMSD in
trajectories 0-1-3 (a) and 0-2-4 (b). Trajectory frames were aligned to the crystal
structure prior to RMSD calculation. The F–F′ loop adopts a downward-oriented
conformation in the wheat-colored region and transitions upward after the wheat-
white boundary, maintaining an upward-oriented conformation thereafter. The
DHB molecule remains on the surface of CYP3A4 before the purple region and
becomes trapped in the active site within the purple region. Structural comparison

between thewheat–white boundary state and the dashed-point state in trajectories 0-
1-3 (c) and 0-2-4 (d). Wheat-colored F–F′ loops and DHB molecules correspond to
the wheat–white boundary in (a, b), while green-colored F–F′ loops and DHB
molecules represent the structures at the dashed points. Structural comparison
between the dashed-point state and the white–purple boundary state in trajectory 0-
1-3 (e) and trajectory 0-2-4 (f). Pink-colored F–F′ loops and DHB molecules cor-
respond to the white–purple boundary in (a, b). The side chain of R212 is expli-
citly shown.
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the F–F′ loopwas fully resolved in the crystal structure35, confirming that its
large movement resulted directly from the MD simulations with DHB
bound.Additionally, we compared the crystal structureswith representative
structures from the purple regions of trajectories 0-1-3 and 0-2-4 (Supple-
mentary Fig. 7). An upward-oriented conformation of the F–F′ loop was
also observed in the clotrimazole-bound crystal structure (PDB ID: 8SPD)41.
The RMSD values of the F–F′ loop were smaller between these repre-
sentative structures and 8SPD than between them and 6OOB (DHB-
bound).Notably, the side chainofR212on the F–F′ loop pointeddownward
in 6OOB but upward in both 8SPD and the representative structure, even
though only the β-carbon of the side chain of R212 was resolved in 8SPD
(Supplementary Fig. 7). These findings support the robustness of the con-
clusion that the F–F′ loop undergoes upward movement during substrate
binding, as captured by our simulations.

To evaluate the energetic role of the F–F′ loop, we performed sMD
simulations42,43 to pull the DHB molecule out of the active site along the
binding tunnels identified in trajectories 0-1-3 and 0-2-4 (Fig. 5a, d), fol-
lowed by umbrella sampling to compute the associated free-energy
profiles44. In trajectory 0-2-4 (Fig. 2c), although the substrate was pri-
marily transported through the right-side tunnel (Fig. 2c), the pathway was
not entirely linear; DHB briefly resided in the left-side branch near the
junction (Supplementary Movie 2), a motion that could not be captured by
the force-based reaction coordinate in sMD simulations. As a result, the
reaction coordinate applied to the yellow-colored pathway did not fully
reproduce the actual substrate trajectory. Despite this simplification, the
sMD–umbrella sampling approach provided valuable insights into the free-
energy landscape.

The free energy increase was approximately 15 kcal mol-1 for both exit
pathways in the absence of an external force (black traces in Fig. 5b, e).
However, when a restraining forcewas applied to the backbone atoms of the
F–F′ loop during the exit process, the free energy increase rose to around
30 kcal mol-1 (red traces in Fig. 5b, e). A comparison of the two free energy
profiles in Fig. 5b, e reveals that the primary energy differences appeared
after the pointmarked by the dashed line, with the corresponding structures
shown inFig. 5c, f.When forcewas applied to theF–F′ loop, several residues,
particularly F215 within the loop, impeded the DHB exit pathway (left
panels in Fig. 5c, f). In contrast, in the absence of the applied force, the

flexible F–F′ loop allowed greatermobility of key residues, thereby reducing
steric hindrance and facilitatingDHB egress. These findings underscore the
critical role of F–F′ loop flexibility in DHB dissociation, as restraining its
motion significantly increases the associated free-energy rise.

Simulations reveal downward movement of the F–F′ loop during
DHB’s conformational transition toward its crystallographic
binding pose
After DHB became trapped within CYP3A4, subsequent MD simulations
(trajectories 3–5 and 3–6) revealed that the F–F′ loop began to move
downward as DHB underwent a conformational transition toward the
binding pose observed in the crystal structure (Supplementary
Movies 3 and 4)35. During this transition, aromatic (π–π stacking-like)
contacts with phenylalanine residues, together with hydrogen bonding,
appeared to play critical roles in stabilizing the conformational rearrange-
ment ofDHB. In both trajectories shown inFig. 6 and Supplementary Fig. 8,
theRMSDof the F–F′ loopdecreased progressively and eventually reached a
stable value. Structural comparisons of the F–F′ loop between multiple
simulated structures and the crystal structure are presented in Fig. 6d, e,
showing that as DHB approached the heme center, the F–F′ loop gradually
moved downward. However, due to the limited simulation timescale, we
were unable to capture a structure in which the F–F′ loop adopted the fully
downward-oriented conformation observed in the crystal structure of the
DHB-bound complex (Fig. 6d, e). Further analysis revealed that phenyla-
lanine residues formed π–π stacking-like contacts with the psoralen ring of
the DHB molecule, thereby facilitating the conformational transition
(Supplementary Fig. 9). Additionally, the DHB tail was stabilized through
hydrogen bonding with residue E349 (Supplementary Fig. 10).

In trajectory 3-5, the DHB molecule underwent continuous con-
formational adjustments, ultimately adopting the conformation observed in
the crystal structure (Fig. 6f)35. Although the final RMSD between the
simulated and crystal structures fluctuated around 3 Å, the pose was not
highly stable, as indicated by the large standard deviation of the RMSD
values. Nevertheless, the MM-PBSA results in Supplementary Table 3
showed that the binding energy between DHB and the enzyme in this final
pose was the most favorable among all major poses. In trajectory 3-6, the
final pose was more stable, with smaller RMSD variations. However, the
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Fig. 5 | The upwardmovement of the F–F′ loop is critical for DHB exit.DHB exit
pathways through different tunnels in trajectories 0-1-3 (a) and 0-2-4 (d). The green
F–F′ loops indicate loop movement in the absence of applied force, and the color
gradient from red to blue illustrates the time-dependent positional change of DHB.
Free energy profiles for DHB exit from the active site of CYP3A4 via tunnels in
trajectory 0-1-3 (b) and 0-2-4 (e). Each panel presents two profiles: the red curve

corresponds to simulations with a harmonic restraint applied to the backbone atoms
of the F–F′ loop, while the black curve represents simulations conducted without the
applied force. c, f Structures at the dashed points in (b, e). Left: Structurewith applied
force. Right: Structure without applied force. DHB is shown in pink, and the side
chains of key residues are depicted in cyan using a licorice representation.

https://doi.org/10.1038/s42004-025-01815-5 Article

Communications Chemistry |            (2026) 9:17 6

www.nature.com/commschem


DHBconformation differed from that in the crystal structure, primarily due
to a rotation and translational displacement of the psoralenmoiety (Fig. 6g).
Despite this deviation, aromatic (parallel-displaced π–π stacking-like)
contacts with the heme group were maintained, consistent with the
mechanism proposed by Rossi and coworkers45. Overall, following con-
formational adjustment, the DHB molecule adopted either the crystal-
lographic binding conformation or an alternative binding mode, both of
which preserved aromatic π–π stacking-like interactions with the heme
group. Additionally, the F–F′ loop gradually moved downward during the
conformational transition.

In summary, our simulations captured, for the first time, the key
conformational transitionof theF–F′ loop fromadownward- to anupward-
oriented conformationduring twodistinctDHBaccess events. Theupward-
oriented conformations closely resembled those observed in a CYP3A4
crystal structure complexed with clotrimazole41. The DHB binding process
followed a two-step mechanism comprising an initial surface residence
phase and a subsequent induced-fit transition. In the first step, the DHB
molecule remained associated with the protein surface (at the entrance of
tunnel 2a or 2b) for an extended period, afterwhich it triggered a substantial

conformational rearrangement of the F–F′ loop. DHB then entered the
active site, where it was stabilized by the upward-oriented loop and
underwent further conformational adaptationwithin the expansive binding
pocket of CYP3A4. As DHB adjusted its conformation, the F–F′ loop
reverted to the downward-oriented state. Notably, one of the simulated
DHB binding poses closely reproduced the crystallographic binding mode.

Network of dynamic transitions along the substrate-binding
pathway via a Markov state model
For the complete trajectory 0-1-3-5 leading to the crystallographic DHB
binding pose, we constructed anMSM to characterize the binding process46.
A simple three-macrostate model was sufficient to effectively describe this
process (Fig. 7). In State A, the DHB molecule resides on the CYP3A4-
surface with the F–F′ loop in the downward-oriented conformation. Most
DHB molecules are positioned near the entrance of tunnel 2b, awaiting
access to the active site. In States B and C, DHB is bound to CYP3A4. The
rate-determining step in the entry/exit process corresponds to the transition
between State A and State B. In State B, the F–F′ loop moves upward to
capture a DHB molecule. In State C, DHB undergoes conformational

a b

ed

c

gf

6-35-3DHB conformational change

6-35-3

6-35-3

Fig. 6 | The F–F′ loopmoves downward duringDHB’s conformational transition.
a Top: Schematic diagram illustrating the conformational changes of DHB and the
F–F′ loop. Bottom:Twodistinct pathways leading to stableDHBconformationswith
the psoralen head oriented toward the heme group, captured by independent,
unbiased MD simulations. Time evolution of RMSD values for DHB and the F–F′
loop duringMDsimulations 3-5 (b) and 3-6 (c). All trajectory frameswere aligned to

the crystal structure prior to RMSD calculation. d, e Conformational transitions of
the F–F′ loop during the simulations. The loops colored red, pink, light blue, and
dark blue correspond to states I, II, III, and IV in b (d) or c (e), respectively. The
overall enzyme structure is taken from the crystal structure, with the F–F′ loop
shown in green. Final DHB structures (cyan) from trajectories 3-5 (f) and 3-6 (g),
each aligned to the crystal structure (green)35.
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adaptation within the active site, and the psoralenmoiety becomes oriented
toward the heme center, closely resembling the crystallographic binding
conformation. The association (kon) and dissociation (koff) rate constants
derived from the MSM were 3.0 × 10⁷M⁻¹ s⁻¹ and 6.1 s⁻¹, respectively.
Experimental studies have reported a dissociation constant (Kd) for DHB
binding to CYP3A4 of 2.2 × 10⁻⁷M35, calculated as koff/kon. Our MSM-
derived Kd value of 2.0 × 10⁻⁷M is in excellent agreement with this experi-
mental result. We note, however, that the computationally derived kinetic
parameters (kon and koff) may be influenced by the absence of a membrane,
whereas the calculated Kd, being a thermodynamic quantity, is expected to
be less sensitive to such effects.

Furthermore, a six-macrostate model, shown in Supplementary
Fig. 15, is consistent with our previous observations of the DHB binding
process. After initially diffusing randomly around the protein surface (State
A′), DHB accumulates near the entrance of tunnel 2b (State B′), and sub-
sequently progresses into the active site, accompanied by an upward
movement of the F–F′ loop (State C′). Subsequent conformational changes
within the active site (StatesD′ andE′) lead toDHB adopting a final binding
pose that closely resembles the conformation observed in the crystal
structure, after which the F–F′ loop gradually begins to move downward
(State F′).

Second substrate binding via a new tunnel when the active site is
already occupied by one substrate
In addition to single-substrate binding, we observed a phenomenon in
which two substratesbound sequentially in independent trajectories 3-7 and
4-8 (Supplementary Movies 5 and 6). Notably, the substrates entered the
active site one after the other, with representative structures shown in
Supplementary Fig. 11. The entry tunnel for the first DHBmolecule was the
cyan tunnel in trajectory 0-1-3 and the yellow tunnel in trajectory 0-2-4. In
contrast, the second DHB molecule entered through tunnel 2a in both
trajectories (Fig. 8b, c), with the entry gate located between helices A′ and F′,
the same regionwhereDHB remained for an extended period prior to entry
in trajectory 0-2-4 (Fig. 3d). It is noteworthy that substrate entry from tunnel
2a has also been reported by Hackett using accelerated MD simulations of
CYP3A4 in a membrane environment38. Although the RMSD of the F–F′
loop remained relatively high after the secondDHBmolecule was stabilized
within the active site, structural comparisons revealed a partial downward
displacement of the loop upon the second binding event (Fig. 8), resembling

the downward movement of the F–F′ loop observed during DHB’s con-
formational transition in single-substrate binding (Fig. 6). This non-
decreasing RMSDbehaviormay result from additional lateralmotion of the
F–F′ region relative to the heme plane. In both trajectories, the final con-
formations of the two DHB molecules remained stable, as evidenced by
minimal fluctuations in the Fe–C26 distance and only moderate RMSD
changes in the F–F′ loop. The final binding poses observed in the simula-
tions are illustrated in Fig. 8f, g. In summary, two substrates can sequentially
enter and stably occupy the active site of CYP3A4, with the F–F′ loop once
again moving downward in response to the second substrate binding.

Plausible mechanism of DHB binding
Based on the preceding findings, we summarize the DHB binding process in
Fig. 9. Initially, theDHBmolecule resides on the surface ofCYP3A4while the
F–F′ loop remains in a downward-oriented conformation for an extended
period. In step (1), DHB binding triggers a conformational rearrangement of
the F–F′ loop, with DHBmaintaining a similar location but adopting a new
orientation. In step (2), the DHBmolecule enters the active site and becomes
trapped by the F–F′ loop region. In step (3),DHBadjusts its binding pose as it
approaches the catalytic center,while theF–F′ loop shifts partially downward.
Alternatively, in step (4), DHB adjusts its pose while remaining near the
entrance, awaiting the entryof a secondDHBmolecule. In step (5), the second
DHB enters the catalytic site with the F–F′ loop still in an upward-oriented
conformation. After step (6) or (6′), the F–F′ loop adopts a partially
downward-oriented conformation, and one or two DHBmolecules become
stabilized within the active site. The conformation of the bound DHB
molecule closely resembles that observed in the crystal structure after step (6).
Although the fully downward-oriented conformation of the F–F′ loop was
not captured in our MD simulations due to limitations in simulation time-
scale, the crystal structure of theDHB-bound complex clearly shows the loop
adopting this conformation. Therefore, we propose that the F–F′ loop con-
tinues to move downward as the initially bound DHB molecule adopts the
experimentally observed conformation, as shown after steps (7) and (7′). The
downward movement of the F–F′ loop may help stabilize the final binding
conformation and facilitate catalytic activity.

Discussion
In this study, we performed unbiased MD simulations of DHB binding to
CYP3A4, starting from the unbound state and capturing transitions to

A

B

C

Fig. 7 | TheMarkov statemodel (MSM)depictingDHBentry and exit transitions.
The network kinetically connects multiple metastable intermediates (States A–C).
All conformations were obtained from the MSM constructed along the trajectory
leading to the crystallographic binding pose (trajectory 0-1-3-5). Ten representative

snapshots of the F–F′ loops (green) and DHB molecules from each macrostate are
shown. The mean first-passage times (MFPTs), indicated by arrows between mac-
rostates, are presented to illustrate the transition kinetics.
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multiple bound conformations. In one of these states, the binding pose of
DHB closely matched the conformation observed in the crystal structure35.
Additionally, in several other bound states, two DHB molecules were
simultaneously accommodated within the active site, consistent with a
previous report identifying two DHB binding sites35. The simulations
revealed a two-step binding mechanism, in which DHB initially resided on
the surface of CYP3A4 for an extended period (surface residence), followed
by a major conformational change involving an upward movement of the
F–F′ loop (induced-fit transition). This upward shift facilitated DHB entry
into the catalytic pocket while simultaneously preventing premature dis-
sociation. Subsequently, DHB underwent conformational rearrangement

within the pocket, adopting two stable poses that form aromatic (π–π
stacking-like) contacts with the heme group, while the F–F′ loop gradually
began to move downward. In the dual-substrate binding scenario, the F–F′
loop also moved downward after the second DHB molecule entered the
active site. Given that the F–F′ loop adopts a fully downward-oriented
conformation in theDHB-bound crystal structure,we speculate that further
downwarddisplacement of the loop is required to initiate catalysis. The F–F′
loop may act as a gate-like structural element, moving upward to permit
substrate entry, and downward to stabilize the substrate near the heme
center, thereby facilitating the catalytic reaction. Our multiple long-time-
scale, unbiased MD simulations provide molecular-level insight into the

3-7

Dual-substrate binding

4-8

3-7 4-8

12.1 4.5 13.413.8

a b

c

d

f

e

g

Fig. 8 | Dual-substrate binding scheme of DHB in CYP3A4. a Top: Schematic
representation illustrating the sequential binding of two DHB molecules and the
associated conformational change of the F–F′ loop. Bottom: Overview of the MD
simulations, with two distinct pathways leading to the dual DHB binding indicated
by star symbols. b, c Left: Positional changes of the secondDHBmolecule (DHB2) as
it binds to the active site of CYP3A4 in trajectories 3-7 (b) and 4-8 (c). The first
bound DHB molecule is shown in green. Right: Time evolution of the Fe–C26
distance for DHB2 and the RMSD of the F–F′ loop during MD trajectories 3-7 (b)

and 4-8 (c). Trajectory frames were aligned to the crystal structure before RMSD
calculation. d, e F–F′ loop conformational changes during the simulations. Loops
colored red, pink, light blue, and dark blue represent states I, II, III, and IV in b (d) or
c (e), respectively. The overall enzyme structure is based on the crystal structure, with
the F–F′ loop colored green. Final binding poses of the two DHB molecules in
trajectories 3-7 (f) and 4-8 (g). The first DHB molecule is shown in pink, and the
second in green. The distances between the heme iron and C26 on DHB are
labeled in Å.
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central role of the F–F′ loop in DHB binding. Moreover, the ability of
CYP3A4 to accommodate and oxidize even larger substrates underscores
the broader significance of this loopmotion, not only forDHBoxidationbut
also for the metabolism of a wide range of substrates.

Previous studies have emphasized the structural flexibility of P450s
during substrate binding. For instance, Ekroos and Sjögren demonstrated
significant conformational changes in the F–G region, C-terminal loop, and
helix I during crystallographic analysis, while the F–F′ loop remained
unresolved due to low electron density29. In our study, the most prominent
conformational change is attributed to the movement of the F–F’ loop,
which appears to be critical for substrate entry and stabilization. Moreover,
the upward-oriented conformation of the F–F′ loop observed in the
clotrimazole-bound structure further supports the functional relevance of
this motion41.

A Markov state model constructed from trajectory 0-1-3-5, which
reproduced the crystallographicDHBbindingpose, yieldedboth theon-rate
and off-rate constants. The resulting dissociation constant (Kd = koff/
kon = 2.0 × 10⁻⁷M) closely matches the experimental value (2.2 × 10⁻⁷M)35.
This close agreement suggests that the substrate-binding pathway observed
in our simulation may reflect the physiological route of DHB binding, with
the rate-determining step corresponding to the transition between State A
and State B.

Because P450s, particularly CYP3A4, play a versatile role in xeno-
biotic metabolism, the mechanisms governing substrate entry and exit
have long been a subject of debate. In this work, we identified several
DHB-binding pathways using unbiased MD simulations and demon-
strated the pivotal role of the F–F′ loop in facilitating DHB binding,
offering new mechanistic insights into the substrate recognition process
and catalytic function of CYP3A4. This remains an intriguing topic with
multiple layers of complexity. Our findings provide a foundation for
future large-scale computational studies aimed at deepening our under-
standing of substrate entry, product egress, and the conformational
dynamics of P450s.

Methods
Unbiased MD simulation
Although there are small differences in the orientations of residues on the
F–F′ loop (including R212) (Fig. 1 and Supplementary Fig. 12a) between
DHB-bound CYP3A4 and apo CYP3A4, similar variability is also observed
among different apo CYP3A4 structures (Supplementary Fig. 12b). More-
over, the loop is inherently flexible, and the minor differences in the initial
conformations of the R212 and F215 side chains are expected to have only a
negligible effect on the microsecond-scale trajectories. Consistent with this
expectation, during our MD simulations, we captured structures in which
the rotations of theR212 andF215 side chains corresponded to those seen in
the apo structures (Supplementary Fig. 12d). Given the high structural
similarity between the DHB-bound and apo CYP3A4 structures, the X-ray
crystal structure ofDHB-boundhumanCYP3A4 (PDB ID6OOB)was used
as the starting model for all simulations, after removal of the bound DHB
molecule34,35. Microsomal P450s like CYP3A4 are membrane-bound10,47.
However, because inclusion of a membrane–protein composite model
would result in substantial computational cost, we primarily employed a
membrane-free model. The absence of the membrane may introduce arti-
ficially increased flexibility into the protein structure, potentially leading to
structural collapse during long-timescale force-field-based simulations.
Nevertheless, the loop movement event occurred within relatively short
timescales (<~11 μs) in our model and was not observed in the absence of
substrates (Supplementary Fig. 13). These observations support the inter-
pretation that the loop movement is triggered by substrate binding, rather
than prolonged simulation. Missing residues in the crystal structure were
modeled using MODELLER39,40. The substrate-free CYP3A4 structure was
placed at the center of an octahedral box filled with TIP3Pwater, ensuring a
minimum distance of 10 Å between the protein surface and the box edge48.
Na+ and Cl– ions were added to neutralize the system and achieve a phy-
siological salt concentration of 0.15M. Three DHB molecules were ran-
domly placed in the solvent while avoiding direct contact with the protein.
The final simulation system contained 52,249 atoms. The all-atom Amber

(1) (2)

(3)

(6)(7)

(4)

(6’)(7’)

(5)

OHOHOH

OH

OH

Fig. 9 | Proposed DHB-binding scheme. The green loop represents the F–F′ loop region.
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ff19SB force field was applied to the protein, heme, and ions49. Parameters
for the pentacoordinate ferric heme complex were taken from the
literature50, andparameters forDHBwere derived from the generalAMBER
force field (GAFF), with RESP charges computed at the B3LYP/6-31 G*
level of theory51,52.

All unbiased MD simulations were performed using the CUDA ver-
sion of Amber 22 with a leapfrog integrator53–55. The systems were first
equilibrated through energy minimization followed by a mixed NVT/NPT
protocol. Production runs were carried out in the NPT ensemble at 310 K
using a Langevin thermostat (relaxation time: 2.0 ps) and 1 bar with a
Berendsen barostat (relaxation time: 1.0 ps)56,57. The SHAKE algorithmwas
applied to constrain covalent bonds involving hydrogen atoms58, and long-
range electrostatic interactions were treated with the Particle Mesh Ewald
(PME) method with a 10.0 Å cutoff 59.

Three independent simulations were initiated from the same starting
configuration, with random velocities assigned to all particles. After 11 μs of
simulation, the F–F′ loop moved upward. To increase the likelihood of
capturing the DHB-binding event, four additional simulations were initi-
ated from thefinal frameof each11 μs run. In twoof these trajectories (0-1-3
and 0-2-4), a single DHB molecule entered the active site of CYP3A4.
Subsequently, four independent, unbiasedMD simulationswere performed
based on these two trajectories to capture a DHB binding pose resembling
that observed in the crystal structure. Additionally, the binding of twoDHB
molecules within the same catalytic pocket was observed during two inde-
pendent extended MD simulations.

To assess the impact of the membrane on substrate binding, we also
performed MD simulations with CYP3A4 embedded in a lipid bilayer
environment. The N-terminal transmembrane helix of CYP3A4 was added
based on the AlphaFold3-predicted structure, and the resulting full-length
protein model was incorporated into a lipid membrane60. To enhance the
likelihood of observing F–F′ loopmovement andDHBbinding, five parallel
MD simulations were conducted with ten DHB molecules distributed
around the protein surface. All other simulation parameters were identical
to those used in the membrane-free systems. Owing to computational
limitations, we were unable to perform a sufficiently large number of long-
timescale simulations with this extendedmodel, and the DHB substrate did
not fully enter the active site within the available simulation time. Impor-
tantly, however, in one of these simulations, the F–F′ loop shifted upward
within 6 μs (Supplementary Fig. 14), yielding a representative structure
similar to that observed in the absence of a membrane. Several DHB
molecules were stabilized at the entrance of tunnel 2b (Supplementary
Fig. 14), consistent with the behavior observed in trajectory 0-1-3 (Fig. 3),
suggesting that DHB may also access the active site via tunnel 2b under
membrane-bound conditions. All MD trajectories mentioned in the main
text and the Supplementary Information are summarized in Supplementary
Table 4, and the Supplementary movies with their descriptions are listed in
Supplementary Table 5.

sMD and umbrella sampling simulations
To analyze the energy changes associatedwithDHBmolecule exit, with and
without restraint of the F–F′ loop, we performed sMD and umbrella sam-
pling simulations42–44. Initial configurations were generated by gradually
increasing the center-of-mass (COM) distance between the DHBmolecule
and the heme iron, using a harmonic force constant of 5 kcalmol-1 Å-2 and a
pulling rate of 1 Å ns-1. Two exit directions were considered, corresponding
to the reverse of the DHB entry pathways observed through the right-hand
yellow and cyan tunnels. To restrain the F–F′ loop during DHB exit, a
harmonic force of 25 kcal mol-1 Å-2was applied to the backbone atomsof the
F–F′ loop. This setup yielded four sMD trajectories, covering two exit
tunnels with or without F–F′ loop restraints. The sMD-generated config-
urations were subsequently used as starting structures for umbrella
sampling44. The COM distance between the iron and the DHB molecule
ranged from 7.5 Å to 30.0 Å, with a window spacing of 0.5 Å. Each window
was restrained with a harmonic potential using a force constant of 10 kcal
mol-1 Å-2 to ensure sufficient overlap between adjacent sampling windows.

Each window was simulated for 20 ns to achieve converged sampling.
Finally, the potential ofmean force (PMF) along the reaction coordinatewas
computed using the weighted histogram analysis method (WHAM)61–64.

MSM analysis of the MD Data
To identify the kinetically relevant metastable states and their inter-
conversion rates along the DHB entry pathway, we performed MSM ana-
lysis using the PyEMMA package65–68. The input features included: binary
contact matrices between key amino acid residues and DHB, the COM of
the boundDHB, the Fe–O6, Fe–C12, and Fe–C26 distances, and the RMSD
of the F–F′ loop. Each trajectory frame was encoded as a 16-dimensional
feature vector. To reduce dimensionality, we applied time-lagged inde-
pendent component analysis (tICA)69,70 for dimensionality reduction with a
lag time of 60 ns, retaining the top two components. The resulting 2D data
were discretized into 600 microstates using k-means clustering71. Bayesian
MSMswere constructed with a lag time of 60 ns, following validation of the
Markovian property through implied timescales across different lag times
(Supplementary Fig. 16)72. Kinetic rate constants (kon and koff) were esti-
matedusing themeanfirst-passage time73 (MFPT) approach,wherekon = 1/
(MFPTonC) and koff = 1/(MFPToff), with C representing the DHB con-
centration (8.2mM). Finally, transition path theory (TPT) was applied to
identify dominant transition pathways and quantify their net fluxes74,75.

Data availability
All data supporting the findings of this study are available within the main
text and Supplementary Information. Due to the large size of the MD
trajectories generated in this work, they are available for non-commercial
use upon request by contacting J.Y. (220059035@link.cuhk.edu.cn). The
crystal structure used in this work (PDB code 6OOB) is available from the
Protein Data Bank (https://www.rcsb.org/). MD simulations were per-
formed using Amber 22 (https://ambermd.org/GetAmber.php), and MSM
analyses were carried out using PyEMMA package (http://emma-project.
org/latest/). These software tools are available from their respective devel-
opers or institutions. Inputfiles for theMDsimulations,MSManalyses, and
sMD simulations are freely available on GitHub (https://github.com/
CatherineYan11/DHB_binding_CYP3A4). Thenumerical data used for the
plots from Figs. 2–8 are provided in Supplementary Data 1; those for the
plots from Supplementary Figs. 2–8 in SupplementaryData 2; and those for
the plots from Supplementary Figs. 9–14 in the Supplementary Data 3.
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