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Nuclear Magnetic Resonance (NMR) is among the most widely used techniques for structure
determination, yet automated workflows remain underdeveloped compared tomass spectrometry. In
this work, we introduce NMR molecular networking and apply it to Heteronuclear Single Quantum
Coherence (HSQC) spectra, a key 2D-NMR experiment for structure elucidation. We adapt core
principlesofMS² networking suchas transitivity acrossmultiple spectra, dereplication, andannotation
propagation to NMR-driven workflows. First, we develop a modified Hungarian distance metric for
HSQC peak matching. Benchmarks show that using this metric, traditional spectral lookup with this
score recovers ~70-80% of available structural similarity, but efficiency does not improve when
increasing the size of the spectral library. Second, we establish NMR molecular networking using
HSQC spectra to propagate annotations and dereplicate compounds. Case studies of experimental
natural product spectra demonstrate that annotation transitivity within networks accelerates and
improves identification of unknowns. Third, we introduce algorithmic molecular networking, which
integrates graph topology metrics to correct inefficient rankings and reduce false positives. Together,
these approaches define the first generalizable framework for NMR molecular networking, enabling
scalable, high-throughput annotation for natural product discovery and drug development.

Nuclear Magnetic Resonance (NMR) spectroscopy is a versatile analytical
techniqueused for unravelingmolecular structures anddynamics1,2.Among
its diverse array of experiments, Heteronuclear Single QuantumCoherence
(HSQC) spectroscopy is a keymeasurement used for structural elucidation3.
HSQC is a two-dimensional NMR technique that correlates the chemical
shifts of hydrogen (1H)nucleiwith those of directly bondedheteronuclei like
carbon (typically 13C), offering a valuable balance between information
density and acquisition time4,5. In ¹H-¹³C HSQC, only protonated carbons
(CH, CH₂, CH₃) are observed, which makes the technique valuable for
detecting and characterizing molecular scaffolds. Nonetheless, HSQC has
limitations: its low sensitivity, the inability to detect nonprotonated carbons,
dependence on acquisition parameters, and susceptibility to solvent con-
ditions hinder direct spectral comparisons and limit the ability to distin-
guish isomeric species6. Interpreting HSQC spectra typically requires
significant chemical expertise and domain knowledge. One major bottle-
neck is the lack of large, high-quality annotated experimental HSQC
datasets necessary for automatic interpretation via machine learning (ML)

models. The NMRShiftDB7, the largest open-source database for NMR
shifts, covers fewer than 100 experimental HSQC spectra.

Unlike thefield ofmass spectrometry, which has benefited from awide
array of computational tools8,9 anddata-sharing initiatives10,NMRstill relies
heavily onmanual, labor-intensive analysis, where the elucidation of a single
structure takes anywhere from hours to weeks for novel chemicals or
complex HSQC spectra11. Some structures have even taken years to
resolve11, and the limited scope of HSQC libraries often leads to the redis-
covery of known molecules or close analogs. To address these challenges,
Computer-Assisted Structure Elucidation (CASE) has been developed,
which uses computational algorithms to integrate experimental spectra,
predicted chemical shifts, and connectivity information to systematically
narrow down candidate structures12. Crucially, these workflows will not
scale to the demands of drug discovery.

Several computational strategies have emerged to address these chal-
lenges to streamline structurematching fromHSQC spectra, encompassing
classical database-matching techniques and modern ML approaches5.
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Spectral database matching (viz., top-k lookup) compares the HSQC
spectrum of an unknown compound against simulated/experimental
spectra of candidate structures. However, because of the laborious nature of
HSQCcollection, no large public repositories of experimental 13C-1HHSQC
spectra exist. Given that computational approaches tend to improve with
more reference data, simulated HSQC spectra become an attractive alter-
native. Two commercial software packages exist for this purpose, Mestre-
Nova and ACD/Labs, which use proprietary algorithms to predict HSQC
spectra from structure (often by predicting 1H and 13C chemical shifts) and
then match the result to the query spectrum5.

Additionally, simulated HSQC spectra can be predicted using quan-
tum chemical calculations13 and ML models5,14. To use these spectra for
structure determination, a peak-matching algorithm is required to identify
the best spectralmatch15.Other previousMLmodels reliedon convolutional
neural networks (CNNs) like SMART16, or more recently, SMART 2.017,
which developed the ‘Moliverse’ for comparing continuous HSQC
embeddings. Similarly, DeepSAT18 trained a CNN on experimental and
simulated HSQC spectra to predict chemical features to suggest better
candidate structures.

All the database methods above focus on finding the same or most
similar structure by pairwise comparisons between unknown queries and
known libraries. Inmass spectrometry,molecular networking is used tofind
patterns among many MS2 spectra from which structural similarity can
often be inferred. When multiple edges connect to a single node (repre-
senting an MS2 spectrum), the chances of annotation and interpretability
increase, as numerous lines of evidence andhigher-order relationships often
support the structural interpretation of the query MS2. Popularized by
GNPS8,19 after Watrous and colleagues20 first introduced it, molecular net-
working has been adopted by commercial software and standalone tools.
This approach has led to the discovery of thousands of molecules in natural
products, metabolomics, and exposomics.

Given the broad success of mass spectrometric molecular networking
for compound annotation and discovery and the common use of NMR to
validate MS results21,22, it is surprising that no comparable integration has
emerged.While small-scale efforts have incorporated ¹HNMRtracking into
MS² networks for metabolite identification23, there has been no develop-
ment of NMRmolecular networking frameworks on the scale of their MS²
counterparts.

In this work, we broadly introduce NMR molecular networking and
apply it to HSQC spectra. We expect that the core principles of MS² net-
working will generalize naturally to NMR-driven workflows. Although
cosine similarity has been used in NMR comparisons17, the field lacks an
analog to the modified cosine approaches central to MS² networking. To
address this, we explored the Hungarian algorithm, a combinatorial opti-
mizationmethod, tomore systematically optimize spectral assignments and
annotations. Using calculatedHSQC data, we demonstrate how amodified
Hungarian approach can improve substructure annotation rates and pro-
vide a benchmark for evaluating the strengths and limitations of conven-
tional database matching for structure identification. Motivated by these
limitations, we established the first HSQC network-driven workflows for
annotation propagation and compounddereplication. Finally, we introduce
algorithmic molecular networking, in which the intrinsic graph structure of
the network is exploited to improve structural candidate ranking in anno-
tation workflows.

Results
Determining the structural limit of HSQC
Acentral question of this study is: towhat extent canHSQCspectra support
structural elucidation? To address this, we examined the theoretical rela-
tionship between spectral (viz. Hungarian-NN, Mod-Hung) and structural
similarity (viz. Tanimoto, MCS, Hybrid) for experimental and simulated
spectra. Figure 1 shows the normalized distributions of spectral distances
plotted against structural similarity (Tanimoto) for all pairs of experimental
HSQC used in this work.

Maximizing structural retrieval requiresclear separationbetweenhigh-
and low-similarity pairs. In practice, Fig. 1 shows that low structural simi-
larity does not guarantee high spectral distance, although the reverse is
generally true. Thismismatch reflects a lack of coherence, whichwedefine as
the consistent correspondence between structural similarity and spectral
distance. In a fully coherent system, spectral distance would scale mono-
tonically with structural similarity, such that unrelated scaffolds never
appear spectrally close and chemically plausible candidates never appear
spectrally distant. HSQC spectra, however, are not always coherent: che-
mically unrelated scaffolds may appear spectrally close due to functional
group peak degeneracy (false positives, lower left, Fig. 1), while similar pairs
can appear spectrally distant (false negatives, upper right, Fig. 1). Structural
false positives present a major hurdle for structure assignment because of
their relatively high frequency (Fig. 1, Table S1) and potential for mis-
assignment. Examples of these structural/spectral discontinuities are shown
in Figs. S1–3. These effects introduce a tangible risk of erroneous database
lookup. Similar patternswere observed for both experimental and simulated
HSQC spectra (Figs. S7 and S8). Comparisons of spectral distance to other
structural similaritymetrics (MCS,Hybrid) are shown inFigs. S9–10.Taken
together, these results suggest that the uncertainty in HSQC-structure
relationships may be intrinsic to the measurement itself, though more
investigation is needed to conclusively confirm this claim.

Modified Hungarian distance for top-K lookup
Before introducing a novel tool for HSQC structure determination, it is
essential to identify the limitations of the current status quo. To this end, we
benchmarked the use of top-k lookup for structure retrieval and compared
the Hungarian-NN and Modified Hungarian Distance algorithms (see
Methods: Spectral Similarity). We performed top-k lookup for all experi-
mental HSQC spectra against a fixed library of 99,719 simulated HSQC
spectra, using the structural efficiency metric (see Methods: Evaluation
Metrics for Structure Retrieval) across all three chemical coverage regimes
(i.e., excellentmatch, closematch, andpoormatch).Hyperparameter tuning
forModifiedHungariandistance algorithmacross these regimes is shown in
Table S2.

Figure 2 shows that the Modified Hungarian algorithm outperforms
the naive Hungarian-NN approach in all regimes, improving structural
efficiency by an average of 0.05–0.09 hybrid similarity (see Methods:
Structural Similarity, the hybrid similarity is the average of the MCS and
Tanimoto metrics). This improvement is most pronounced for top-1
rankings and when an excellent match (HybridMax > 0.8) exists in the
dataset. Despite this, in the absolute best-case scenario when the dataset
contains an exact match (i.e.,HybridMax = 1.0), top-k recovers only 48% of
these matches in the top-1 and 73% in the top-5. Due to the broad rela-
tionship between HSQC and structural similarity (Fig. 1), one-dimensional
HSQC comparisons may have an inherent ceiling in their ability to dis-
criminate structure. More generally, we observe that structural efficiency
decreases with decreasing chemical coverage (ηExcellentMatch > ηCloseMatch >
ηPoorMatch; Fig. 2). As such, the suitability of top-k retrieval for compounds
with novel or unknown chemistry is unclear.

To explore deeper, we performed an ablation of top-k lookup with
varying spectral library sizes (Fig. 3). We performed a top-k retrieval for a
fixed set of 500 randomly selected experimental HSQC spectra against
randomly selected spectral libraries of increasing size (up to the entire
synthetic libraryof approximately 400,000 spectra). Each larger librarywas a
strict superset of all smaller ones. Figure 3A shows that increasing the library
size measurably improves the maximum structural similarity found in the
top-1/3/5. However, these gains are not limitless: the decreasing marginal
improvement shows apparent convergence toward a performance max-
imum with increasing dataset size. This plateau is reinforced by Fig. 3B,
which examines structural efficiency as a function of library size. While
constant for top1/3 lookup, the top-5 lookup efficiency consistently
decreases from0.88 to 0.85 as the spectral library grows from5000 to the size
of the complete library. While modest in magnitude, this uniform decline

https://doi.org/10.1038/s42004-025-01839-x Article

Communications Chemistry |            (2026) 9:28 2

www.nature.com/commschem


suggests that expanding the lookup library is an inefficient way to improve
structural elucidation due to a phenomenon we call dataset dilution.

It’s intuitive that expanding a spectral library improves chemical
coverage and the likelihood of finding an accurate match, explaining the
initial gains in top-k hybrid similarity in Fig. 3A. However, expanding
datasets also raises the likelihood of including false positives (see Fig. 1) or
irrelevant compounds much faster than the likelihood of including a

‘correct’ structure, given that there are simply more possible incorrect
structures than correct ones. This is the essence of dataset dilution: larger
datasets bring diminishing returns and increased risk of false-positive
matches due to HSQC/structure variability. Examples of top-5 rankings
influenced by dataset dilution are shown in Figs. S1–S3.

It is currently unclear the extent to which these dataset dilution and
other lookup limitation effects are caused by the use of simulated HSQC
instead of experimental. This thought is purely hypothetical due to the lack of
large-scale (i.e., >22,000) experimental HSQC libraries24. Well-curated
experimental libraries could plausibly improve retrieval by capturing true
chemical-shift dispersion, matrix effects, and more accurate peak positions,
thereby tightening spectrum-to-structure coherence. The trade-off for
experimental spectra is the need for a GNPS-like framework19 to align spectra
across instruments and conditions. Nonetheless, Fig. 1 and S8 show that the
non-coherent behavior appears in both experimental and simulated data. In
this work, simulation is necessary to achieve the desired scale, but system-
atically exploring the trade-offs between experimental and simulated HSQC
libraries will be essential to move the field forward.

HSQCmolecular networking
Given (i) the ineffectiveness of top-k lookup in low-coverage regimes, (ii)
inefficient structural recovery even under ideal (exact-match) conditions,
and (iii) the increased risk of false positives upon library expansion, there is
clear room for improvement for HSQC structure determination. For these
reasons, we introduce HSQCMolecular Networking.

The concept is drawn directly from traditional MS2 molecular net-
working workflows, where a 2D network based on spectral similarity hopes
to capture transitive patterns in the chemical space, structural similarity, and
other relevant properties8,19. A complete description of our network con-
struction workflow can be found inMethods: HSQCMolecular Networking
and is illustrated in Fig. 4A–B. A sample subgraph is shown in Fig. 4C, and
network statistics are shown in Fig. 4D–F. As shown in Fig. 4D, our final
network contained 99,719 nodes and 401,859 edges. In our subgraph, the

Fig. 1 | Comparisons of spectral distances and structural similarities for
experimental HSQC do not always show coherent behavior.Violin plots showing
spectral distances (Modified Hungarian and Hungarian-NN) compared to Tani-
moto similarity for 435,711 pairs based on 934 experimental HSQC spectra con-
taining a minimum of 5 peaks. Analogous trends are seen for MCS and hybrid
similarities (Figs. S7 and S8) and across simulated HSQC (Figs. S9–11). Spectral
distances were generated for the Hungarian-NN and Modified Hungarian algo-
rithms and normalized using CDFs fitting their empirical distributions
(Figs. S12–13). Counts for each bin are available in Table S1.

Fig. 2 | Benchmarking peakmatchingmetrics across structural coverage regimes.
Analysis of the structural efficiency of top-k lookup for experimental HSQC lookup
on a library of 99,719 simulated spectra benchmarked with theModified Hungarian
andHungarian-NN algorithms. Analysis is demonstrated formaximum score in the
top-1 (A–C) and top-5 (D–F), and broken down by compounds that have an

excellent match (0.8 <Hybridmax, A,D), a close match (0.6 <Hybridmax ≤ 0.8, B, E),
and a poor match (Hybridmax ≤ 0.6, C, F) in the lookup library. Distributions are
plotted using the seaborn Gaussian kernel density estimate (KDE) function, where
the y-dimension is arbitrary. Structural efficiency is calculated using the hybrid
similarity score (see Methods: Evaluation Metrics for Structure Retrieval).
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average/median node degree (# of edges) is 8.05/3, suggesting a relatively
high structural selectivity, also shown in Fig. 4C.

The value of HSQC molecular networking for structural analysis
becomes obvious uponmanual inspection of the subgraph shown inFig. 4C.
All species drawn in this two-hop neighborhood share a methyl-coumarin
scaffold with an ether-linked amide (Fig. 4C, red). Coumarin, a natural
product, was first isolated from tonka beans and is found in cinnamon,
vanilla grass, and fenugreek25. We see that local neighborhoods do an
excellent job of preserving modifications to this scaffold and that edges
preserve distinctive structural motifs. Examples of these motifs include a
backbone-fused cyclopentane ring (Fig. 4: nodes 2, 3, 4, and 5), fused
cyclohexane ring (Fig. 4: nodes 1, 0, 8, and 9), piperidine ring (Fig. 4: green,
nodes 6 and 7), carboxylic acid (Fig. 4: blue, nodes 1, 10, 8, and 9), and
thioether groups (Fig. 4: yellow, nodes 1 and 10).

Applications of HSQCmolecular networking
Annotation propagation and structure dereplication. Next, we pre-
sent a potential use case for NMR Molecular Networking, in which an
‘unknown’ experimental spectrum is queried into our constructed
molecular network (see Fig. 5). We propose that the use case demon-
strated here could be readily integrated into annotation propagation or
structure dereplication workflows like those commonly used in MS2

networking.
In this case study, we obtained an unknown via the separation and

isolationof plant extract,whichwas thenmeasuredusing aBruker600MHz
NMR spectrometer equipped with a TCI 1.7mm micro-cryoprobe. This
compound was identified as the vinca alkaloid, Pleurosine. Pleurosine is a
vinca alkaloid, a class of anti-mitotic natural products commonly incor-
porated in chemotherapy26. As shown in Fig. 5, this HSQC query is a
complex spectrumdescribing a largemolecule, a difficult elucidation for any

NMR scientist. Manual structure elucidation was completed by first using a
combination of literature search,MS2 databasematching, and 1HNMRdata
to ascertain the structural class. Then, functional groups were identified
using 2D NMR (e.g., HSQC) data, validated by literature search of other
known vinca alkaloid structures. Finally, the full assignment was completed
using the ACDLabs structure elucidator to match the spectra and confirm
the identity of the unknown. We estimate that the structure elucidation of
Pleurosine took between 4 to 5 h of human labor.

To demonstrate howNMRmolecular networking could accelerate this
workflow and improve over top-k lookup, we incorporate this HSQC into
the network as an ‘unknown’ (see Fig. 5). Upon query addition to the
molecular network, we see four one-hop neighbor structures where the top-
1 structure (Node 1) has a structural efficiency of 95%, correctly identifying
the vinca alkaloid scaffold with minor errors in sidechain substituents. In
contrast to the manual workflow, the HSQC Networking annotation pro-
pagation is completed in less than a minute and provides several high
structural similarity candidate structures (see Fig. 5, S16).

While showing successful structure annotation propagation, this case
study also demonstrates additional potential pitfalls of top-k lookup when
applied to unknown queries. Of the top-4 structures (also our one-hop
neighbors), two are highly efficient matches (Nodes 1 and 6), one is rea-
sonably efficient (Node 10), and one is a poormatch that is a structural false
positive containing very little of the correct scaffold (Node 7). However, in
this ranking, the difference in theHungarian distance between all four top-k
candidates is small (ΔHung<4), and it is difficult to confidently differentiate
the false positive from the true positive on the basis of spectral similarity
alone. This example raises another potential issue with top-k lookup: how
can we confidently identify correct structural candidates when the scoring
metric does not provide clear separation between the top-ranked
candidates?

A key benefit of HSQC Molecular Networking is the applicability of
transitivity to increase the confidence of a structural candidate. At the one-
hop neighbor level, the local neighborhood can highlight differences in
highly confident candidates not shown by a pure ranking approach. For
instance, both of the ‘high efficiency’ candidates (Nodes 1 and 6) are highly
connected in the neighborhood of the query, sharing several one- and two-
hop neighbors. In contrast, the false positive (Node 7) is completely dis-
connected from the neighborhood of the query. Moreover, we observe that
several structures are not directly connected to the query, but are excellent
for close structural matches (See Fig. S16). Most notably, this includes the
highest rank structural candidate (Node 4, η = 1.0), which is not ranked
highlyby theHungariandistance algorithmdue to incorrectmatchingof the
far-downfield aldehyde peak. Although not directly linked to the query, this
structure is strongly embedded within its neighborhood, sharing multiple
one- and two-hop connections. In practice, manual inspection of this net-
work subgraph would likely highlight the candidate as viable based on
transitivity alone.

Qualitatively, our HSQC molecular networks offer NMR scientists (i)
structures that could be used for starting ‘inspiration’ with relevant func-
tional group permutations that could plausibly describe the HSQC spec-
trum, (ii) patterns in repeated structuralmotifs highlighted by transitive that
increase annotation confidence, and (iii) additional potential high-similarity
candidates not retrieved by top-k approaches. This network-based context
allows candidate structures to be supported by multiple, independent
spectral relationships, reducing reliance on any single potentially noisy or
inaccurate comparison. In doing so, it enables amore robust and chemically
consistent propagation of annotations across related spectra.

Algorithmic molecular networking. To move beyond anecdotal evi-
dence and test whether implicit graph structure can systematically
improve retrieval, we introduce algorithmic molecular networking: a
reranking strategy that integrates graph structure into candidate eva-
luation. Because HSQC molecular networks encode both spectral and
structural similarity, we hypothesized that a spectrum’s neighborhood
could provide additional context for identifying the most likely structure

Fig. 3 | Investigating the effect of spectral library size on the performance of top-k
lookup. Analysis of the average maximum hybrid similarity (A) and structural
efficiency (η) (B) for the top-1/3/5 (green/orange/blue) lookup of 500 randomly
sampled experimental HSQC spectra in randomly sampled HSQC spectral libraries
of varying size retrieved using top-k lookup with the Modified Hungarian distance.
Shaded areas represent 20% of the standard deviation of the distribution. All datasets
of increasing size are supersets of all smaller datasets.
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of an unknown. In practice, this means that candidates sharing structu-
rally consistent neighbors with the query are themselvesmore likely to be
correct, extending the observations of Fig. 5 into a generalizable
framework.

To formalize this concept, we developed a workflow described in
Methods: Algorithmic Molecular Networking, in which top-k candidates
from spectral library search are reranked using graph information. Graph
context serves as a correction factor to the Hungarian distance, miti-
gating cases where spectral and structural similarity are misaligned or
inefficient. Figure 6A compares average hybrid similarity and structural
efficiency before and after reranking. We focus on experimental spectra
with ≥15 HSQC peaks (n = 263), as these spectra are more information-
rich yet challenging to interpret due to spectral congestion. For granu-
larity, we distinguish inefficient rankings (ηtop3 < 0.8) from efficient ones.
This distinction matters: efficient rankings have little room for
improvement, while inefficient ones are where reranking can have the
greatest impact.

For inefficient rankings (ηtop3 < 0.8, n = 86), algorithmic molecular
networking produces significant gains: average hybrid similarity increases
by +18.7% (relative improvement, top-3) and +7.4% (top-10), while
structural efficiency improves by+26.6% and+11.6%, respectively. Across
all annotations, reranking increases the proportion of annotations that are
both highly efficient (η > 0.9) and yield relevant structures (Average Hybrid
> 0.5) by+14.9% and+9.0% in the top-10 lookup (Fig. 6A). This indicates
reranking leaves efficient rankings intact, since the Hungarian distance
weighting provides inertia from direct spectral matching. Additional results
for high and low efficiency rankings are shown in Fig. S17.

Figure 6B illustrates the reranking improvementwith a steroid query: a
class of compounds notoriously difficult to resolve by HSQC due to the

dominance of non-diagnostic aliphatic C–H signals in the ‘sterol
envelope’27. Top-k retrieves several high spectral similarity candidates
(Mod-Hung. <30 - determined ad hoc bymanual examination of structural
pairs at different thresholds), but none exceed a hybrid similarity of 0.35
because they do not correctly match the fused hydrocarbon ring scaffold.
After reranking, two excellent matches (Hybrid = 0.77, 0.60) containing the
correct steroid backbone are promoted into the top-3. Notably, these can-
didates were originally buried at ranks 30 and 66, far beyond the top-5/10
that an NMR scientist might realistically inspect. Complete top-5 rankings
are shown in Figs. S18 and S19. These compounds hadHungarian distances
(32.3, 33.2) similar to non-steroids in the original top-3 (29.9, 30.3, Fig. 6B),
illustrating dataset dilution once again: non-steroids with many aliphatic
C–H bonds artificially align with the steroid backbone, lowering spectral
distances and crowding out the correct hits.

Herein lies the value of algorithmic molecular networking: network
context via the PWRAscore supports candidateswithmultiple independent
spectral relationships, reducing reliance on any single noisy comparison. In
doing so, it improves coherence, where the most plausible candidates are
consistent with both spectral similarity and the structural context of their
neighborhood. Figure 6C further shows an example of missing coherence:
three derivatized steroids differing only inheteroatom side chains.Although
the backbones are identical, mismatched heteroaromatic peaks (e.g., furan
vs. pyridine, electron-donating vs. withdrawing aromaticity, see Fig. S20)
inflate spectral distance, preventing closure of the “triangle.”More discus-
sion of these effects is available in the Supplementary Information: Incom-
plete Triangles and in Fig. S21. By accounting for transitivity in our graph
topology ranking, algorithmic molecular networking can resolve incom-
plete triangles and recover structurally valid candidates that top-k lookup
alone would miss.

Fig. 4 | Overview of HSQC network construction and global statistics of our
showcased HSQC network. Schematic illustration showing the construction of an
HSQCmolecular network with (A) input HSQC spectra that are then (B) compared
pairwise exhaustively to get spectral similarities (Mod-Hung), structural similarity
(Tanimoto, MCS, Hybrid), and mass differences for known substructures. The
example subgraph (C) displays species sharing a coumarin backbone (highlighted in
red) and illustrates subgraph localized structures, offering a comparative view
through the lens of the HSQC molecular network. Histograms (D–F) show

summary statistics for the complete network, including an analysis of node (log10)
and edge degree (D), Modified Hungarian Distance (E), and Hybrid Similarities (F)
for all edges, which were restricted to their respective thresholds (Mod-Hung <30,
Hybrid > 0.6). The motivation for the hybrid threshold is shown in Fig. S14. Dis-
tributions of edge mass differences are shown in Fig. S15. Non-log distributions are
plotted using the seaborn Gaussian kernel density estimate (KDE) function, where
the y-dimension is arbitrary.
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More broadly, algorithmic molecular networking shines when
the query HSQC is dense and the lookup library has low structural
resolvability. When an HSQC contains a distinctive diagnostic peak
pattern with low library overlap, top-k surfaces a clearly separated,
confident hit. But for steroids, peptides, sugars, heavily functionalized
scaffolds, and large molecules, HSQC patterns overlap across many
potential decoys and top-k becomes diluted, yielding numerous
“good” candidates with similarly low spectral distances and little
separation from one another. In these cases, algorithmic molecular
networking adds higher-order, transitive structural discrimination:
by leveraging shared neighborhoods, we observe that NMR molecular
networks can promote the truly plausible candidates and resolves ties
that top-k alone cannot.

Discussion
In this work, we tackle the question: to what extent can structures be eluci-
dated from HSQC spectra? Across both simulated and experimental data-
sets, we find that direct pairwise comparison of spectra is often insufficient:
spectral distance does not reliably correspond to structural similarity,
leading to potential structural false positives.Our evaluation of top-k lookup
approaches further highlights these limitations. Even in cases where exact
structural matches were present, top-k retrieval often failed to rank them as
the top candidates. More generally, we observed that top-k recovers an
average of ~70-80% of the available similarity in a spectral library. As the
dataset size increases, retrieval efficiency stagnates or declines due to dataset
dilution, where an influx of medium-quality candidates and structural false
positives reduces the likelihood of recovering the best match. Taken toge-
ther, these results underscore the fundamental challenges of relying solely
on pairwise comparisons of spectra for direct structure retrieval, while also
emphasizing scalability as a persistent obstacle for high-throughput
screening using NMR.

This gap motivates a shift in perspective: rather than treating each
spectrum as an independent query, methods should exploit the implicit
structure of spectral libraries, where transitive relationships between spectra
encode higher-order patternsmore closely alignedwith chemical similarity.
To these ends, we introduce HSQC molecular networking as a framework
for identifyingpatterns inNMR-structure space. Inspiredby traditionalMS-
basedmolecular networking, wemapHSQC spectra as nodes connected by
edges that encode both spectral and structural similarity, allowing the net-
work to capture transitivity and neighborhood structure that pairwise
comparisons cannot. To the best of our knowledge, this is the first work to
construct NMR or HSQC molecular networks. With this framework, we
showcase applications in annotation propagation and structure dereplica-
tion. By incorporating ‘unknown’ experimental queries into the network,we
demonstrate how transitivity can eliminate false positives, increase the
confidence of true positives, and reveal novel candidate structures that are
overlooked by top-k approaches.

Building on this foundation, we develop algorithmic molecular net-
working to rerank structural candidates using network topology indices that
describe structural transitivity (e.g., shared neighbors). This reranking acts
as a correction factor for spectral similarity metrics, rescuing complex
spectra and inefficientmatch regimeswhile preserving accuracywhendirect
spectral matching is already reliable. Together, these methods shift HSQC
interpretation from isolated comparisons to a context-aware, internally-
consistent network and provide a more scalable route toward NMR-driven
structure determination. Our approach provides end users with an inter-
active tool that can be used for structural inspiration, confidence via
neighborhood consensus, and exploration of functional group modifica-
tions within a chemical class en route to elucidation.

While HSQC molecular networking represents a meaningful step
toward automated structure elucidation, it is not without limitations.
Because we rely on simulated spectra, matching will inherit inaccuracies

Fig. 5 | HSQC Molecular Networking facilitates dereplication or annotation
propagation for an ‘unknown’ experimental HSQC of Pleurosine. Query
(unknown structure) edges were added with a Hungarian distance threshold of 35.

Substructures highlighted in red show dissimilarities when compared to the query
structure. Node indices are arbitrary. One-hopneighbors of the query are depicted in
green and two-hop neighbors in blue. Additional structures are shown in Fig. S16.
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from simulations and overlook spectral artifacts (noise, impurities). Con-
structing a molecular network is computationally demanding: the all-vs-all
pairwise comparison ofHSQC spectra scales quadratically with the number
of spectra. Our network is also derived from natural products libraries,
which may reduce its relevance for other chemical classes. For algorithmic
molecular networking, our proof-of-concept analysis also focused only on
spectra with more than 15 peaks. For more targeted applications of the
technology, it is also critical to determine a clear relationship between high-
efficiency and low-efficiency rankings based on the structure and/or HSQC
spectra.

Overall, NMR molecular networking offers immediate value for
benchtop scientists by streamlining the interpretation of HSQC
spectra and accelerating structure elucidation for natural product
discovery, untargeted metabolomics, and drug development research.
In each of these settings, network-based consensus provides a prac-
tical starting point that reduces the interpretive burden, yielding
practical starting structures for an expert. Looking forward, the
fusion of HSQC and MS² molecular networks represents a natural
evolution: fragmentation-derived substructural motifs and NMR-
derived scaffolds in a hybrid network present an attractive, com-
plementary view of chemical space derived from experimental mea-
surements. Such multimodal frameworks would broaden the reach of
dereplication, enhance annotation confidence, and open new
opportunities in metabolite characterization and chemical biology.
Ultimately, this work moves toward the long-term goal of high-
throughput, non-targeted structure determination from experimental
data, a direction in which our efforts are ongoing.

Methods
HSQC datasets
To generate the synthetic HSQC library, we combined natural products
from the COCONUT database28 and LOTUS database29. We then filtered
structures to include only compounds (neutral molecules) with masses
between 120 and1200Da, containing exclusively the elementsC,H,N,O,P,
S, F, Cl, Br, and I. After filtering, our final library contained 373,526 unique
compounds. For all species, we simulated HSQC NMR spectra using the
Mestrelab Mnova NMRPredict software and the internal ECMAScript
scripting engine and automatically exported the F2 and F1 HSQC NMR
shifts. These spectra are allmade available alongside this study (seeDataand
Software Availability).

Since computing an HSQC molecular network requires an all-vs-all
approach, this would require roughly 70 billion edge calculations. For
computational feasibility, 100,000 spectra were randomly sampled for
HSQC networks, which we further filtered. We found that lipids result in
non-diagnostic ‘hairballs’ (i.e., minimal structural selectivity) in the mole-
cular network, so we filtered them from the dataset using heuristic rules.
Compounds with fewer than five HSQC peaks were excluded because they
have minimal diagnostic information and often present as structural false
positives.

To benchmark the methods in the study, we utilized a library of 1046
publicly available experimental HSQC spectra that we downloaded from
PubChem30. These experimental 1H-13C NMR spectra (HSQC) were small
molecules and were deposited by the maintainers of the Human Metabo-
lome Database (HMDB). These experimental spectra were filtered identi-
cally to the computed HSQC.

Fig. 6 | Quantifying the enhanced performance of algorithmic molecular net-
working over top-k lookup and explaining why the improvement occurred.
A Summary of the average hybrid score and structural efficiency (top 3/10) for 263
experimental HSQC spectra (>15 peaks) that have been ranked by top-k lookup
(yellow) and re-ranked by our algorithmic molecular networking approach (blue)
with the relative improvement highlighted (B) Illustration of top-3 ranking for a

steroid using the two methods, where algorithmic networking is able to identify
highly similar structural candidates far outside the top-10 determined by top-k
lookup.CExample of an ‘incomplete’ triangle where three highly structurally similar
steroid derivatives are ‘missing’ an edge in the molecular network due to a high
Modified Hungarian Distance calculated arising from heteroatom mismatch.
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Similarity metrics
Spectral similarity. The crux of structure elucidation from HSQC is
often the correct assignment of peaks between query and database lookup
spectra5. HSQC spectra can be represented as unordered sets of (1H, 13C)
peaks, where large clusters are often difficult to disentangle. The Hun-
garian Algorithm (also known as the Kuhn-Munkres algorithm) is
commonly used to address this problem, by optimallymatching peaks via
a cost matrix to minimize the Euclidean distance of all pairs31. Priessner
et al.5 pioneered the optimization of this algorithm for HSQC, bench-
marking different strategies for peak matching and padding in cases
where spectra have different numbers of peaks. Their study concluded
that Hungarian Distance combined with Nearest-Neighbor (Hungarian-
NN) padding performed best for HSQC matching.

ModifiedHungarianDistance. In thiswork,we aim tobetter understand the
limitations of the correlation between HSQC spectral similarity and struc-
tural similarity (see Results:Determining the Structural Limit of HSQC). To
augment this exploration and maximize the relationship between spectral
and structural similarities, we developed a Modified Hungarian Distance
with several key modifications to the original algorithm.

First, using estimated uncertainties for 1H/13C peak widths (σH /
σC = 0.01 / 0.2 ppm), we normalize all 1H and 13C coordinates to dimen-
sionless quantities. This ensures that the 13C coordinate space does not
dominate the lower-magnitude 1H coordinates. Second, we acknowledge
that structural similarity does not correspond one-to-one with spectral
similarity because of the abstraction of structure into an HSQC spectrum.
Two structuresmay share common substructures or functional groups. Yet,
the exact peaks for these moieties can shift within a specific ppm range due
todifferences in localmagnetic environments, solvent effects (particularly in
the 1H dimension), instrumental variation, or experimental noise.

A central goal of theModifiedHungarianDistance is to capture partial
structure matches by introducing a structural tolerance based on the
Euclidean distance associated with the functional group uncertainty.

T ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðf C=σC Þ2 þ ðf H=σH Þ2
q

Where fC and fH are the functional group tolerances. In this work, we
found that values of 2.5 ppmand0.5 ppmprovided the best performance for
structure retrieval for 13C and 1H tolerances, respectively. In the Hungarian
cost matrix, all pairs outside of this tolerance are penalized by an additional
factor added to the calculated distance todiscourage assignment and reward
matches within the tolerance range. We also include the different padding
strategies (zero, truncation, nearest neighbors) described by ref. 5. For all
subsequent discussion,we calculate a) theModifiedHungarian distanceand
b) the Hungarian-NN distance5 (see Software and Data Availability). The
modified cosine metric for MS2 similarity was developed to enable the
original MS2 molecular networks and has served to consolidate the field16.
We introduce the Modified Hungarian distance to enable NMRmolecular
networking, and hope that it can serve a similar purpose.

Structural similarity. While Tanimoto similarity is the most commonly
used metric for structural similarity, it is well known to be limited for
reasons including but not limited to a bias on molecular weight32, fin-
gerprint variability33, and due to the intrinsic limitations of binary
molecular representations34. As such, we also consider two additional
structural similarity scores in our analysis of HSQC. First, the Maximum
Common Subgraph (MCS, see Supplementary: Structural Similarity
Metrics) between two structures35, which can reward partial substructure
matches more heavily than a pure Tanimoto approach, but may be
limited because of computational scalability, perturbation sensitivity, and
lack of global molecular context36,37. However, given that both Tanimoto
and MCS have their own implicit biases in rewarding structural simi-
larity, we seek to find a better metric. To these ends, we also incorporate a

‘hybrid’ similarity, which is defined as:

Hybrid ¼ 1
2
� ðTanimotoþMCSÞ

This metric seeks to find a compromise between the benefits and
limitations of the Tanimoto and MCS metrics and offset the biases of each
similarity metric. In this study, we use Hybrid similarity metric as our
primary metric for evaluation based on the input of our in-house NMR
scientists (see Supplementary: Structural Similarity)

Coverage Regimes. Understanding the bounds of a structural similarity
metric (especially with respect to structural efficiency) is particularly
important when there is no guarantee of an exact (or even close) match in
the dataset, such as in natural product or dark metabolite research. To this
end,wedefine three regimes of chemical coverage to assess performance as a
function of available structural similarity:

i). Excellent Match (0.8 > Hybridmax)
ii). Close Match (0.6 <Hybridmax≤ 0.8)
iii). Poor Match (Hybridmax ≤ 0.6)

Examples of structures in each regime are shown in Figs. S1–S5.
Assessing performance in low-coverage regimes provides a worst-case
scenario evaluation, particularly valuable for novel or unknown chemistry.
Distributions of Hybridmax values for experimental annotations are shown
in Fig. S6.

Evaluation metrics for structure retrieval
Limitations of top-k accuracy. In database retrieval, a query spectrum is
compared against a reference library of predicted or experimental spectra to
identify candidate molecular structures ranked by spectral similarity. Top-k
accuracy is the traditional benchmark for evaluating structure retrieval in
HSQC lookup libraries. For each query spectrum, candidate structures are
ranked by similarity, and success is defined by whether the ‘correct’ structure
appears within the top k positions of that ranked list.While intuitive and easy
to interpret, this metric alone does not fully capture the challenges of HSQC-
based structure elucidation and has several limitations.

First, themetric used tooptimize anyworkflowshould reflect theneeds
of the person who will ultimately be using the tool. In this study, structure
elucidation workflows are intended to work with the NMR scientist to
accelerate structure elucidation. Top-k accuracy assumes that there is pre-
cisely one ‘correct’ answer for a given lookup query. While returning the
exact structural match is the preferred outcome in an ideal world, a correct
backbone or scaffold may be sufficient as a starting guess, which human
expertise can refine to identify the exact match. These partial matches can
accelerate the structure elucidation process, which is otherwise extremely
tedious; for challenging structures, generating a structure from HSQC can
take weeks to months (Elyashberg, 2015).

Second, there is no guarantee that an exact match exists in the lookup
database, particularly in studies aiming to identify novel chemical structures38.

Lastly, becauseHSQC is abstracted from structural reality anddoes not
fully describe a molecule’s structure (e.g., no information on quaternary
carbons), an exact structure cannot always be confidently ascertained from
HSQC alone. HSQC encodes only C–Hbonds with indirect descriptions of
functional groups, so structure elucidation from a single HSQC spectrum
will always suffer from permutation uncertainty. For this reason, NMR
scientists routinely incorporate COSY, NOESY, DEPT, and 1H/13C NMR
spectra to resolve structures39.

Structural efficiency (η). With this framing, we introduce a metric to
describe the success of HSQC matching: structural efficiency, defined as

η ¼ skðmaxÞ
smax
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where η is the efficiency of a prediction, sk(max) is the maximum structural
similarity in the top-k ranked compounds, and smax is the compound with
the maximum structural similarity to the query in the dataset. For top-k
studies, we only consider the best structure in the top-100 ranked by
Hungarian distance for the ‘maximum’, reflecting the practical limit of how
many candidates a human expert could feasibly review. Performing
structural similarity calculations (specifically MCS) for the entire lookup
library would be highly computationally impractical.

For example, if the most similar compound in the database has a
similarity of 0.8, and the best structure in the top-3 has a similarity of 0.6, the
efficiency of top-3 retrieval is 0.6/0.8 = 0.75. This avoids penalizing close
matches that are not the absolute best in the dataset: if a retrieved candidate
has a hybrid similarity of 0.80 versus a best candidate at 0.84, the efficiencies
are 0.95 and 1.00, respectively. Such a candidate would still serve an NMR
scientist well.

HSQCmolecular networking
The goal of HSQCMolecular Networking is to leverage numerous lines of
evidence and higher-order relationships between HSQC to better support
the structural interpretation of queries, leveraging the core principles ofMS2

networking. HSQC molecular networks are generated by performing a
pairwise all-vs-all comparison of MestreNova simulated HSQC spectra
(n = 99,719) using Modified Hungarian similarity to score pairs of HSQC
spectra. It is important to note that the number of edge calculations for a
given networkwill scale quadratically with the number of input spectra.We
build our network using only a meaningful sample of the total library
because of this prohibitive network construction runtime scaling (100,000
vs 414,000 spectra: 5 billionvs. 70billion edge calculations).Only similarities
below an empirically set threshold (Mod-Hung. ≤ 30) were retained
as edges.

For all edges with known structures (all simulated spectra), we also
calculated structural similarity (i.e., Tanimoto, MCS, and Hybrid) and
embedded these as edge features. We observed that spectral similarity does
not always maximize structural similarity (see Fig. 1), andmany edges were
presented as ‘structural false positives’ (see Figs. S1–3). Given that the goal is
to create a network that communicates links between spectral and structural
similarity, we set a structural similarity threshold for edges with known
structures (Hybrid > 0.6) to further refine the relationships of the network.

Algorithmic molecular networking
In essence, algorithmic molecular networking re-ranks a set of HSQC
spectra in the HSQC Molecular Network based on their network
topology (e.g., connectivity/clustering within the molecular network)
with the goal of improving the rate of structure retrieval. The re-ranking
is performed by calculating a metric based on the local neighborhood,
using information embedded in nodes and edges. Pseudocode for this
procedure is shown in Supplementary: Algorithmic Molecular Network-
ing. Since we are interested in demonstrating the improvements this
work offers over top-k lookup, we frame it in terms of reranking the
results of top-k lookup. Given that database search is the dominant
paradigm for structure retrieval via HSQC5, we need to demonstrate that
our tool can outperform this baseline.

First, for a given query, we perform a top-k lookup against the
reference library using modified Hungarian distance, producing an
initial ranked list of candidates. We use a database with the same size
(n = 99,719) as the molecular graph to maximize comparability. We
then add the query to the graph using a more permissive threshold
(Mod-Hung <40 - determined ad hoc to maximize annotation effi-
cacy without diluting query neighbors) to ensure graph connectivity
and identification of relevant relationships. We also explored lower
thresholds, but found that they were often prohibitive if an excellent
match was not present in the dataset. We also required that, in order
to re-rank a query, the query must have a minimum of two edges in
the network. In the top-100 rankings (truncated again for human and
computational feasibility), we calculate network-informed scores to

provide the basis for reranking. The assumption underlying this
procedure is ‘if a network reflects coherent structural/spectral simi-
larity, compounds with many shared neighbors (or a shared neigh-
borhood) to my query are more likely to be structurally similar to
that query’. We tested several graph indices (e.g., Jaccard) calculated
using pairwise sets of one-neighbors described in more detail in
Supplementary: Algorithmic Molecular Networking.

Ultimately, we found that the product-weighted resource allocation
(PWRA) achieved the best performance in identifying structural candidates
whenweighted by hybrid structural similarity. Product-Weighted Resource
Allocation (PWRA) is a graph-based similarity metric that extends the
classic Resource Allocation (RA) index40. In RA, two nodes are considered
similar if they share neighbors, with each neighbor contributing inversely to
its degree. PWRA modifies this by weighting each neighbor’s contribution
by the product of the edge weights to that neighbor. We use the hybrid
similarity score (for known neighbors) to PWRA edge weights. For edges
connected to the query (an unknown), product weights are set to 1. While
PWRA was successful in improving inefficient rankings, we found that it
had the adverse effect of displacing compounds ranked well by Modified
Hungarian Distance. To mitigate this effect, the final score for each candi-
date is calculated using an 80:20weighted average of the original Hungarian
distance score and the PWRA score:

Sfinal ðu; vÞ ¼ 0:8�SMod�Hung:ðu; vÞ þ 0:2 � PWRAHyb:ðG; u; vÞ

In doing so, rankings with a clear ‘best’ Hungarian score and likely to
preserve coherence between structural/spectral similarity will be unaffected,
and the network topology will refine those inefficient rankings with many
highly similar candidates. Another way to think about this metric is as a
‘correction factor’ for Modified Hungarian Distance, accounting for the
inefficient or false positive cases that can be corrected by the higher-order
structural relationships found in the network.

Implementation
All scripts used in this work were written in Python version 3.10 and
managed using the Poetry environment. For data manipulation, we
employed widely used libraries such as Pandas41, NumPy42, and SciPy43.
Visualizations were generated using seaborn44 and Matplotlib45). Chemical
structures were described as SMILES extracted from InChIKeys and sub-
sequently processed using RDKit46.

Data availability
All simulatedHSQCspectra andHSQCnetworks used in this study data are
available at https://zenodo.org/records/17081209. Experimental HSQC
used for benchmarking can be downloaded freely from the HMDB.

Code availability
All scripts and notebooks needed to reproduce this work are available at
https://github.com/enveda/NMR-Networking/.
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