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Camera-based localization microscopy optimized
with calibrated structured illumination

Martin Schmidt® !, Adam C. Hundahl® !, Henrik Flyvbjerg® !, Rodolphe Marie® ' & Kim I. Mortensen@® **

Until very recently, super-resolution localization and tracking of fluorescent particles used
camera-based wide-field imaging with uniform illumination. Then it was demonstrated that
structured illuminations encode additional localization information in images. The first
demonstration of this uses scanning and hence suffers from limited throughput. This lim-
itation was mitigated by fusing camera-based localization with wide-field structured illumi-
nation.  Current implementations, however, use effectively only half the
localization information that they encode in images. Here we demonstrate how all of this
information may be exploited by careful calibration of the structured illumination. Our
approach achieves maximal resolution for given structured illumination, has a simple data
analysis, and applies to any structured illumination in principle. We demonstrate this with an
only slightly modified wide-field microscope. Our protocol should boost the emerging field of
high-precision localization with structured illumination.
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and tracked with super-resolution throughout the nano- and

biosciences. The structure and processes of life at the
nanoscale are probed with these tools!~#. The spatio-temporal
resolution of these techniques improves with improving micro-
scopy modalities®, fluorescent probes®, and cameras’. But reso-
lution also improves with improving localization methods!8 and
image analyses®. In a recent such improvement, MINFLUXS
vastly improved the “photon economy”!? of localization by uti-
lizing a doughnut-shaped illumination structure for localization,
albeit with low throughput due to its scanning implementation. A
new class of localization methods (ROSE!!, SIMPLE!?, SIM-
FLUX13), sometimes referred to as modulation-enhanced locali-
zation microscopy (MELM!4) methods, avoid the bottleneck of
scanning by combining the use of wide-field structured illumi-
nation with camera-based imaging. While current implementa-
tions compare favorably to conventional methods, they,
unfortunately, use only half the localization information encoded
by their structured illuminations in actual measurements, as
detailed below.

In camera-based (wide-field) localization microscopy, any
structure in the illumination of the sample is unintended but
predominantly varies slowly across the image!>-18. Regardless,
fluorescent point-emitters image as diffraction-limited spots®!?
(Fig. 1a, Supplementary Note 1). The location of the emitter is
determined with high precision by fitting a theoretical model of
the point-spread function (PSF) to the spot® (Fig. la, Supple-
mentary Note 1-3). Such PSF-fitting is used extensively to track
molecules and particles with nanometer resolution!® and is
leveraged by various super-resolution methods (e.g., PALM?,
STORM?! and DNA PAINT?2) to overcome the diffraction limit.

Since the spot registers a finite number of photons, N, the
position coordinates of the emitter can be determined only with
limited precision. The variance of estimates for a position coor-
dinate x is

Fluorescently labeled molecules and particles are localized

o? o?

Var(x) NI N (1)

effective

where o is a constant length that is specific to the experiment and
proportional to the wavelength of the emitted light, while i
quantifies the localization information per photon achieved with
a given image analysis. It is not always possible to reduce this
variance by increasing N: The value of N may be limited by, for
example, a desired temporal resolution (frame rate), and/or
photobleaching of the emitter, and/or phototoxicity to the sam-
ple. Instead of increasing N, one may maximize i and thereby
increase the effective photon number, Ngecivee While other
methods exist!>23, it is well established that maximum likelihood
estimation (MLE) with a correct model of the PSF is one optimal
method to this end®102425 Tt achieves the minimal possible
variance allowed theoretically by the so-called Cramér-Rao lower
bound (CRLB2), by using all localization information present in
a spot>10:24.25 Thys, it is impossible to do better than that for a
given image.

MINFLUX%?7, on the other hand, localizes and tracks fluor-
escent particles with up to 22-fold improvement of Negrective
compared to that of optimal fitting of PSFs®. This is achieved by
comparing the particle’s total intensity from exposures to dif-
ferent doughnut-shaped illumination structures. This allows
ultra-fast tracking of individual particles, but the scanning
implementation limits throughput severely.

For localization purposes, the bottleneck in throughput can be
mitigated by use of wide-field structured illumination, which
amounts to camera-based MINFLUX (Supplementary Note 4-6).
Conceptually, for each of two orthogonal directions in the image
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Fig. 1 lllustration of MELM and its theoretical performance. a In
conventional camera-based localization microscopy, the illumination is
spatially constant (green line). Thus, all fluorescent point-source (purple
stars) are illuminated with the same intensity. Consequently, the diffraction-
limited images (spots) of identical sources (orange bars) are equally intense
on average. If those spots are non-overlapping, the position of each point-
source can be determined by fitting its spot with a model point-spread
function (PSF) (black solid lines, Methods). b Under structured illumination
(Exposure 1, green line), the average number of photons, N;, in the diffraction-
limited spot of each point-source (Image 1, orange bars) depends on the
position of the source relative to the illumination. If the structured illumination
is phase-shifted (Exposure 2, green line), the average number of photons, N,
in the diffraction-limited spot of each point-source changes (compare Image 1
to Image 2, orange bars). Regardless of intensity, the position of a point-
source thus imaged twice is determined by fitting a model-PSF that has the
position coordinate among its fitted parameters (black solid lines). Since we
know the structure of the illumination from calibration and the distance, L, it
was translated (Methods), the relative number of photons Ny o/(N; + Ny) in
the two spots from a point-source reveal its position modulo L (Methods).
¢ The resulting effective photon number of an optimized MELM method
(Neftective in Eg. 1), is the sum of the effective photon numbers for PSF-fitting
and camera-based MINFLUX, assuming identical total exposure time
(Methods, Supplementary Fig. 1). Note that the values for Neective COrrespond
to the values realized in our 2D C-MELM experiment below (Supplementary
Fig. 1, Supplementary Note 7-8).

plane, it works as follows: The sample is illuminated with a spa-
tially periodic intensity and imaged with a camera through a
microscope (Fig. 1b). An isolated point source images as a
diffraction-limited spot. The intensity of each such spot depends
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on where its point-source is located in the structured illumination
(Fig. 1b). After a translation (phase shift) of the illumination, each
spot appears at its unchanged position in a new image, but typically
with different intensity (Fig. 1b). If the position-dependent inten-
sity of both illuminations is known, the relative intensity of a spot
in its two images determines the position of its source, modulo the
period of the structured illumination. SIMPLE!? is a recent pro-
tocol to this end. It determined the relative intensities with masks.

The relative intensities are, however, optimally determined by
fitting a theoretical PSF to the spots recorded under different
illuminations (Fig. 1b, Methods). Such fits determine both the
intensities and, simultaneously and directly, the position of each
point-source. This extra position-information resolves the ambi-
guity caused by the periodicity of the structured illumination. It
also improves position-estimates because the total intensity and
the source coordinates are statistically independent aspects of
a spot.

ROSE!! and SIMFLUX!3 are recent implementations of such a
hybrid approach. ROSE generates the structured illumination
with electro-optical modulators and cycles repeatedly between
phase-shifts during the recording of a “frame”, where a “frame” is
the set of images recorded of one sample with differently phase-
shifted illumination structures. Each image in a “frame” is
recorded in a separate area of the camera by changing the
emission path in synchrony with the phase-shift. SIMFLUX, on
the other hand, records each image in a “frame” in a single
exposure. Its structured illumination is generated and shifted with
a set of piezo-mounted gratings. Both methods calibrate the
structured illumination using the sample itself. This requires a
dense sample, a complicated data-processing pipeline, and illu-
mination structures that are purely harmonic with no excess
spatial variation due, e.g., to imperfect optics. Thus, for sparse
samples and/or in the presence of excess variation in the struc-
tured illumination, this strategy may fail. Even if it does not fail,
however, its calibrating-while-localizing uses information for
calibration that could have improved localization. A better
“photon economy”1? uses all photons from point-sources to be
localized for localization and calibrates the structured illumina-
tion before it is used, with other, less precious sources.

Additionally, and importantly, while ROSE!! and SIMFLUX!3
do realize ~2-3-fold improvements on Negecive relative to con-
ventional localization applied to the same data, this is only half
the improvement possible with these methods. Specifically, the
CRLB for SIMFLUX allows a ~5-fold improvement, but only
~2.3-fold improvement was realized in actual measurements
(additional improvements were achieved during brief measure-
ments lasting less than one second)!3. The CRLB for ROSE allows
~6-fold improvement, but only a ~3-fold improvement was rea-
lized!!. In both cases, residual drift in the system was invoked to
explain these shortcomings.

Below, we demonstrate that the CRLB can be realized in actual
measurements with a pre-calibrated structured illumination: We
extract all structured illumination-encoded localization information
from images. Specifically, for each emitter we fit its theoretical PSF
to its image simultaneously in every illumination employed, using
MLE and a model of the structured illumination which was already
calibrated locally and independently. This vastly simplifies the data
analysis by reducing it to just a single fit of a model to recorded
images. The resulting method, C-MELM (Calibrated Modulation
Enhanced Localization Microscopy), localizes point-sources in
camera-acquired images with maximal Negective the maximal value
allowed by the CRLB for the experiment (Fig. 1c). This maximal
Nefrective 18 the sum of values for Negecive from each of a MELM
method’s constituent camera-based localization methods (Fig. 1c,
Supplementary Fig. 1, Supplementary Note 7-8) since these provide
statistically independent information. With C-MELM, we thus

localize single molecules with an Negetive Of ~4.4, amounting to an
increase in localization precision by a factor of ~2.1. This compares
favorably to previous camera-based MELM implementations.
Finally, C-MELM also localizes point-sources with theoretically
maximal precision if the structured illuminations are distinctly non-
harmonic, we show.

Results

Experimental implementation and calibration of C-MELM. For
experimental demonstration, we used a commercial epi-
fluorescence microscope with a modified excitation light path
(Fig. 2a, Methods, Supplementary Fig. 2). Specifically, we used a
collimated laser beam to image a digital micromirror device
(DMD) through the objective using two-beam interference?®
(Methods). This served as illumination of the sample!22%. We
configured the mirrors to create lines'>2? with a duty ratio of 3/9
(Fig. 2b, Methods). We translated (i.e. phase shifted) the struc-
tured illumination as needed by using our control of the positions
of the lines from the DMD. This simple setup provided opti-
mized, consistent, and controllable structured illumination of the
sample.

The local intensity of the illumination is required input to
C-MELM. We therefore characterized the illumination by
translating bright 46-nm fluorescent beads across the stationary
structured illumination (Fig. 2c, d, Methods). We repeated this
characterization for all three phases of the structured illumination
that we would use (Fig. 2¢, d) and along both coordinate axes
(Supplementary Fig. 3), to check that the profile of the structured
illumination is conserved under its translations (phase shifts). We
repeated these checks and analyses for multiple beads distributed
randomly in the field of view (FOV), in order to account for
smooth excess spatial variations in the structured illumination
caused by the optics!>~18. For practical application, we inter-
polated between the nearest five such characterizations of the
structured illumination in order to determine the illumination at
a given position in the FOV (Methods, Supplementary Note 10).
We found the structured illumination resulting from this
illumination scheme to be harmonic with a period of ~230 nm
and a contrast of up to ~0.9 (Fig. 2¢), Importantly, however, our
calibration assumes neither that the structured illumination is
harmonic nor that it is free from excess spatial variation!>-18. By
abstaining from assumptions, it (i) eliminates a potential source
of error present in ROSE, SIMPLE and SIMFLUX, which all
assume such ideal conditions (ii) ensures that C-MELM estimates
may be calculated directly with a single MLE fit to images with no
need for subsequent iterative refinement of particle positions and/
or structured illumination parameters, and (iii) ensures that C-
MELM also works with other microscopy modalities and sources
of structured illumination (see below).

C-MELM localizes single molecules with maximal precision. To
demonstrate C-MELM’s performance, we imaged single Atto-
590-labeled Streptavidin molecules immobilized on a coverslip as
a time-lapse recorded movie (Methods). Each “frame” in this
movie consists of six images of the sample, one for each of three
phase-shifted illumination structures along each of two ortho-
gonal coordinate axes (Fig. 3a, Methods). For each isolated single
molecule, we obtained the C-MELM estimate of its position by
assuming that its six diffraction-limited images (“spots”) in a
“frame” could be modeled with six 2D Gaussians produced by a
common point-source at a single position, but with intensities
that were constrained by the calibrated structured illumination
(Methods, Supplementary Note 7). The theoretical images
resulting from this fitted model agree with the experimental data
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Fig. 2 Implementation of C-MELM using a digital micromirror device (DMD). a Experimental setup consisting of a commercial wide-field epi-
fluorescence microscope with a modified excitation path (Methods): The excitation light (green) is reflected off the DMD before it is relayed by a
telescope, undergoes diffraction through the objective and results in structured illumination in the sample plane. See Supplementary Fig. 2 for details.
b Subset of the DMD array configured in a periodic series of “on” and “off"-mirrors. ¢, d Example characterization of the structured illumination using a
single 46-nm fluorescent bead (Methods). € We translated a fluorescent bead relatively to the structured illumination generated with the DMD
configuration in b and recorded the number of photons in its resulting diffraction-limited spots (top row) for each position (blue dots) during 50-ms
exposures. For each position of the bead, this was repeated for a total of three phases of the structured illumination (colored dots). A harmonic function
with parameters obtained by a fit to data (colored curves, Methods, Supplementary Note 3) describes the data perfectly and thus characterizes the
structured illumination. For each position, the total intensities were normalized by the total photon number observed in the three diffraction-limited spots
recorded at that position. Error bars represent standard error of the calculated relative photon number. d Experimental bead images (top row) obtained at a
single stage position (gray area in ¢) under illumination from three different phases as in c. All three images are fitted with a point-spread function model
(bottom row) for a point-source under assumption that its position is identical in the three images (Methods, Supplementary Note 3). This enables
accurate estimation of total intensity also in dim images (e.g., for Phase 2). The effective pixel size was 107 nm.

(Fig. 3a), which indicates that our 2D-Gaussian approximation to
the PSF (Methods) is accurate.

For comparison with state-of-the-art fitting of PSFs to images
recorded with uniform illumination, we used the set of six
exposures as input to ensure that the total number of photons was
identical between the localization methods (Supplementary
Note 3). We localized each molecule multiple times with both
methods. Typically, we obtained ~300 position estimates for each
localization method from which we calculated the localization
precision as the s.d. of the positions (Fig. 3b). For the example
molecule shown in Fig. 3a, b, we found that C-MELM more than
doubled the localization precision: it yielded an Negrective Of ~4.4.
Note that both localization methods achieved their optimal
performance with the available photons, since their position
estimates scattered as standard normal distributions when
rescaled by their theoretical s.d. calculated from the CRLB
(Fig. 3¢, Supplementary Fig. 4, Supplementary Note 8).

We repeated this analysis for 14 well-isolated molecules in the
FOV of the time-lapse movie. For each molecule, we thus
calculated the sample variance of position estimates obtained
using, respectively, C-MELM and state-of-the-art fitting of PSFs
to images (effectively) recorded with uniform illumination. The
localization variances obtained from the molecules agree with
their theoretically predicted values (Fig. 3d), which demonstrates
that C-MELM makes optimal use of the information content in
both of its constituent camera-based localization methods: it
achieves the theoretical limit for performance, its CRLB. This
shows that C-MELM is consistently superior to PSF-fitting by a
factor of ~4.4 on Nefective» Which is a significant improvement
relative to the experimentally realized values of previous camera-
based MELM methods.

C-MELM localizes particles with maximal precision under non-
harmonic illumination. In order to demonstrate that C-MELM
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Fig. 3 Experimental demonstration of C-MELM for localization of single molecules. a Single Atto590-labeled Streptavidin molecules were subjected to
six 50-ms exposures of structured illumination: three phases of, respectively, y-periodic (¢,) and x-periodic illumination (¢,). Each molecule thus produced
six diffraction-limited images (top row), which constitute one measurement. The molecule’s position and six spot intensities were estimated by a
simultaneous maximum likelihood estimation fit of six model point-spread functions (PSFs) with shared point-source location, in which we constrained the
relative intensities in spots as expected from the illumination structures (bottom row, Methods). For display, each image was averaged over ten frames for
noise-reduction, but all position estimates obtained below were done on individual frames. The effective pixel size was 107 nm. b 310 positions of the
molecule in a obtained, respectively, by PSF-fitting (blue) and C-MELM (orange). The estimates are centered on their respective mean values. Position
estimates for each coordinate and localization method are normally distributed yielding a localization precision as given by the s.d. in the legend.

¢ Histograms of all position estimates for PSF-fitting (blue) and C-MELM (orange) centered on their mean values and in units of their theoretically
predicted s.d. calculated from the Cramér-Rao lower bound (CRLB). Agreement with a standard normal distribution with unit variance (black curve)
demonstrates that localization in each case is optimal. d Sample variances of x- (crosses) and y-coordinates (circles) of positions obtained, respectively,
with PSF-fitting (blue) and the C-MELM (orange) for 14 isolated single molecules in the field of view in units of their respective theoretical variance
(calculated from the CRLB). The data fluctuate around 1, which is expected when estimates achieve the theoretical limit for performance, the CRLB. Error

bars indicate the s.d. of the sample variance.

does not require harmonic illumination structures in order to
localize with theoretically optimal precision, we modified our
excitation light path in an alternative manner (Supplementary
Fig. 5). Most notably, instead, we used three-beam interference for
generation of the structured illumination?® (Methods). For this
setup, we used a 1/8 duty ratio on the DMD, which optimized the
period/contrast relationship in this case. The realized structured
illumination was distinctly non-harmonic but perfectly described by
a single, simple theoretical model with phase-shifts (Methods,
Supplementary Figs. 6 and 7 and Supplementary Note 9). For
characterization of the resulting structured illumination, we used
51-nm fluorescent beads (Methods).

For demonstration, we imaged another set of 51-nm fluorescent
beads as a time-lapse recorded movie (Fig. 4a, Methods). Due to the
non-harmonic structure of the structured illumination, we used four
phases to ensure that C-MELM’s performance is independent of the
particle’s position relative to the structured illumination (Supple-
mentary Fig. 8). For analysis, we used a set of eight 2D Gaussians
produced by a common point-source at a single position, but with
intensities that were constrained by the calibrated structured
illumination in Fig. 4c, d (Methods, Supplementary Note 7,
Supplementary Fig. 9). Also, in this case, the theoretical images
resulting from this fitted model agree with the experimental data
(Fig. 4b), which indicates that our 2D-Gaussian approximation to
the PSF is accurate also for fluorescent beads®.

We repeated this analysis for all 40 well-isolated beads in the
FOV of the time-lapse movie (Fig. 4a). For each bead, we thus
calculated the sample variance of position estimates obtained
using, respectively, C-MELM and state-of-the-art fitting of PSFs
to images recorded with uniform illumination (Fig. 4e, f). The
total photon number obtained from beads varied due to spatial
variations in the excitation laser intensity and variations in the
size of beads. Regardless, C-MELM is consistently superior to
PSF-fitting by a factor of ~1.7 on Negective thus nearly doubling
the photon efficiency. Since this structured illumination has a
poorer period/contrast relationship than the harmonic structured
illumination realized above, each of C-MELM’s constituent
camera-based localization methods here contribute substantially
to the resulting photon efficiency, and C-MELM makes optimal
use of both: it achieves the theoretical limit for performance, its
CRLB (Fig. 4e, f, Methods, Supplementary Note 8). Consequently,
no other unbiased estimator can do better with this structured
illumination.

The duration of recording of each calibration and test movie
was around three minutes during which fluorescent particles were
imaged for four seconds at each position (Methods). We observed
negligible sample and focal drift, and thus no correction for drift
was required. The presence of significant sample and/or focal
drift would have prevented C-MELM from achieving its CRLB,
which assumes no drift. The time between recordings of data for
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Fig. 4 Experimental demonstration of C-MELM with non-harmonic structured illumination. a Camera-based microscopy image of a sample containing
multiple isolated fluorescent 51-nm beads (Methods). Effective pixel width, 107 nm. A bead used as example for demonstration in subsequent panels is
indicated (red circle). b The sample in a was subjected to eight 50-ms exposures of structured illumination (Methods): four phases of x-periodic illumination
(¢,) and four phases of y-periodic illumination (¢,). This resulted in eight recordings of diffraction-limited spots (top row) from the same bead, which
constitute one measurement. The fluorescent bead's position and eight intensities were estimated by a simultaneous maximum likelihood estimation fit of
eight model point-spread functions with shared point-source location, in which we constrained the relative intensities in spots as expected from the
illumination structures (bottom row, Methods). ¢, d Relative photon numbers expected from the characterization of four phases of structured illumination
(solid lines with various colors, Methods, Supplementary Note 9, Supplementary Fig. 9) along the x- (¢) and y-axes (d), respectively. The bead's approximate
position is indicated (dashed lines). e, f Sample variance of position estimates, for x- (e) and y-coordinates (f), for all 40 isolated particles in the field of view
in a for C-MELM (orange) and conventional camera-based localization (blue). Error bars represent the s.d. of the sample variance. The information-
theoretical lower bound (Cramér-Rao lower bound (CRLB), Supplementary Note 8) for the variance is indicated for both methods (solid lines). C-MELM
achieves its lower bound and is uniformly the superior method as it has the smaller variance, corresponding to an Negective larger by a factor ~1.7 (Eq. 1.

Discussion
The attainable resolution in a structured illumination-

calibration and measurement typically was a couple of hours and
included a change of experimental sample in the case of single-

molecule imaging. During such time periods, we observed a slight
drift of the structured illumination, which gave rise to a bias for
the C-MELM position estimates. We corrected our estimates for
this bias (Methods). Note, however, that the drift of the
structured illumination had negligible effect on the precision of
C-MELM position estimates (Figs. 3 and 4). This demonstrates
the stability and feasibility of C-MELM in practical settings.

Finally, we extended our results using computer-simulated data
to confirm C-MELM’s ability to localize particles with accuracy
and maximal precision according to the CRLB over a range of
experimentally relevant total photon numbers (Supplementary
Fig. 10).

enhanced localization experiment depends crucially on the
total number of source photons (Supplementary Fig. 10), on
the background, and on the contrast and period of the struc-
tured illumination (Supplementary Note 11 and Supplemen-
tary Fig. 11). In our single-molecule experiments, our
structured illumination yielded a contrast of ~0.9 and a period
of ~230 nm, which is comparable to the illumination structures
used in ROSE and SIMFLUX. We, however, were able to
extract all the localization information encoded in photons by
the structured illumination. Doing this, we have experimentally
realized the full potential of camera-based MELM methods and
have in practice achieved a factor of ~4.4 on Negective» Which
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corresponds to an improvement by a factor of ~2.1 on the
localization precision.

Additionally, we employed C-MELM with a structured illu-
mination, which was distinctly non-harmonic. This shows that C-
MELM does not rely on a specific structured illumination, as long
as it can be characterized and modeled. With this non-harmonic
illumination structure, we obtained an Negective Of ~1.7, which is
the optimal improvement possible for a contrast of ~0.75 and a
period of ~400 nm.

Thus, C-MELM makes optimal use of the resources in a given
experiment, we have shown. Furthermore, C-MELM is readily
applicable to other experiments that use wide-field structured illu-
mination to enhance localization (e.g., SIMPLE, ROSE, SIMFLUX),
since it only relies on a rigorous analysis in conjunction with a
locally-calibrated model for the structured illumination but not on a
specific structured illumination. Thus, all the benefits of C-MELM
may be realized with both previous and future implementations of
localization ~microscopy with any source of structured
illumination®3%-33, The resulting gain in photon efficiency may be
utilized to achieve better spatial resolution, or faster imaging, or
both. In the context of various single-molecule super-resolution
modalities (e.g, PALM20, STORM?2!, and DNA PAINT?2), our
calibrated illumination structures provide yet another advantage:
They may be used to verify the presence/absence of blinking and/or
bleaching of a molecule of interest or of any influential nearby
molecules. To do this, one takes advantage of the fact that the
different intensities from a molecule measured under different
exposures are coupled in a known manner for given position of the
molecule. Consequently, they may be used to indicate absence of
blinking in a measurement or, alternatively, to flag it for individual
analysis or rejection. This permits realization of all the benefits of
our protocol also in the context of super-resolution imaging, even in
the presence of complex blinking dynamics.

It is a common misconception that the PSF in experiments
similar to ours is an Airy function with its characteristic diffraction
rings. Rather, the PSF has an intense central peak, like the Airy
function, but no diffraction rings, only tails that decrease slowly,
approximately with the distance to the center of the PSF cubed,
starting with a “shoulder” to the peak®. The central peak and its
“shoulder” is described well by a 2D-Gaussian standing on a con-
stant “background™ (Supplementary Note 1, Methods). This
“background” adds to any actual fluorescent background in images,
but depends on the incident illumination, since it is part of the PSF.
Consequently, source photons contribute to it in a manner that is
proportional to the structured illumination at the position of the
point-source. This effectively allows for extraction of structured
illumination-encoded information from an additional ~20 per cent
of photons?, when localizing emitters in images with sufficiently low
actual background (Supplementary Note 7). When this is possible, it
constitutes another improvement relative to ROSE and SIMFLUX.

That PSF is the result of an isotropic superposition of light
emitted by an isotropic superposition of fluorophores that
essentially are dipole emitters. This isotropic superposition may
be the result of a single fluorophore that is free to rotate and does
so sufficiently fast relative to the lifetime of its excited state that
any dependence on the polarization of the excitation light field is
lost. Alternatively, a collection of randomly oriented fluorophores
in a fluorescent bead under isotropic illumination will result in
the same PSF. A fluorescent bead imaged under total internal
reflection fluorescence (TIRF) conditions has a similar PSF°.

On the other hand, the emission dipole moment of a single
fluorophore may be fixed in orientation due to steric hindrances,
electrostatic interactions, or deliberately with two linkers®242>34-37,
Such circumstances affect C-MELM analysis as well as conventional
PSF fitting. If the fluorophore is fixed during the recording of each
“frame”, an appropriate PSF for this purpose must be used for

accurate localization®?42>38, That PSF should also be used in C-
MELM analysis, for localization and because its use guarantees an
accurate quantification of the spot intensity. The fact that the spot’s
intensity depends on the orientation of the excitation dipole moment
relative to the excitation field does not influence C-MELM, since this
analysis depends only on relative intensities. If, instead, the fluor-
ophore is fixed in orientation only during the recording of each
image in a “frame”, the influence of excitation light field must also be
accounted for. This also applies in the case where the fluorophore is
partially free to rotate. If the fluorophore reorients between discrete
states within an exposure time, C-MELM analysis seems challenging.

We note, finally, that our method is applicable in principle also
to other experiments in which the PSF may be radically different,
e.g., in the presence of significant aberrations3*~4! and/or in 3D
imaging3®-43, provided that the PSF is known or can be modeled
sufficiently well.

Conclusion

In conclusion, we have demonstrated that C-MELM optimally
exploits the localization information in images obtained in
experiments using wide-field structured illumination to enhance
localization microscopy. Its ease-of-use and compatibility with
existing and future implementations of this paradigm should
ensure that all localization information is put to maximal use.

Methods

Sample preparation. In our first experiment, red-fluorescent polymer nanoparticles
with ¢ = 46 nm (Invitrogen, FluoroSphere carboxylated) were used as light emitters
for calibration of the structured illumination. Their maximum excitation and emis-
sion wavelengths were 580 nm and 605 nm, respectively. The stock solution of
nanoparticles was diluted 10# times in MiliQ and sonicated for at least 30 min. A fixed
amount was diluted further 10 times in 99% ethanol for a final dilution of 10°. A high-
precision coverslip (Marienfeld cat no. 0107052) was cleaned with UV/ozone for 60
min before use. To deposit nanoparticles on the coverslip, the coverslip was incubated
with 5 pL of the nanoparticle solution and dried at 50 °C for 1h in an oven. Sub-
sequently, the coverslip was mounted on a microscope slide with 10 uL of 1xTE. Slides
were sealed with epoxy glue and imaged right away.

For the secondary experimental setup, green-fluorescent polymer microspheres
with ¢ = 51 nm (Duke Scientific Corporation cat no G50) were used as light
emitters. Their maximum excitation and emission wavelengths were 468 nm and
508 nm, respectively. The stock solution of microspheres was diluted 10* times in
PBS and sonicated for at least 30 min. To deposit microspheres on the coverslip,
the coverslip was incubated with 10 pL of the microsphere solution for 1 min on a
glass slide to spread the microspheres evenly across the surface. The coverslip was
briefly dipped in PBS and then in Milli-Q water, before it was dried under a
nitrogen flow. Subsequently, the coverslip was mounted on a microscope slide with
8 uL of Mowiol solution and left overnight to harden.

Single-molecule samples were obtained by grafting Streptavidin labeled with
Atto-590 onto a BSA/BSA-biotin layer. 10 ug/mL BSA was mixed with 1 ug/mL
BSA-biotin complex in a 10:1 ratio. 100 uL was added to UV/ozone cleaned
coverslips for 20 min and washed in 1xTE for 2 min. Next, 100 uL of 1 ug/mL
Streptavidin labeled with Atto-590 was added to the coverslip and left covered for
10 min before washed in 1xTE for 2 min. The coverslip was mounted with degassed
1xTE, sealed with nail polish, and imaged right away.

Microscope. Fluorescence imaging was performed with a Nikon Eclipse Ti2-U
inverted microscope with a 100x oil objective (Nikon Plan Apochromat Lambda
100x/1.45). The microscope was modified for structured illumination (see below,
Fig. 2, Supplementary Figs. 2 and 5). A dichroic mirror (AHF, quad band F73-478)
allowed us to use the objective in both excitation and emission pathways. Prior to
recording, the emission of the sample was guided through an emission filter (AHF,
quad band cat no. F72-866) and a 1.5x magnifying tube lens. The microscope was
placed on an optical table. A motorized XY-stage was used to localize the emitters,
while an XY-piezo stage (MCL, NanoH) was used for high-precision positioning
during imaging. Focus was adjusted manually and inspected using the average
spatial s.d. of spots in an image, to ensure that images were well-focused.

Generation of structured illumination using a digital micromirror device
(DMD). A 561-nm laser (Cobolt, 06-DLP 561 nm) was used as excitation light
source. The light was expanded with 2 lenses (Thorlabs; f = 30 mm and f = 200
mm, respectively). Two mirrors (Thorlabs, BBE02) guided the expanded light onto
a digital micromirror device (DMD, Texas Instruments Lightcrafter 9000). The
DMD consists of an array of micrometer-sized square mirrors that can be either
“on” (reflection to sample) or “off” (reflection away from sample). The angle
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between the incident light and the DMD was ~24 degrees, such that the most
intense first diffraction order of the “on”-position mirrors was normal to the DMD
plane. At this angle, and for the chosen wavelength, the blaze-grating angle con-
dition was satisfied and ensured that i) the main diffraction angle is intense and ii)
the two first diffraction orders created by the lines on the DMD are of equal
intensity2%44, This light was sent through a telescope (Thorlabs, f = 300 mm) and
collimated by a third (projection) lens (Edmund optics, f = 300 mm). The two
lenses of the telescope, the projection lens, and the objective were all positioned in
4 f configurations, such that i) the DMD was imaged in the sample plane and ii) the
back focal plane of the objective is conjugated with the focal plane of the telescope.
Following Reymond et al.!2, we utilize this plane to, first, control the polarization of
light by introducing a linear polarizer and a quarter wave plate oriented at 45
degrees relative to the linear polarizer to create circularly polarized light. Secondly,
the zeroth order diffraction beam was filtered out by insertion of a home-made
spatial mask. The polarization of the first diffraction-order beams, used to create
the line pattern on the sample, was controlled by a home-made segmented
polarizer, as depicted in Supplementary Figure 2. Because the blaze-grating con-
dition is satisfied, it was not necessary to adjust the intensity of the two first-
diffraction spots independently?’. Finally, a second dichroic mirror is placed
perpendicularly to the dichroic mirror inserted in the microscope, to compensate
for polarization changes induced by the original dichroic mirror?°.

The DMD was used to create line patterns consisting of 3 row/column of mirrors
in the “on”-position, followed by 6 rows/columns in the “off”-position (Fig. 2). This
was repeated periodically across the face of the DMD. The mirror configuration of
the DMD was controlled using BitMap Picture (BMP) files. The files were loaded
into the software DLP LightCrafter 6500 & 9000 version 4.0.0 and displayed on the
DMD. The intensity of the illumination through the objective was ~2 W/cm?.

For the secondary setup a 473-nm laser (Cobolt, 06-MLD 473 nm) was used as
excitation source. The microscope setup described above was utilized also for this
experiment, except that the excitation path bypassed the all optical components
between the DMD and the microscope (the second telescope, linear polarizer,
quarter-wave plate and the segmented polarizer). This resulted in a structured
illumination created by three-beam interference?.

The intensity was reduced from 100 mW to 30 mW using neutral density filters
and the polarization was made circular using a linear polarizer combined with a
quarter wave plate oriented at 45 degrees relative to the linear polarizer. The DMD
pattern for this setup was 1 mirror “on” and 7 mirrors “off”. The intensity of the
illumination through the objective varied from 4.6 W/cm? to 6.9 W/cm?.

EMCCD camera. For imaging of fluorescent emitters, we used a highly sensitive
EMCCD camera (Evolve 512, Photometrics). For all imaging, we used a field-of-view
of 512 x 512 square pixels of 16 um width. The combined magnification of the
microscope (objective and tube lenses) resulted in an effective pixel width of 107 nm.
Throughout measurements, the EM gain was set to 500, which corresponded to a
signal-to-photon conversion factor of 72. The constant offset added to all pixel output
values before readout was 505. The camera’s pixel rows were aligned to the horizontal
lines of the DMD. We corrected all theoretical variances by a factor of two®49, due to
excess noise originating in the electron multiplication process.

Characterization of structured illumination. Since the beads are small (0 = 46-
51 nm) relatively to the period of the illumination (~230 nm, respectively, 400 nm),
the excitation intensity experienced by each bead is proportional to the intensity of
the structured illumination at the bead’s position. Specifically, even for the largest
particles in the reported size distribution, the pattern contrast is sampled with
~96% accuracy, assuming uniform dye distribution in the volume of each bead
(Supplementary Fig. 12). Consequently, the integrated intensity in each bead’s spot
can be used as a direct estimate of the local illumination intensity (Fig. 2¢, d). Using
this, we measured the intensity of the illumination as a function of position by
translating the beads in steps across the structured illumination and imaging them
between steps (Fig. 2¢). Specifically, the beads were translated through 31 positions
with a step length of ~71 nm along a diagonal line. At each position, we ten times
imaged six/eight patterns: three/four phases of the structured illumination for each
of two orthogonal directions in the image plane. Each phase shift was three/two
mirror units on the DMD, i.e., a third/quarter period of the structured illumination
(Fig. 2 and Supplementary Fig. 6). Each pattern was displayed on the DMD for 49
ms, which resulted in a time-lapse of 50 ms between images. For each position,
each bead in the sample thus was imaged as 60 diffraction-limited spots in as many
images. For analysis, we selected spots that were sufficiently isolated from each
other as fiducials. The varying intensity of each spot as a function of the phase of
the structured illumination allowed us to characterize the intensity profile of the
experimentally realized structured illumination. In order to determine intensities,
we applied a joint MLE-fit of six/eight 2D-Gaussian model-PSFs (see below) to
each set of six/eight images (Supplementary Note 3). We fitted using the fact that
the position-coordinates of the source and the width of its PSF were the same
under all six/eight illuminations. Only the number of photons, N, and background,
b, could differ between the six/eight illuminations (Fig. 2). For each pattern of
structured illumination, we averaged the number of photons estimated for each
particle in this manner over the ten repetitions and used that average to char-
acterize the pattern (Fig. 2). We either modeled the pattern as a harmonic function
(two-beam interference) or as a series of top-hat functions describing the lines of

illumination, convolved with a Gaussian PSF describing diffraction by the objec-
tive*’ (three-beam interference, Supplementary Note 9, Supplementary Fig. 7). This
described data accurately (Fig. 2, Supplementary Figs. 3 and 6). The relevant
parameters were obtained by weighted least-squares fitting of the model to data.

C-MELM measurements. The six/eight illumination patterns characterized above
were used for C-MELM measurements. Each C-MELM measurement consisted of
six/eight images in which the sample was exposed to three/four phases of the
structured illumination for each of two orthogonal directions in the image plane, with
an exposure time of ~49 ms per image. In order to determine the position of an
isolated point-source with C-MELM, first the position was crudely determined. When
we used a densely populated sample as basis for characterization, a single char-
acterization measurement was sufficient in terms of reasonable FOV-coverage. In that
case, the five fiducials nearest to the determined position were selected in order to
describe the local values of the structured illuminations as functions of phase and, by
interpolation between fiducials, as function of position (Supplementary Fig. 13,
Supplementary Note 10). In cases where the sample used for characterization was
sparse, we used multiple FOVs to ensure sufficient coverage. In such cases, the same
interpolation was carried out to determine the shape of the structured illumination,
but its phase was estimated based on the variation of intensities of the emitter to be
localized as a function of the phase-shifted illumination structures.

Then, a joint MLE fit of six/eight 2D-Gaussians model PSFs (see below) was
used to analyze the six/eight diffraction-limited spots produced by each fluorescent
source to be localized. Again, we assumed identical positions and PSF widths in all
spots from any given source. For a given source, however, the six/eight intensities
recorded with the six/eight different illuminations were assumed related as the
illuminations at the position of the source—this is the end to which we
characterized the illuminations. This protocol simultaneously uses the positional
information encoded in the intensity of a spot by the structured illumination and
encoded in the position of the spot by any illumination (Supplementary Note 7).
We repeated the C-MELM measurement and analysis for all chosen, well-isolated
emitters in the sample that showed reasonable photostability.

Any drift of the structured illumination between characterization and
measurement can lead to bias in the C-MELM estimate, due to discrepancies
between characterized structured illumination position and actual structured
illumination position at the time of measurement. To correct for this potential bias,
we utilized the fact that positions of particles in the sample obtained with camera-
based localization alone are unbiased. In the measurements in which the prior
characterization was based on a single FOV of a densely populated sample, we
determined the common bias for all investigated spot and corrected for it.
Alternatively, in measurements where the characterization was based on several
FOVs, the bias is already adjusted for by the determination of the phase of the
structured illumination based on the emitter to be localized, as described above.

PSF model for image-based localization and C-MELM analysis. Throughout, we
used a 2D-Gaussian-plus-a-constant as theoretical model-PSF. As described by
Mortensen et al.%, this provides an accurate approximation to the actual PSF. We
used MLE to fit this PSF to images recorded with uniform illumination (or any
illumination, without using its structure). This localizes fluorescent point-sources
optimally®. See Supplementary Notes 1-3 for details.

Simulations. For Monte Carlo simulations of experiments (Supplementary Figs. 1
and 10), we assumed Poisson statistics for the number of photons recorded in each
pixel. Simulated experiments were analyzed identically to our experimental data
using C-MELM and PSF-fitting (see above). Note that variances calculated using
such simulations should be corrected by a factor of two, to account for excess noise
in the EM process of an EMCCD camera, if one wishes to compare to experiments
obtained using an EMCCD camera. Parameters used in the simulations are given in
the relevant figures.

Data availability
All data that support the findings of this study are available from the corresponding
author upon request.

Code availability
Source code for simulations and C-MELM analysis are available from the corresponding
author upon request.
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