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Making quantum collision models exact
Check for updates

Thibaut Lacroix , Dario Cilluffo , Susana F. Huelga & Martin B. Plenio

Quantum collision models describe open quantum systems through repeated interactions with a
coarse-grained environment. However, a complete certification of these models is lacking, as no
complete error bounds on the simulation of system observables have been established. Here, we
show that Markovian and non-Markovian collision models can be recovered analytically from chain
mapping techniques starting from a general microscopic Hamiltonian. This derivation reveals a
previously unidentified source of error—induced by an unfaithful sampling of the environment—in
dynamics obtained with collision models that can become dominant for small but finite time-steps.
With the complete characterization of this error, all collision models errors are now identified and
quantified,which enables the promotion of collisionmodels to the class of numerically exactmethods.
To confirm the predictions of our equivalence results, we implemented a non-Markovian collision
model of the Spin Boson Model, and identified, as predicted, a regime in which the collision model is
fundamentally inaccurate.

Quantum collision models offer an intuitive and versatile framework for
describing open quantum systems. Since their initial formulation in ref. 1,
these models have become prominent in areas such as weak measurement
theory2,3, quantum thermodynamics4,5, and quantum optics6. Applications
range from micromaser emission theory7,8 to waveguide quantum
electrodynamics9. The central idea in collision models is that the system of
interest interacts sequentially ("collides") with a set of ancillae representing
the environmental degrees of freedom.Dependingonwhether these ancillae
are independent and continuously refreshed or correlated and recycled,
collision models can capture both Markovian2,10–14 and non-Markovian
dynamics15–19. However, as with master equations used to model open
quantum systems, rigorously benchmarking the accuracy of predictions
remains challenging, as it requires bounding numerical errors as a function
of convergence parameters.

In this work, we demonstrate that quantum collision models can be
established as numerically exact techniques. Specifically, we show that both
Markovian and non-Markovian collision models can be derived through
chain mapping techniques—a class of numerically exact methods20–22. This
analytical connection provides a guideline for determining the appropriate
coarse-graining timescale for collision models and reveals a unique spectral
density sampling error in non-Markovian models, which can exceed other
error sources affecting system dynamics.

Recently, chain mapping and collision models have been combined in
the periodically refreshed baths (PReB) approach23–25. PReB can be under-
stood as a collision model in which a system interacts with macroscopic
environments—described via chain-mapping—at large time-steps τ
exceeding the memory time of the environments. However, this approach
presents challenges, as the resulting errors are not rigorously controlled or

bounded, and it has not been derived from first principles. In this work, we
address these challenges by providing a rigorous foundation for deriving
exact collisional models.

In this paper, we derive analytically Markovian and non-Markovian
collisionmodels using chain mapping techniques and characterize through
this equivalence all error sources. Our findings reveal that non-Markovian
collision models remain valid and accurate only when the coarse-graining
time step between collisions, Δt, is chosen such that Δt < π

ωc
where ωc

represents the cutoff angular frequency of the bath spectral density. This
foundational result enhances simulation accuracy in open quantum sys-
tems, offering both the collision model and chain mapping communities
new insights into the limitations and potential of these techniques. With all
error sources now characterized, collision models are elevated to numeri-
cally exact methods.

Results
We consider, in the Schrödinger picture, a general Hamiltonian where a
non-specified system interacts linearly with a bosonic environment

Ĥ ¼ ĤS þ
Z 1
0

dωℏωâyωâω

þ ÂS

Z 1
0

dω
ffiffiffiffiffiffiffiffiffi
JðωÞ

p
âω þ âyω
� � ð1Þ

where âω ðâyωÞ is a bosonic annihilation (creation) operator for a normal
mode of the environmentwith angular frequencyω, ÂS is a systemoperator,
and J(ω) is the bath spectral density (SD) and encodes the coupling strength
between the system and the bath modes. There exist several definition of
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non-Markovianity26–29. In this work, we adopt the perspective commonly
used in quantum optics, where any spectral density (SD) that is not flat is
considered indicative of a non-Markovian environment30.

We first introduce the frameworks of collision models (CMs) and
chain mapping respectively.

Collision models
The fundamental concept behind quantum collision models is the char-
acterization of the interaction between a quantum system S and its envir-
onment (or bath) E as arising from repeated interactions with auxiliary
systems, referred to as probes (or ancillae), which collectively represent the
environment and share the same initial stateη. The systemevolves througha
sequence of pairwise interactionswith eachprobe,whichwe call collisions. A
Markovian CM is defined by the following properties:

C1 the probes are uncorrelated, e.g. the initial state of the bath
is (η⊗ η⊗ . . . );

C2 probes do not interact with each other;
C3 each probe is discarded after the interaction with the system and is

replaced with a fresh one before the next collision.
Additionally,we require that systemandenvironment areuncorrelated

at the initial time:

σ0 ¼ ρ0 � ðη� η� :::Þ ; ð2Þ

where subscript 0 indicates the initial time, σ the joint system-environment
state and ρ0 is the initial state of S. The conditionsC1–C3 are fully consistent
with the second-order perturbation theory derivation of the Markovian
master equation for a discrete dynamics. Within these assumptions the
dynamics of S is decomposable into a sequence of elementary completely-
positive maps and thus its temporal evolution can be effectively described
through a Master Equation in Lindblad form in the continuous-time
limit13,19.When one ormore of the aforementioned assumptions is violated,
this is no longer possible. This is often interpreted as the introduction of
memory effects into the time evolution of the system. In a general context,
describing the dynamics of an open system through collisions necessitates
the proper treatment of theHamiltonian governing the interaction between
the system and its surrounding environment. This involves deriving the
discretized system-environment coupling Hamiltonian from amicroscopic
model that accounts for the interactions between the system and the bath.
Starting from the general model in (1) we can move to the interaction
picture with respect to the bath Hamiltonian

Ĥ
IðtÞ ¼ ĤS þ gÂS

Z 1
0

dω
ffiffiffiffiffiffiffiffiffi
JðωÞ

p
âωe
�iωt þ âyωe

iωt
� �

; ð3Þ

where we have scaled the SD with a coupling strength g 2 R for later
convenience, and define the time-domain ladder operators

âðtÞ ¼ 1ffiffiffiffiffi
2π
p

Z 1
0

dωâωe
�iωt : ð4Þ

It’s important to highlight that in what follows we will deliberately avoid
moving to the interaction picture with respect to the system’s Hamiltonian
and refrain from introducing the rotating wave approximation (RWA).
While we acknowledge that these two approximations play a critical role in
establishing a self-consistent definition ofMarkovian collisionmodels17, we
have chosen to maintain a more general model for the purpose of
comprehensive comparison with chain mapping.

In terms of the time-domain operators, the final discrete-time gen-
erator of the joint system-bath dynamics obtained from discretizing the
Hamiltonian in the time-domain in units of Δt, which for now is only
assumed small with respect to the inverse of the characteristic frequencies of

the system-bath interaction, reads (see Supplementary Note 1 for details)

Ĥ
I
n ¼ ĤS þ

ÂS

Δt

Z tn

tn�1

dt
X
m

Z tm

tm�1

dt0g F ½ ffiffiJp �ðt � t0Þ âðt0Þ þ h:c:
� �

; ð5Þ

wheren 2N is a discrete time index such that tn=nΔt, andwith theFourier
transform of the spectral density defined as

F ½ ffiffiJp �ðt � t0Þ ¼ 1ffiffiffiffiffi
2π
p

Z 1
�1

dω
ffiffiffiffiffiffiffiffiffi
JðωÞ

p
e�iωðt�t

0Þ : ð6Þ

If we now replace the Fourier transform of the SDwith its average over
Δt we find

Ĥ
I
n ’ ĤS þ ÂS

X
m

ðWnmâm þ h:c:Þ ; ð7Þ

with

Wnm ¼
1
Δt

Z tm

tm�1

dt0
Z tn

tn�1

dt gF ½
ffiffiffiffiffiffiffiffiffi
J=Δt

p
�ðt � t0Þ ; ð8Þ

âm ¼
1ffiffiffiffiffi
Δt
p

Z tm

tm�1

dt0 âðt0Þ : ð9Þ

The Equations (7), (8) and (9) collectively define the effective quantum
collision model describing our dynamics: the system interacts with a set of
time-bin modes defined by the ladder operators ðâm; âymÞ, which act as the
ancillae. Note that, according to (7), the system couples nonlocally to all the
ancillae with coupling rateWnm. Figure 1 (b) shows a schematic drawing of
collision models. We retrieve the condition C3 if, after performing the
RWA17 in the interaction picture with respect to the system’s Hamiltonian,
we put F ½ ffiffiJp �ðs� t0Þ ¼ δðs� t0Þ that directly impliesWnm = δnm making
the system only interacts with a single ancilla at once. Note that in the
frequency space this corresponds to a perfectlyflat coupling and only in that
case the system dynamics can be expressed with a dynamical map for an
arbitrary Δt. Conversely, in the other cases we are describing a system
interacting with a colored-noise bosonic reservoir18.

Chain mapping
Let us consider the Hamiltonian presented in Eq. (1). We can introduce a
unitary transformation of the continuous normal modes âω to an infinite
discrete set of interacting modes b̂n

20

âω ¼
X1
n¼0

UnðωÞb̂n ¼
X1
n¼0

ffiffiffiffiffiffiffiffiffi
JðωÞ

p
PnðωÞb̂n ; ð10Þ

where Pn(ω) are real orthonormal polynomials such that

Z 1
0

dω PnðωÞPmðωÞJðωÞ ¼ δn;m ; ð11Þ

and the inverse transformation is

b̂n ¼
Z 1
0

dωUnðωÞâω : ð12Þ

Note that the orthonormality of the polynomials ensures the unitarity of the
transformation defined in Eq. (10). The mapping from a continuous set of
modes to a (still infinite) discrete set might seem counter-intuitive, however
it is a direct consequence of the separability of the underlyingHilbert space.
Equation (12) can be seen as a change of basis between a generalized con-
tinuous basis of theHilbert space (labeledwithω) and adiscrete one (labeled
with n). Accordingly, it also corresponds to a generalized Fourier transform
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using orthogonal polynomials Pn(ω) as basis functions (instead of
e�iωt=

ffiffiffiffiffi
2π
p

for the usual Fourier transform). So far, the physical inter-
pretation of the chain modes remained elusive. Under this transformation,
the Hamiltonian in Eq. (1) becomes (see Supplementary Note 2)

Ĥ ¼ ĤS þ
X1
n¼0

εnb̂
y
nb̂n þ tnðb̂

y
nþ1b̂n þ h:c:Þ

þ κÂSðb̂0 þ b̂
y
0Þ:

ð13Þ

Hence, this mapping transforms the normal bath Hamiltonian into a
tight-bindingHamiltonianwith on-site energies εn and hopping energies tn.
Another important consequence of this mapping is that now the system
only interacts with the first mode n = 0 of the chain-mapped environment.
Figure 1(c) shows a schematic drawing of this new topology. The chain
coefficients εn, tn, and the coupling κ depend solely on the SD (see Sup-
plementary Note 2). This makes chain mapping a tool of choice for
describing systems coupled to an environment with highly structured SD
(e.g. experimentally measured or calculated ab initio)31–34. In this new
representation, the Hamiltonian in Eq. (13) has naturally a 1D chain
topology. This makes the representation of the joint {System + Environ-
ment} wave-function as aMatrix Product State (MPS) very efficient35,36. The
orthogonal polynomial-based chain mapping and the subsequent repre-
sentation of the joint wave-function as a MPS (and the operators as Matrix
Product Operators) are the building blocks of the Time-Evolving Density
operator with Orthonormal Polynomials Algorithm (TEDOPA) one of the
state-of-the-art numerically exactmethod to simulate the dynamics of open
quantum systems especially in the non-Markovian, non-perturbative
regimes both at zero and finite temperatures21,37–40 (see Supplementary
Note 2 for more details). TEDOPA has been applied, for instance, to
transport of electronic excitations in the presence of structured vibrational
environment37, photonic crystals41, non-equilibrium steady states42, mole-
cular systems32,43,44, vibration-induced coherence31, or the calculation of
absorption spectra of chromophores33,45,46 and pigment-protein
complexes34,47.

Here we adopt a slightly different starting point and implement the
chain mapping introduced in (10) after moving to the interaction picture

with respect to the bath Hamiltonian, the Hamiltonian in (3) reads

Ĥ
IðtÞ ¼ ĤS þ ÂS

X1
n¼0

γnðtÞb̂n þ γ�nðtÞb̂
y
n

� �
; ð14Þ

where the b̂n operators are the discrete chainmodes defined in (10) and the
time-dependent coupling coefficients are

γnðtÞ ¼ g
Z 1
0

dωPnðωÞe�iωt JðωÞ : ð15Þ

It can also be noted that the coupling coefficient defined by Eq. (15) can be
expressed as a Fourier transform

γnðtÞ ¼ g
ffiffiffiffiffi
2π
p F ½PnJ�ðtÞ ; ð16Þ

where F ½�� is the Fourier transform of �. In this new representation of the
system and the environment, the chainmodes are now non-interacting and
all coupled to the systemwith time-dependent coupling48. In the interaction
picture the chainmapping brings us from a star topology (see Fig. 1a) of the
system-environment interactions with constant coupling strengths

ffiffiffiffiffiffiffiffiffi
JðωÞ

p
to another star topology where the couplings between the system and the
environmental modes are time-dependent γn(t).

Equivalence in the Non-Markovian case
In this section we prove that non-Markovian collision models can be
recovered from chain mapping.

Theorem 1. For any positive bath spectral density J(ω), chain mapping is
equivalent to anon-Markovian collisionmodelwithΔt ¼ π

ωc
, whereωc is the

bath cut-off angular frequency.
In the chain mapping approach there is no fundamental difference

between the Markovian and non-Markovian case. Here we want to discuss
the general case of non-Markovian environment, namely when the SD is
frequency-dependent. The following derivation applies to any SD including,
for instance, the highly structured ones found in biological contexts34,49. As
outlinedabove, theusual chainmapping is touse theunitary transformation
defined by the set of orthonormal polynomials with respect to the measure
J(ω) (see SupplementaryNote 2). Thus, for different SD the chain operators

Fig. 1 | Different descriptions of open quantum
systems. a A quantum system (blue disk) is inter-
acting with an environment made of a continuum of
non-interacting bosonic modes of angular fre-
quencies ω. The strength of the interaction between
the system and a given mode is encoded in the bath
spectral density (SD) J(ω) (shown on the right).
Markovian baths are described by a flat (i.e. con-
stant) SD. A non-flat, i.e. structured, SD generally
induces a non-Markovian dynamics. b Collision
models construct non-interacting bosonic temporal-
modes on a coarse-grained timescale that experience
a finite number of interactions (collisions) with the
system before being discarded (refreshed). c The
chain mapping technique maps the bosonic envir-
onment into a non-uniform semi-infinite chain of
interacting bosonic modes such that the system only
couples to the first mode of the chain. d Chain
mapping can be reformulated to make the modes
non-interacting and coupling sequentially to the
system for a finite amount of time. This reformula-
tion is equivalent to collision models.

6 8

a)

b)

c)

d)
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b̂n would be a different linear combination of the normal modes âω. In any
case, the time-dependent coupling coefficients are given by (16). These
coupling coefficients have, a priori, an unknown behavior.

The proof of Thm. 1 relies on noting the following fact. If we perform
the chain mapping unitary transformation in (10) with respect to a flat
measure regardless of the nature of the actual SD, we can see that the time-
dependent couplings γn(t) will be given by the convolution of the Fourier
transform of the square-root of the SD (i.e. the frequency-dependent sys-
tem-environment coupling strength) and the flat measure coupling coeffi-
cients γMn ðtÞ

γnðtÞ ¼ F ½ ffiffiJp � � γMn� �ðtÞ : ð17Þ

Lemma2. For a flat SD, the coupling coefficient γMn ðtÞ between the system
and any chain mode n is non-zero only at a single time tn.

We consider a flat spectral density up to a cut-off frequency ωc

JðωÞ ¼ Πωc
ðωÞ ; ð18Þ

whereΠωc
ðωÞ is the indicator function of the interval [0, ωc] where it takes

the value 1 while vanishing on the complement. Introducing a frequency
cut-off to our environment makes the calculations below more technical,
however this is how numerically exact methods such as TEDOPA are
implemented in practice. Hence we believe that the results obtained below
will provemore fruitfulwith the introduction of this frequency cut-off.With
this choice of SD, the orthonormal polynomials defining the chain modes
are shifted Legendre polynomials (see Supplementary Note 2). It can be
shown that the cut-off frequency ωc always corresponds to the cut-off
frequency of the bath SD J(ω) (see Supplementary Note 3).

Proof. The coupling coefficients are given by

γMn ðtÞ ¼ g
Z ωc

0
dωPshifted

n ðωÞe�iωt : ð19Þ

The shifted polynomials can be expressed in terms of the regular Legendre
polynomials Pn which are defined on the support [ −1, 1]:
PnðxÞ ¼ Pshifted

n ðxþ12 Þ, with x = ω/ωc. Hence, we have

γMn ðtÞ ¼ gωc

Z 1

0
dx Pshifted

n ðxÞe�ixωct ð20Þ

¼ gωc
e�i

ωc t
2

2

Z 1

�1
dx PnðxÞe�ix

ωc t
2 : ð21Þ

We can perform a so called plane-wave expansion of the exponential on the
Legendre polynomials50

e�ix
ωc t
2 ¼ 2

X1
l¼0

ilð2l þ 1ÞPlðxÞ
ffiffiffiffiffiffiffi
π

ωct

r
Jnþ1

2

ωct
2

� �
; ð22Þ

where Jν(θ) is the Bessel function of thefirst kind. Inserting this expansion in
Eq. (21) and using the polynomials orthogonality, we have

γMn ðtÞ ¼ ingωce
�iωc t2

ffiffiffiffiffiffiffi
π

ωct

r
Jnþ1

2

ωct
2

� �
: ð23Þ

We can find the limit of the time-dependent coupling coefficients γMn ðtÞ
when ωc is large by using the asymptotic expansion of the Bessel function
Jν(θ) for large θ

51

γMn ðtÞ ’ 2ingωce
�iωc t2 sin ωct

2 � n π
2

� �
ωct

; ð24Þ

Taking the limit of infinitely large cut-off frequency (see Supplementary
Note 4), we have

γMn ðtÞ ffi
ωc!1

2πgδ t � nπ
ωc

� �
; ð25Þ

Hence, for a flat SD, the coupling coefficient γMn ðtÞ between a chainmode n
and the system is non-zero only for tn = nπ/ωc = nΔt. □

Remark. Lemma 2 extends naturally to the exactly Markovian case of a
spectral densityflat along thewhole real line. In that case the spectral density
is chosen to be a rectangular function on the interval ½� ωc

2 ;
ωc
2 � to ensure the

same bandwidth. The polynomials are thus directly the Legendre poly-
nomials

γMn ðtÞ ¼ g
Z ωc

2

�ωc
2

dω PnðωÞe�iωt ; ð26Þ

from which the same derivation follows leading to the same result.
Equipped with Lemma 2 we can now prove Thm. 1

Proof. The time-dependent coupling coefficients are given by

γnðtÞ ¼ F ½ ffiffiJp � � γMn� �ðtÞ ¼ 2πgF ffiffi
J
p	 
ðt � tnÞ : ð27Þ

Therefore, the chain-mapped interaction-picture interaction Hamiltonian
is

Ĥ
I
intðtÞ ¼ ÂS

X1
n¼0

2πgF ffiffi
J
p	 
ðt � tnÞb̂n þ h:c:

� �
: ð28Þ

The time integral of the interaction picture Hamiltonian is the generator of
the time-ordered time-evolution operator

Z t¼NΔt

0
dt0 Ĥ

I
intðt0Þ ¼ ÂS

X1
n¼0

2π g
Z t

0
dt0 F ffiffi

J
p	 
ðt0 � tnÞ

� �
b̂n þ h:c:

� �

ð29Þ

¼ ÂS

X1
n¼0

2π
XN�1
m¼0

g
Z ðmþ1ÞΔt
mΔt

dt0 F ffiffi
J
p	 
ðt0 � tnÞ

( )
b̂n þ h:c:

 !
ð30Þ

¼
XN�1
m¼0

ÂS 2π
X1
n¼0

g
Z ðmþ1ÞΔt
mΔt

dt0 F ffiffi
J
p	 
ðt0 � tnÞ

� �
b̂n þ h:c:

 !
ð31Þ

¼
XN�1
m¼0

ÂS

X1
n¼0

Wmn
2πffiffiffiffiffi
Δt
p b̂n þ h:c:

 !
Δt ; ð32Þ

where Δt ¼ π
ωc
and

Wmn¼def : gffiffiffiffiffi
Δt
p

Z ðmþ1ÞΔt
mΔt

dt0 F ffiffi
J
p	 
ðt0 � tnÞ : ð33Þ

If we consider ân¼def : 2πffiffiffiffi
Δt
p b̂n as an ancilla operator, we recover (7) defining

non-Markovian collision models

Ĥ
I
n ¼ ĤS þ ÂS

X1
m¼0
ðWnmâm þ h:c:Þ : ð34Þ

□
Wenote that, as in collisionmodels (see (9) and (8)), the ancillae ân and

collision rates Wnm scale as ð ffiffiffiffiffiΔtp Þ�1. However, there is a fundamental
difference between the collision models ratesWnm defined in (8) and those
obtained from the chainmapping approach in (31). Indeed, (34) is an exact
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result: no averaging to decouple a convolution product was performed. The
continuous time limit Δt→ 0 is widely recognized as a source of challenges
in quantum collision models since it demands careful consideration and
specialized treatment19. Remarkably, these challenges do not arise in the
context of chainmapping, where the limitωc→∞ is usually never formally
taken. It is thus interesting to see that these two limits become equivalent
within the prescription for the time stepΔt = π/ωc.We note that this coarse-
grained timescale Δt satisfies the Shannon-Nyquist sampling theorem. For
non-vanishing Δt the collisional generator in (34) remains valid with col-
lision rates Wnm being obtained thanks to (17) and (23). The sequential
interaction between the chain modes and the system is preserved by the
convolution in Eq. (17). Yet, depending on the form of F ffiffi

J
p	 
ðtÞ, several

modes can be interacting with the system at a given time, and conversely
chain modes interact more than once with the system. This new repre-
sentation of the system-bath interaction is represented in Fig. 1d. After a
certain time, the numberM of chain modes a system interacts with can be
considered constant. This is an instance of collision model with multiple
non-local collisions19 withM ancillae at a time.

Equivalence in the Markovian case
The case of Markovian collision models is a corollary of Thm. 1. It follows
naturally from Lemma 2 that shows that, for a flat SD, a chain mode n
couples to the system only at single time tn.

Corollary 2.1. If the bath spectral density is flat with a frequency cut-offωc

larger than the energy scale of the system (i.e. a Markovian environment),
then chain mapping is equivalent to a collision model with Δt ¼ π

ωc
.

Proof. The time-evolution operator in the interaction picture is

ÛðtÞ ¼ T
 

exp � i
ℏ

Z t

0
dτ Ĥ

IðτÞ
� �

; ð35Þ

where T
 

is the time-ordering operation. Given lemma 2 and Eq. (35), we
have

ÛðtÞ ¼ T
 

exp � i
ℏ

ĤSt þ ÂS

XN
n¼0

γnb̂n þ γ�nb̂
y
n

 ! !
ð36Þ

ÛðtÞ ¼ T
 

exp � i
ℏ

XN
n¼0

Ĥ
I
nΔt

 !
ð37Þ

where we introduced the coarse-grained timescale Δt ¼ π
ωc
, N = t/Δt,

γn ¼
R t
0 γnðτÞdτ ¼ ð2πÞ

3
2g. All the terms in the sum commute with one

another, and we can also assume without loss of generality that they
commutewith ĤS, thuswe have ½Ĥ

I
n; Ĥ

I
m� ¼ 0. This is the same situation as

in the derivation of collisionmodels, either ĤS; ÂS

	 
 ¼ 0, orwemove to the
interactionpicturewith respect to the systemandbath freeHamiltonians. In
the ‘worse’ case scenario the evolution operator can be Trotterized. We can
write the time evolution operator as

ÛðtÞ ¼ ÛN ÛN�1 . . . Û1Û0 ; ð38Þ

with ÛK ¼ e�
i
ℏĤ

I
KΔt . Hence, we have made explicit that, in the Markovian

limit, the time-evolution takes the form of a succession of interactions
between the system and individual non-interacting environmental modes,
with time-steps Δt. □

This shows that we recovered aMarkovian collisionmodel for bosonic
environments starting from the chain mapping of a microscopic Hamil-
tonian. Furthermore, the collisional dynamical map is recovered by tracing
out the ancillae degrees of freedom from the time-evolution operatorΛΔt ¼
trE½ÛKη� (where trE is the partial trace on the ancillae). Here again, the
connectionwith collisionmodel can bemade evenmore explicit if we recast

the interactionpart of the argument of the time evolutionoperator as follows

Z t

0
dτ Ĥ

I
intðτÞ ¼ ΔtÂS

XN
n¼0

ffiffiffiffiffi
2π
p

gffiffiffiffiffi
Δt
p ân þ h:c: ; ð39Þ

where ân ¼def : 2πffiffiffiffi
Δt
p b̂n would play the role of the ancilla operator, and the

characteristic factor of ð ffiffiffiffiffiΔtp Þ�1 of the collision model coupling strength is
recovered19.

If we compare (39) with (14) we can observe that collision models
and chain mapping are two different ways to take into account the same
time-dependent behavior of the Hamiltonian, which arises when moving
to the interaction picture. In collision models the interaction Hamilto-
nian is fixed in time and the time dependence is represented by the
sequential interaction with the time modes whereas in the chain-
mapping picture the time dependence is entirely attributed to the cou-
pling γn(t).

Sources of Error in Collision Models
From their canonical derivation collisionmodels rely on an expansion of the
time-evolutionoperator to second-order inΔtwhich thus leads to a so called
‘truncation error’ of the reduced system’s dynamics of orderOðΔt3Þ19,52. In
numerical simulations the time-evolution operator is usually approximated
using a Trotter-Suzuki decomposition53, inducing a ‘Trotter error’ that can
bematched with the usual truncation errorOðΔt3Þ by using a second order
Troterization. The error originating from the truncation of the infinite-
dimensional local Hilbert spaces of the bath modes vanishes with the
increase of the aforementioned local dimensions21. When combined with
tensor networks, another common numerical error is the Singular Value
Decomposition truncation error. Properly choosing the threshold for dis-
carding singular values enables to keep this error lower than the
previous ones.

However, for non-Markovian collision models, there is an additional
source of error to take into account that also stems from the very derivation
of the method: the bath correlation function sampling error. This sampling
process can be naturally understood by interpreting system-environment
interactions as a continuous-time measurement process3,54–56. Therefore,
replacing this continuous acquisition by a discrete one amounts to a sam-
pling procedure which can be accompanied by a sampling error. In return
an unfaithful sampling of the bath correlation function will lead to an error
on the system dynamics as the system dynamics is entirely determined (for
Gaussian environments) by the bath correlation function. This sampling
error is introduced in (7), (8) and (9) when discretizing the time-domain
Hamiltonian and averaging the Fourier transform of the square-root of the
SD to get rid of the convolution product. The order of the sampling error of
the bath correlation function is a priori unknown and needs to be quantified
in order to be compared to the other sources of error. Given that the SD is
non-negative, sampling

ffiffiffiffiffiffiffiffiffi
JðωÞ

p
gives the same information as sampling

J(ω). The Shannon-Nyquist sampling theorem tells us that whenwe sample
with a frequency 1/Δt, we can reconstruct the SD up to ω = π/Δt using so
called ‘perfect reconstruction’ with, for instance, Whittaker’s
interpolation57–59. Hence when Δt ≤ π/ωc the SD is perfectly sampled, and
when Δt > π/ωc a sampling error is introduced. For Markovian collision
model this sampling error does not exist as any time-step Δt yields to the
exact SD. That is why a single ancilla is sufficient to describe the dynamics.
However, for non-flat SD this sampling error can become larger than the
truncation (or Trotter) error forΔt > π/ωc even though the time step can be
made arbitrary small numerically.For the Spin Boson Model (SBM), the
impact of this sampling error on the expectation value of an observable can
be upper bounded22. The sampling error on the expectation value 〈σz〉(t)
after a single time step Δt is

ϵsamp ≤ exp 4
Z Δt

0
dt0
Z t0

0
dt00jΔCðt0 � t00Þj

� �
� 1 : ð40Þ
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Let us consider an Ohmic SD JðωÞ ¼ 2αωΠωc
ðωÞ,

ΔCðτÞ ¼
Z ωc

π
Δt

2αωe�iωτdω ð41Þ

¼ 2α
τ2

e�iωcτð1þ iωcτÞ � e�i
πτ
Δt 1þ i

πτ

Δt

� �� �
ð42Þ

is the difference between the exact bath correlation function and the sam-
pled one. The sampling error vanishes for Δt ≤ π/ωc because the upper and
lower integration bounds in (41) are equal. For Δt ≥ π

ωc
the error is

ϵsamp ≤ 2π
2α

ωcΔt
π

� �2

� 1

 !
: ð43Þ

Thus, for a SBMwith an Ohmic SD, whenΔt ≤ π/ωc the leading error is the
truncation/Trotter errorOðΔt3Þ, andwhenΔt>π/ωc the leading error is the
sampling errorOðΔt2Þ.

Spin Boson Model
The SBM is a paradigmaticmodel in the field ofOQS.While being simple—
the model consists of a single spin linearly coupled to a bosonic bath—its
physics is rich (and exhibits non-Markovian behavior) and it has been used
to model magnetic impurities, charge transfer, chemical reactions, stran-
geness oscillations of the K0 mesons, or decoherence55,60. On top of its
dynamics being non-trivial, the model is also non-solvable analytically and
has become a test-bed for numerical methods describing open systems.
From Eq. (1) the SBM Hamiltonian is obtained by setting

ĤS ¼
ω0

2
σ̂z þ δσ̂x and ÂS ¼ σ̂x : ð44Þ

We note that in this model no rotating wave approximation has been
performed. In the following we consider an Ohmic SD with a hard cut-off
JðωÞ ¼ 2αωΠωc

ðωÞ with Πωc
ðωÞ the rectangular function on [0, ωc].

Figure 2a shows the expectation value of 〈σz〉(t) obtained with a non-
Markovian collision model for several values of Δt, compared with the
dynamics obtainedwith the regular Schrödinger picture chainmapping (i.e.
the TEDOPAmethod) taken as a reference result. The TEDOPA results are
obtained considering 16 environmental modes, and the maximum bond
dimension reached during the simulation is D = 15. The non-Markovian

collision model has been implemented with tensor networks methods: The
{System + Ancillae} density matrix is represented as a purified Matrix
Product State61,62 and the time-evolution is performed with the standard
time-evolving block decimation (TEBD) method36,63. The results are
obtained with a number of ancillae inversely proportional to Δt (e.g. 35
forΔt = 1/ωc, 70 forΔt = 2/ωc, and 280 forΔt = 1/2ωc), and amaximal bond
dimension of D = 32. We would like to point out that, to the best of our
knowledge, this is the first time that the SBM has been simulated with a
collision model. It has to be noted that, because the cut-off frequency ωc of
the SD remains ‘small’ in numerical simulations, the threshold time-step in
these simulations isΔtth = 2/ωc instead of π/ωc (see Supplementary Note 5).
This is due to the asymptotic behavior of spherical Bessel functions. On
Fig. 2a we can see that both the steady state and the transient dynamics are
better described whenΔt diminishes. For instance, the oscillatory dynamics
start to be well caught around Δt = 2/ωc. The dynamics converges
monotonically from above with decreasing time steps. Figure 2b (main
panel) shows the average error during the dynamics of the collision model
simulations with respect to the reference one. We can clearly see that there
are two different scaling regime separated by the threshold value Δtth. For
time step smaller than the threshold Δt <Δtth we are in a regime where the
deviation is dominated by an error OðΔt2:5Þ associated with the second
orderTrotterizationperformed to obtain the collisionmodel time-evolution
operator. We also note that for specific values of Δt in this regime the error
can be smaller than the Trotter error—which is perfectly legitimate
considering that the Trotter scaling is an upper bound. Thismight originate
from ‘local’ error cancellation. The investigation of this ‘super-performance’
is beyond the scope of this paper. When the time step is larger than the
threshold Δt >Δtth we can see a sudden change in the scaling of the error
that is now OðΔt2Þ (for large Δt the error saturates because 〈σz〉(t) decays
exponentially to 0). We attribute this additional source of error to a
fundamental inaccuracy of the collision model in this regime, as can be
inferred from the equivalence theorem. When Δt > Δtth the scaling of the
errors in our simulations have a slope of 2π2α in agreement with the one
expected from thediscussion in the subsection “SourcesofError inCollision
Models”, and thus shows that in the fundamental inaccuracy regime an
aliased sampling of the bath correlation function results in an error of order
OðΔt2Þ. Thedistance between the steady state expectationvalue 〈σz〉(t→∞)
and the reference one for different values of the time stepΔt is presented in
the inset of Fig. 2b. Here again we find the same transition between two
scaling regimes of the error at Δtth. For time steps larger than the threshold
Δt > Δtth we have a scaling of OðΔt2Þ worse than the Trotter one OðΔt3Þ
which is recovered for time steps smaller than the threshold valueΔt <Δtth.

UndersamplingTrotter

Fig. 2 | Numerical Estimation of the Collision Model Error. a Comparison 〈σz〉(t)
between a non-Markovian collisionmodel, for different time stepsΔt, with reference
TEDOPA results (black solid line). bMain panel: Average error between the colli-
sion model dynamics obtained for a given time step Δt and the reference results.
Inset: Distance between the steady state expectation 〈σz〉(t → ∞) to the reference

results as a function of the collisionmodel time step Δt, the red solid line is a guide to
the eye. We can see that Δtth is a threshold value separating two distinct scaling
regimes: forΔt < Δtth the average and steady state errors scale asOðΔt3Þ, and for Δt ≥
Δtth they scale asOðΔt2Þ. The simulations parameters are ω0 = 0.2ωc, δ = 0, α = 0.1.
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These results show that, in order to give physically accurate results, the
chosen time step of the collision model has to be lower or equal to the
threshold value Δtth. This prescription gives a consistent definition to how
small the time step needs to be to ensure the validity of collision models.

Discussion
In this paperwe introduced ananalytical derivationof (Markovianandnon-
Markovian) collision models based on the chain mapping of the environ-
ment that places both on the same footing. One consequence of this is a
prescription for the time step used in collision models that eliminates the
environmental sampling error. This prediction was tested within the
paradigmatic Spin Boson Model where we have shown that the predicted
time step identifies a threshold value between a regime where the Trotter
error dominates and a fundamental inaccuracy regime related to an under-
sampling of the bath SD. The first consequence of this equivalence is to shed
light on a previously overlooked source of error in non-Markovian collision
models that is larger than the well-known truncation error of collision
models. Taking into account and characterizing this new error enables the
promotion of collision models to the class of numerically exact methods as
they otherwise share the good analytical and numerical properties of chain
mapping and its associated numerical methods20,21. This newly identified
sampling error—that vanishes in theMarkovian regime—comes in addition
to the errors previously derived14,52. It is now guaranteed that both Mar-
kovian and non-Markovian collision models are exact as numerical meth-
ods in the sense that their errors have been bounded as functions of
convergence parameters and proven to approach zero as these parameters
are increased.

Chain mapping techniques can be enriched from this equivalence
result. On the conceptual side, it improves the understanding of the nature
of the chain modes that did not have a firmly grounded physical
interpretation64. Indeed, chain modes can now be interpreted as temporal
modes. Collision models have been successfully connected to other open
quantum system approaches such as stochastic trajectories or input-output
formalism, and have become a framework of choice in quantum thermo-
dynamics. Approaches based on chain mapping could learn from these
connections. The TEDOPA method suffers from the linear growth of the
number of chain modes that need to be considered for an increasing
simulation time. Because ancillae that areno longer interacting canbe traced
out, collisionmodels do not suffer from this limitation. Recently, it has been
shown that connecting a collection of sinks to the truncated chain-mapped
environment can circumvent this fundamental limitation at the price of
describing the joint {System+Environment} state as adensitymatrix65.One
could ask whether this approach is formally equivalent to the discarding of
ancillae in collision models.

Even though collisionmodels can be defined frommicroscopicmodels
they are often stated as a starting assumption. The equivalence results
presented in this paper allow a more systematic derivation of collision
models from microscopic models. Indeed chain mapping can be used to
derive a collision model especially in contexts where such a derivation is
highly non-trivial (for instance quantum optical systems with non-linear
bath dispersion relations41). On the side of implementations, chainmapping
can be combined withMatrix Product States to give the TEDOPAmethod.
Additionally, we have employed collision models with tensor networks to
simulate the dynamics of open systems in a regime far outside regimes
where typical approximations (in particular RWAandweak coupling) hold.
This is especially important given that chainmapping iswell-defined for any
positive spectral density. This implies that experimentally measured or
calculated from first principle methods SDs are also accessible to collision
models. Collision models have also been employed in quantum computing
to phenomenologically describe open systems66–71. The rigorous formula-
tion presented in this work now enables precise andwell-founded quantum
simulations of open systems. Another important consequence for collision
models is related to their extension to fermionic environment, which is
currently still an open problem. However, the formalism of chain mapping

for fermionic environments already exists72–74. Therefore futureworkwill be
devoted to the investigation of fermionic collision models.

Methods
The collision model simulations made use of the mpnum Python library75.
The collision model has been implemented with tensor networks methods,
the {System + Ancillae} density matrix is represented as a purified Matrix
Product State61,62 (more details can be found in the documentation of
mpnum) and the time-evolution is performed with the standard time-
evolving block decimation (TEBD) method36,63. The results are obtained
with a number of ancillae inversely proportional to Δt (35 for Δt = 1/ωc, 70
forΔt=2/ωc, etc.), and amaximal bonddimension ofD=32. TheTEDOPA
simulations were performed using the open-source MPSDynamics.jl
package76,77. The whole wave-function of the system and the chain are
represented as a matrix product state and time-evolved with the a one-site
bond-adaptive version of the time-dependent variational principle (TDVP)
method (more details can be found in the documentation of MPSDyna-
mics.jl). The TEDOPA results are obtained considering 16 environ-
mental modes, and the maximum bond dimension reached during the
simulation is D = 15.

All the model parameters are given in the caption of Fig. 2.

Data availability
The data that support the findings of this study are available from the
corresponding author upon reasonable request.

Code availability
Thecodeused in thiswork is available fromthe corresponding authorsupon
reasonable request.
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