
communications earth & environment Article
A Nature Portfolio journal

https://doi.org/10.1038/s43247-025-02834-9

The role of sea ice in present and future
Arctic amplification
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The importance of sea-ice loss on the Arctic amplification of near-surface warming remains
contentious, as Arctic amplification emerges even inmodel experimentswith disabled surface-albedo
feedback. Here we show that the characteristics and underlying dynamics of Arctic amplification may
change greatly in a future ice-free climate using a series of climate model experiments. Our analysis
indicates that althoughArctic amplification continues over the 22nd century, itweakensmarkedlywith a
less distinct seasonality in a future ice-free climate. These changes are found to occur because the
strength and seasonality of Arctic amplification in the current climate are attributed mainly to a tight
coupling between cold-season lapse-rate feedback and sunlit-season surface-albedo feedback. The
substantial differences in the characteristics of simulatedArctic amplification between the current and
future ice-free climate therefore suggest that the presence of Arctic sea ice is an essential component
of the current Arctic amplification regime.

Observations indicate that near-surface warming resulting from increasing
concentrations of greenhouse gases is greatly amplified in the Arctic in
comparison to the global mean1–6. This phenomenon, termed as Arctic
amplification (AA) or polar temperature amplification7–11, has substantial
implications on Arctic ecosystems12, via potential methane release due to
permafrost thawing, availability of new shipping routes associated with
Arctic sea-ice shrinkage, and perturbed jet streams due to a reduced mer-
idional surface temperature gradient11,13,14. It is also an important issue how
thenature ofAAaffects coldwinters overEastAsia15.Althoughamajority of
model simulations underestimate AA over the satellite era4–6 due in part to
smaller internal climate variability than inobservationsover the tropics and/
or the Arctic5,6,16, AA and its seasonality, characterized by a maximum
during the cold season (October to February) and a minimum during
summer (June to August), are qualitatively reproduced3–6,17,18. Given the
marked contrast in the surface albedo between sea-ice-covered and
open ocean areas, Arctic sea-ice loss and resulting increases in
absorbed solar radiation by the Arctic Ocean have been suggested as a key
process for AA3,11,19–27. However, it has been debated as to whether sea-ice
loss and related surface-albedo feedback are necessary for inducing
AA3,18,26,28–35.

AApeaks in the cold seasonwhen the surface albedo feedback ismostly
inactive due to the lack of incoming solar radiation. This mismatch in
timing, along with the influence of winter air temperature on summer sea-
ice extent36, might indicate that AA is driven by other factors such as
longwave feedback processes (e.g., temperature (Planck plus lapse-rate),
water vapour, and cloud feedbacks)7,30,37–41 and/or enhanced poleward
energy transport from lower latitudes28,29,32,42 rather than sea-ice loss. In fact,
lapse-rate feedback, which is associated with vertically non-uniform
atmospheric warming, has been proposed as the primary contributor to
AA30,39,41. The mechanism is that enhanced surface warming relative to that
in the free troposphere leads to a positive lapse-rate feedback in the Arctic,
whereas in the tropics/at lower latitudes, negative lapse-rate feedback acts to
dampen the near-surface temperature response to external forcing30,41,43.
Note that reanalyses show the Arctic lapse rate to have decreased sig-
nificantly in all seasons except summer44. The mismatch in seasonality
between AA and surface albedo feedback, however, has been attributed in
large part to sea ice-related seasonal energy transfer. Due to enhanced
summer ice melt, energy is taken up by the Arctic Ocean during summer
(causing little AA in this season) and released primarily during autumn and
winter contributing to AA during these seasons25,26,45.
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Considering that AA occurs in simple aquaplanet configurations as
well as in more realistic configurations but without surface albedo
feedback28,29,32,46, sea-ice loss and related surface-albedo feedbackmay not be
prerequisite for AA. However, some previous studies have suggested that
longwave feedback processes and/or poleward energy transport might not
be independentof sea-ice loss and related surface-albedo feedback3,18,25,26,46,47.
For instance, results based on reanalysis data indicated that positive cold-
season lapse-rate and cloud feedbacks strengthen over regions with large
sea-ice retreat3. In agreement with this interconnected nature, the positive
annual-mean lapse-rate feedback in the polar regions weakened in a model
simulation when annual-mean surface-albedo feedback is disabled46;
moreover, the sign of annual-mean lapse-rate feedback in the polar regions
changed from positive to negative in response to a reduced ice albedo47.We
also note that a reducedmeridional surface temperature gradient due toAA
results in a reduced poleward dry static energy transport18,43,48,49, although
sub-Arctic warming and moistening may lead to an enhanced poleward
moist heat transport in summer42,49,50.

The interconnectedness of lapse-rate and/or cloud feedbacks with
Arctic sea-ice loss-related surface-albedo feedback makes it challenging to
confidently determine the role of Arctic sea-ice loss in AA. In addition, due

to the possibility that poleward energy transports could play a major role in
AA42, it is unclear whether the strength and seasonality of AA may con-
siderably change as the Arctic shifts to an ice-free mean state. In this study,
we attempt to address these questions by analysing a series of coupled and
targeted atmosphere-only time-slice climate-model simulations. Our ana-
lysis suggests that the characteristics and underlying dynamics of AA in the
current climate may change greatly in a future ice-free climate because
Arctic sea ice is an essential component of the current AA regime.

Results
Characteristics of Arctic amplification in the current climate
We begin by examining the characteristics of AA in the current climate
using simulation output for the 50 ensemble members comprising the
CESM2 LE SMBB subset51 (Methods). Figure 1a shows the monthly evo-
lution of AA, defined here as the ratio of Arctic (70°N-90°N)-mean to
global-mean surface air temperature change between 1951–1970 and
1991–2010 (Methods). Although there is a large inter-ensemble spread,
implying the influence of internal variability, the simulated AA exhibits a
distinct seasonality characterized by amaximum in late fall/earlywinter and
a minimum in summer, which have been documented in previous

Fig. 1 | Model simulated and observed character-
istics of Arctic amplification (AA). aMonthly
evolution of AA, defined as the ratio ofArctic (70°N-
90°N)-mean to global-mean surface air temperature
(SAT) change between 1951–1970 and 1991–2010,
in the CESM2 LE SMBB subset. The box covers the
inter-quartile range with the line inside the box
representing the median value across the 50
ensemble members and whiskers denoting the
maximum andminimum values. Also presented are
the ratios computed from HadCRUT5, GISTEMP
v4, Berkeley Earth (high-resolution, beta version),
and ERA5. b Spatial distribution of the ensemble-
mean change in TOA downward longwave radiative
flux related to lapse-rate feedback in November,
with red contours denoting corresponding SAT
changes (unit: K). Hatching denotes regions where
less than 35 out of 50 ensemble members agree on
the sign of change. c Similar to (b), but for the
ensemble-mean stability over the period 1951–1970
estimated as the difference between the potential
temperature at 850 hPa and 1000 hPa. d Same as in
(b), but for the ensemble-mean changes in sea ice
concentration. e Same as in (b), but for the
ensemble-mean changes in surface turbulent
heat fluxes.
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studies4,25,26,45. Sea-ice loss-related surface-albedo feedback is expected to
induce enhanced warming. However, the ratio is close to 1 during summer
(June to August), indicating little AA. For the same period, we also com-
puted the ratios using reconstructed and reanalysis data sets (Methods).
Although the cold season (October-to-February) ratios computed from
three reconstructed data sets are noticeably smaller than the median values
of theCESM2LESMBBsubset, the observationsmostly fallwithin the range
of the CESM2 LE. Moreover, the cold season ratios for all reconstructed
datasets are smaller than those for the ERA5 reanalysis dataset, suggesting
observational uncertainties (Supplementary Fig. 1). Nevertheless, the
CESM2 LE and reconstructed/reanalysis datasets broadly agree on the
seasonality of AA.

Given that themedian value of monthly AA peaks in November in the
CESM2 LE SMBB subset (Fig. 1a), spatial distribution of the physical pro-
cesses relevant to the amplified Arctic warming is examined focusing on
November. Figure 1b indicates distinct increase in the ensemble-mean top-
of-atmosphere (TOA) downward longwave radiative flux related to lapse-
rate feedback, estimated using a radiative kernel method (Methods), over
the Arctic Ocean and surrounding continents; the magnitude is however
spatially non-uniform, with the largest values found over the regions with
pronounced near-surface warming. A bottom-heavy warming, which
induces positive cold-season lapse-rate feedback, may result from a sup-
pressed vertical mixing caused by a very stable atmospheric condition52. To
explore this possible causality, the strength of atmospheric stability is esti-
mated by taking the difference between the potential temperature clima-
tology at 850 hPa and 1000 hPa (i.e., Θ850 – Θ1000). Figure 1c indeed
indicates that a stable condition is prevalent in theArctic lower troposphere;
however, there is a pronounced mismatch in spatial pattern between the
stability and changes in both surface air temperature and lapse-rate feed-
back-related TOA downward longwave radiative flux. In contrast, changes
in sea-ice concentration (Fig. 1d) and ocean-to-atmosphere turbulent heat
flux (Fig. 1e) are more closely spatially linked to enhanced near-surface
warming and strongly positive lapse-rate feedback over those regions, as
discussed in previous studies3,43,45,53,54.

Although sea-ice retreat-related surface-albedo feedback is unlikely to
exert a substantial influence on the Arctic TOA radiative budget during the
cold season due to the lack of insolation, a large temperature difference
between thewarmocean surface and themuch colder overlying atmosphere
implies that sea-ice retreat may play an important role via an ice insulation
effect22,25,45,54. A comparison of the ensemble-mean sea-ice concentration
changes with those for ocean-to-atmosphere turbulent heat flux, ocean-to-
atmosphere water-vapour flux, and column-integrated cloud water path
indicates a striking spatial correspondence (Supplementary Fig. 2a–d). A
large amount of ocean-to-atmosphere turbulent heat and water-vapour
fluxes in the sea-ice retreat regions contributes to amplified near-surface
warming (Fig. 1b, d, e) and increased cloud optical thickness (Supple-
mentary Fig. 2d, h, l, p), which may in turn act to delay the freezing of sea
water through increased downward longwave radiative flux. The resulting
near-surface warming amplification contributes to a bottom-heavy warm-
ing structure in the cold season3.

Interconnectedness of feedback processes in the Arctic
Previous studies indicated that a mismatch in the monthly evolution
between Arctic-mean surface-albedo feedback and corresponding surface
air temperature change arises from seasonal energy transfer. More spe-
cifically, a large fraction of increased downward shortwave radiative flux
resulting from sea-ice loss is stored in the Arctic Ocean during the sunlit
season (April to September) and then released to the atmosphere in
subsequent fall and winter25,26,45. Given that while energy is used for
melting in the sunlit season, refreezing of sea water involves ocean-to-
atmosphere heat release in the cold season, the seasonal energy transfer
also operates via sea ice changes. This suggests that the surface albedo
feedback in the sunlit season is one of the key factors determining the
strength of cold-season positive lapse-rate feedback3,43 via Arctic Ocean-
mediated seasonal energy transfer45. This possible interconnection is

further explored by analysing inter-ensemble relationships, using output
from the CESM2 LE SMBB subset, among the following variables: Arctic-
mean, seasonal-mean changes in downward shortwave radiative flux at
the TOA associated with surface albedo feedback, net radiative plus
turbulent heat flux at the surface, and downward longwave radiative flux
at the TOA linked to lapse-rate feedback (A radiative kernel method is
used to estimate TOA radiative flux changes associated, respectively, with
surface-albedo feedback and lapse-rate feedback). Figure 2a shows that
increased TOA downward shortwave radiative flux, averaged over the
months from April to September, associated with sea-ice loss-related
surface-albedo feedback contributes to corresponding increases in net
downward flux at the surface (i.e., increased heat uptake by the ocean).
As shown in Fig. 2b, the increases in heat uptake over the months from
April to September are followed by increases in heat release fromOctober
to February, although r2 value is not high (~0.45); the increases in heat
release, in turn, are accompanied by increases in TOA downward
longwave radiative flux linked to lapse-rate feedback over the same
season (Fig. 2c). Therefore, these results support the argument that the
positive cold-season lapse-rate feedback is tightly connected to the sunlit-
season surface-albedo feedback (Fig. 2d) via heat uptake/release and
seasonal energy transfer in the Arctic Ocean3,43,45. Specifically, an increase
of 1Wm−2 in the April-to-September surface-albedo feedback-related
TOA downward radiative flux is related to an increase of 0.386Wm−2 in
the October-to-February lapse-rate feedback-related TOA downward
radiative flux. A rough estimation (Methods) further indicates that
~39 ± 10% of the October-to-February near-surface warming is due to
the April-to-September surface-albedo feedback via the October-to-
February lapse-rate feedback. We note, however, that cold-season long-
wave feedback processes, including the lapse-rate feedback, can enhance
or pre-condition sea-ice retreat (Supplementary Fig. 3).

The connection of cold-season lapse-rate feedback with sea-ice loss is
further examined by comparing vertical distributions of composite-mean
atmospheric temperature change among land grid points, ocean grid points
with sea-ice concentration decrease smaller than 15%, andocean grid points
with sea-ice concentration decrease greater than 15% (Supplementary
Fig. 4). For summer months, in terms of both magnitude and vertical
distribution, the temperature changes between 1951–1970 and 1991–2010
are very similar among the three cases: nearly uniform free tropospheric
warming is contrasted with relatively weaker warming near the surface,
resulting in an indistinct but negative lapse-rate feedback. The vertical
distributions are also generally similar among the three cases for the cold
season, characterizedby abottom-heavywarming structure. Themagnitude
ofwarming in the free troposphere appears tobe largely insensitive to sea-ice
loss. However, near-surface warming is greatly enhanced over regions with
large sea-ice retreat, with a temperature increase of approximately 5 K in
January, consistent with a reanalysis-based analysis in a previous study3.
Although we chose the threshold of 15% following ref. 3, using a different
threshold does not qualitatively affect our conclusion. This insensitivitymay
not be surprising, given that the sea ice boundary is traditionally taken at
SIC = 15%55.

DecompositionofArctic-meannear-surfacewarmingand lapse-
rate feedback-related radiative flux change
Climate model studies indicating that AA is simulated even with disabled
surface albedo feedback28,29,32,46 imply that factors other than sea-ice lossmay
play amajor role in AA. The interconnection between sea-ice loss and cold-
season lapse-rate feedback documented in someprevious studies3,43 and also
presented in the previous subsection raises a question: can the magnitude
and seasonality ofAA in fully coupledmodel simulations be fully accounted
for by local longwave feedbackprocesses, such as lapse-rate feedback, and/or
poleward energy transport from lower latitudes? As it is challenging to
confidently determine the roles of these processes from coupled model
simulation output, we analysed a series of CMIP6 atmosphere-only time-
slice experiments56 along with corresponding fully coupled simulations, i.e.,
piControl and abrupt-4×CO2, for the CESM2 model (Methods).
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In response to an abrupt quadrupling of atmospheric CO2 con-
centrations (i.e., abrupt-4×CO2 minus piControl), the coupled model
simulations exhibit a pronounced seasonal contrast in Arctic-mean near-
surface warming, characterized by a maximum during winter and a mini-
mum during summer (Fig. 3a, black line). This distinct seasonality is well
captured by the atmosphere-only time-slice experiments (i.e., a4SSTice-
4×CO2minus piSST; Fig. 3a, red line) designed to replicate the change from
coupledmodel simulations.Having confirmed that atmosphere-onlymodel
simulations approximately reproduce the total changes, we attempt to
decompose the total changes into the ice and non-ice source components
(Methods). The non-ice source induces a seasonally non-uniform surface
air temperature change with relatively large warming occurring from

October to December (Fig. 3a, blue line), but fails to explain the marked
seasonality, along with the substantially amplified cold-season warming,
evident in the coupled model simulations. In contrast, the ice source
component accounts formost of the prominent seasonality (Fig. 3a, dashed
line in purple).

The impacts of both the ice and non-ice sources on Arctic lapse-rate
feedback are also analysed using the coupled and atmosphere-only time-
slice experiments. Arctic-mean changes in the TOA downward longwave
radiative flux linked to lapse-rate feedback exhibit a distinct seasonality in
the coupled simulations (i.e., abrupt-4×CO2minus piControl; Fig. 3b, black
line), which is approximately reproduced by atmosphere-only time-slice
simulations (i.e., a4SSTice-4×CO2minus piSST; Fig. 3b, red line). The non-

Fig. 2 | Linkage between sunlit-season surface-albedo feedback and cold-season
lapse-rate feedback associated heat fluxes over the Arctic in CESM2 LE. a Inter-
ensemble relationship of the Arctic-mean sunlit season (April-to-September)-mean
net downward flux change at the surface between 1951–1970 and 1991–2010 with
the corresponding TOA downward shortwave radiative flux change related to sur-
face albedo feedback. Each dot represents an ensemble member of the CESM2 LE
SMBB subset. The regression slope and r2 values are presented in the upper-left
corner. b Same as in (a), but for relationship between cold season (October-to-
February)-mean net upward flux change at the surface and sunlit season-mean net

downward flux change at the surface. c Same as in (a), but for relationship between
cold season-mean lapse-rate feedback-related TOA downward longwave radiative
flux change and cold season-mean net upward flux change at the surface. d Same as
in (a), but for relationship between cold season-mean lapse-rate feedback-related
TOA downward longwave radiative flux change and sunlit season-mean surface
albedo feedback-related TOA downward shortwave radiative flux change. In (a–d),
units are in W m−2. Note that in (a, c, d), TOA radiative flux changes are estimated
using a radiative kernel method.

https://doi.org/10.1038/s43247-025-02834-9 Article

Communications Earth & Environment |           (2025) 6:910 4

www.nature.com/commsenv


ice source component also exhibits the slightly negative values during the
summer season evident in both coupled (abrupt-4×CO2 minus piControl)
and atmosphere-only (a4SSTice-4×CO2minus piSST) simulations (Fig. 3b,
blue line); however, it fails to replicate the large increases inTOAdownward
longwave radiative flux in the cold season. In comparison, the ice source
component explains a large fraction (74-92%) of the increases in the cold
season, albeit with positive, rather than negative, values in the summer
season (Fig. 3b, dashed line in purple).

The influence of sea-ice loss on cold-season lapse-rate feedback is
additionally explored by comparing the vertical structure of Arctic-mean
temperature change between the coupled and atmosphere-only time-slice
simulations (Supplementary Fig. 5). The vertical warming structures seen in
the coupledmodel simulations forced by an abrupt CO2 quadrupling (black
lines) are broadly reproduced by the atmosphere-only model simulations
(i.e., a4SSTice-4×CO2 minus piSST, green lines). A comparison of these
total changes with the temperature changes due to the non-ice (blue line)
and ice sources (red lines) indicates that while the warming in the free
troposphere is largely linked to the non-ice source, amplified near-surface
warming in the cold season is distinctly related to sea-ice loss and associated
SST warming in the Arctic. These results therefore suggest that sea-ice loss
and related ocean-to-atmosphere heat transport are an important factor for

driving bottom-heavy warming profile and thereby positive lapse-rate
feedback in the cold season, supporting the argument of previous studies3,43.

Temporal evolution of Arctic amplification
The occurrence of AA in aquaplanet model simulations32 indicates that
longwave feedback processes and/or poleward energy transport from
lower latitudes play an important role in warming the Arctic. The sug-
gested interconnection between sea-ice loss and cold-season lapse-rate
feedback, the latter of which is proposed as the main contributor to
AA30,41, however, implies that Arctic sea ice may be an important element
of the current AA regime. We note that this hypothesis aligns with the
suppressed seasonal contrast in the non-ice source-induced Arctic
warming shown in Fig. 3a. These contrasting perspectives cause uncer-
tainty as to whether the strength and seasonality of AAmay change as the
Arctic shifts to an ice-free climate. In this subsection, this question is
addressed by analysing the 10-member CESM2 LE SMBB extended
simulations57 (Methods).

The ratio of the Arctic-mean to global-mean surface air temperature
change between the first and last 20-year segments of given multiple 60-
year periods is computed for each ensemble member over the period
1951–2290 (Supplementary Fig. 6 indicates that qualitatively similar
results are obtained regardless of how to quantify the AA index).
Although the temporal evolution is not linear (e.g., temporary increase in
the AA index from 2031 to 2091, which appears to be related, in part, to
cold-season sea-ice decrease and resulting heat release) and exhibits
substantial inter-ensemble spread, the ratio of annual-mean temperature
changes (i.e., the degree of AA) decreases from ~3 for the period
1951–2010 to ~1 for the period 2231–2290 (Fig. 4a). This overall
weakening of AA over time, despite continuing global warming (Sup-
plementary Fig. 7a), is accompanied by dramatic decreases in Arctic sea-
ice extent to nearly ice-free conditions (Supplementary Fig. 7c, d). In
addition, the seasonality of AA is projected to undergo a considerable
change over time. In the current climate, in terms of ensemble mean,
amplified Arctic warming peaks in late fall/early winter, but becomes a
minimum in summer (Fig. 4b and Supplementary Fig. 8a–c). Although
this seasonal contrast exists throughout the 21st century, it virtually
disappears in year-round ice-free conditions (Fig. 4b and Supplementary
Fig. 8d-f). Meanwhile, Fig. 4b shows that the simulated Arctic-mean
boreal summer warming is weaker than the corresponding global mean
in the 23rd century. The related spatial distribution (Supplementary
Fig. 8e) indicates that a suppressed warming in comparison to the global
mean is observed over Greenland, while the ratio is greater than 1 over
much of the Arctic Ocean.

Temporal evolution of physical processes linked to Arctic
amplification
To determine whether the dramatic changes in the characteristics of AA in
nearly ice-free conditions are indeed linked to sea-ice evolution, the tem-
poral evolution of the underlying physical processes is analysed (Fig. 5).
Arctic-mean changes in TOA downward longwave radiative flux linked to
lapse-rate feedback, normalized by corresponding global-mean near-sur-
facewarming, exhibit a distinct seasonality in the current climate, consistent
with that for AA; however, the pronounced seasonal contrast, characterized
by strongly positive values in the cold season andnegative values in summer,
disappears in future ice-free conditions (Fig. 5a). The seasonality in AA in
the current climate and its disappearance in future ice-free conditionsmight
be linked to changes in the characteristics of poleward energy transport.
Considering that amplified warming over the Arctic leads to a decrease in
poleward dry static energy transport18,43,48,49, we focus on polewardmoisture
transport, which can be estimated approximately as the Arctic-mean dif-
ference between precipitation and evaporation at the surface58. Although a
large amount ofmoisture is transported to the Arctic in the current climate,
enhanced transport in the early fall is inconsistentwith the seasonality ofAA
(Fig. 5b vs. Fig. 4b). Unlike the lapse-rate feedback, poleward moisture
transport does not seem toweaken in future ice-free conditions but is more

Fig. 3 | Decomposition ofmodel-simulated Arctic-mean changes into the ice and
non-ice source components. aMonthly evolution of Arctic (70°N-90°N)-mean
SAT changes in the CESM2 coupled model simulation forced by abrupt CO2

quadrupling from a pre-industrial level (black line) and related atmosphere-only
time-slice simulations with CAM6 (other lines). The solid line in red denotes the
SAT changes arising from both the ice and non-ice sources in atmosphere-only
model simulation in which the monthly varying SST and sea ice concentration
changes were simultaneously prescribed along with a quadrupling of CO2 con-
centration (AMIP_Total). The solid line in blue and dashed line in purple, respec-
tively, represent the non-ice and ice source components, estimated from
atmosphere-only model simulations, with shading denoting uncertainty resulting
from differences in the boundary conditions between piSST and a4SSTice. b Same as
in (a), but for lapse-rate feedback-related changes in downward longwave radiative
flux at the top of the atmosphere.
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pronounced in the cold season (Fig. 5b). This enhanced poleward moisture
transport in future ice-free climates contributes to warming in the Arctic;
however, the cold-season AA is much weaker in comparison to that in the
current climate (Fig. 4b).

As the Arctic shifts to ice-free conditions over time (Supplementary
Fig. 7c, d), the peak of ensemble-mean Arctic surface-albedo feedback is
projected to shift from summer in the current climate to earlier months
(i.e., spring) in the future along with considerable weakening of its
strength after the first half of the 22nd century (Fig. 5c). These changes are
expected to affect the characteristics of heat uptake/release at the ocean
surface. A comparison of Arctic-mean changes in the net surface heat
flux normalized by the corresponding global-mean warming with those
in the surface albedo feedback indeed indicates that temporal evolution
of the heat uptake in the sunlit season and heat release in the cold season
is governed in large part by that of the surface albedo feedback
(Fig. 5c, d).

The poleward ocean heat transport has a significant effect on the lapse-
rate and the ice-albedo feedback59. Therefore, the projected changes in the
strength and seasonality of AA over time might be linked more closely to
changes in poleward oceanic heat transport. To examine this possibility,
ensemble-mean Arctic Ocean-mean changes in subsurface potential tem-
perature are compared among the following three periods: 1951–2010
(current climate), 2071–2130 (nearly ice-free summer condition), and
2211–2270 (nearly ice-free condition in all seasons). In the current climate,
subsurface ocean warming is confined in the top 200m layer (Supple-
mentary Fig. 9a). Note that pronounced warming in the top 50m layer
occurring in the late summer/early fall, which is accompanied by the annual
minima of near-surface atmospheric warming, is broadly concurrent with
enhanced downward surface heatflux linked to sea-ice loss60. A qualitatively
similar seasonality in the top 50m layer warming is found over the period
2071–2130 (Supplementary Fig. 9b); however, in this case, large year-round
warming below 200m depth accompanies the changes in the surface layer.
The simulated year-roundwarming in theArctic Oceanmid-depth appears

to be related to the influx of the warmed Atlantic water61. In contrast to a
similar year-round warming below 200m depth to that over the period
2071–2130, the warming in the top 50m layer considerably weakens for the
period 2211–2270 when the Arctic is nearly sea-ice free in all seasons
(Supplementary Fig. 9c). Hence, it is unlikely that the projected changes in
the strength and seasonality of AA can be attributed mainly to changes in
poleward oceanic heat transport. Nonetheless, given large inter-model
spread in the projection of poleward heat transport, further study is needed
to confirm this conclusion.

Summary and discussion
Despite the fact that AA is one of the most robust features of both observed
and model-simulated climate change, the Arctic regions exhibit large inter-
model spread in near-surface warming resulting from imposed
external forcing25,45, suggesting uncertainties in the underlying
mechanisms3,11,18,26,28–30,32,33,35,41. In particular, the importance of Arctic sea-ice
loss and associated surface-albedo feedback in AA has been debated in spite
of their substantial influence on the Arctic TOA radiation budget. This is
because AA emerges in climate model experiments with disabled surface-
albedo feedback28,29,32, which implies a major role of longwave feedback
processes and/or poleward energy transport from lower latitudes. Indeed,
previous studies have shown that opposing signs of the lapse-rate feedback
between the Arctic and the tropics are the key factor driving AA30,39,41.
However, the distinctly positive cold-season lapse-rate feedback in the Arctic
is unlikely to be independent of sea-ice loss and related surface-albedo
feedback during the sunlit-season3,18,25,26,31–35,37–43,45–47, complicating the picture.

To enhance the understanding of the physical processes responsible
for AAwith a particular focus on the role of sea-ice loss, we have analysed
a series of coupled and targeted atmosphere-only time-slice climate-
model simulations. In agreement with previous studies3,25,26,43,45, we found
that a bottom-heavy warming structure and resulting positive lapse-rate
feedback in the cold season are closely linked to sea-ice loss-related ocean
heat uptake in the sunlit-season and subsequent heat release in the cold

Fig. 4 | Evolution of Arctic amplification in
CESM2 LE. a Ratio of the Arctic-mean annual-
mean SAT change to global-mean annual-mean
SAT change in the 10-member CESM2 LE extended
simulations, with the x-axis representing the first
year of various 60-year periods. The SAT changes
are computed by subtracting the first 20-year aver-
age from the last 20-year average over a given 60-
year period. The box covers the inter-quartile range
with the line inside the box representing the median
value across the ensemble members and whiskers
denoting the maximum and minimum values.
bEnsemble-mean ratio of the correspondingArctic-
mean monthly-mean SAT change to global-mean
monthly-mean SAT change. In (b), the y-axis
denotesmonth from January toDecember. Stippling
denotes cases where the ensemble-mean ratiominus
1 is smaller than two standard deviations across the
ensemble members. Regions with the ensemble-
mean ratio smaller than 1 are also stippled. Note
non-linear colour scales.
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season. In particular, analyses of the atmosphere-only time-slice
experiments, which were designed to replicate the corresponding coupled
model simulations, indicate that the strength and seasonality of AA may
greatly weaken in the absence of Arctic sea-ice loss. In line with this
interconnected nature, a subset of the CESM2 LE experiment members
covering the time period from current to future year-round ice-free
conditions indicates that the prominent seasonality evident in the current
climate, characterized by a maximum in the cold season and a minimum
in summer, disappears in an ice-free climate with marked weakening of
both annual- and cold season-mean AA, supporting previous studies26,45.

Although our analysis demonstrates the importance of Arctic sea-ice
loss and related surface-albedo feedback, it does not mean that other pro-
cesses play a minor role in AA. In line with the presence of AA in climate
model simulations with disabled surface-albedo feedback28,29,32, the CESM2
LE extended simulations indicate that in nearly ice-free future climate,
greenhouse gas forcing-induced warming is still greater over the Arctic in
comparison to the global average (Fig. 4), suggesting longwave feedback
processes and/or poleward energy transport as drivers. In addition, a

previous study showed that AA develops rapidly in response to imposed
abrupt CO2 quadrupling before Arctic sea ice responds to the forcing

62. The
model-projected disappearance of seasonality, along with marked weak-
ening of AA, however, suggests that Arctic sea ice is an indispensable
component of the current AA regime.

Methods
CESM2 Large Ensemble
AA and underlying physical processes are examined by analysing output
from the Community Earth System Model version 2 Large Ensemble
(CESM2 LE) simulations forced by the Coupled Model Intercomparison
Project phase 6 (CMIP6)63 historical protocol over the period 1850–2014
and Shared Socioeconomic Pathway (SSP) forcing scenario SSP3-7.0, the
strongest forcing scenario after SSP5-8.5, over the period 2015–210051. The
CESM2 LE consists of two 50-member subsets: while the ensemble mem-
bers in the first subset were forced by the CMIP6 biomass burning emis-
sions, those in the second subsetwere integratedwith a smoothed version of
the biomass burning dataset over the period 1990–2020 (hereafter referred

Fig. 5 | Evolution of physical processes linked to
Arctic amplification in CESM2 LE. a Arctic-mean
ensemble-mean lapse-rate feedback-related
monthly-mean TOA downward longwave radiative
flux changes normalized by corresponding global-
mean SAT changes in the 10-member CESM2 LE
extended simulations. Changes in radiative flux and
temperature are computed by subtracting the first
20-year average from the last 20-year average over a
given 60-year period. Stippling denotes regions
where the magnitude of the ensemble mean is
greater than two standard deviations across the
ensemble members. b Same as in (a), but for pole-
ward moisture transport changes across 70°N lati-
tude circle normalized by the corresponding global-
mean SAT changes. c Same as in (a), but for surface
albedo feedback. d Same as in (a), but for Arctic-
mean net downward flux changes at the surface
normalized by corresponding global-mean SAT
changes. In (a–d), the y-axis denotes month from
January to December.
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to as the SMBB subset)51. Note that except for biomass burning emissions,
the same external forcing was applied to the 100 ensemble members with
different initial conditions. Ref. 51 provides detailed information on the
CESM2 LE initialization procedure.

For 10 ensemble members of the CESM2 LE SMBB subset, the
future climate change projections under the SSP3-7.0 forcing scenario
were extended beyond the year 2100 (until 2500) with a reduction of
fossil and industrial CO2 emissions to zero by 2250 (ref. 57). Temporal
evolution of the simulated global-mean, annual-mean surface air tem-
perature indicates a continued global warming over the period
1850–2300 in response to imposed greenhouse gas forcing (Supple-
mentary Fig. 7a). Interestingly, despite the decrease in atmospheric CO2

concentration after 2250, the simulated global warming appears to per-
sist. The Arctic region (70°N-90°N) also exhibits a distinct surface
warming until ~2300, but the warming nearly saturates in the post-2300
period (Supplementary Fig. 7b). Along with this prominent surface
warming, the Arctic is projected to undergo a rapid September sea-ice
decrease during the first half of the 21st century and become nearly ice-
free afterwards (Supplementary Fig. 7d). In March, when the
climatological-mean Arctic sea-ice extent exhibits its maximum in the
current climate, it is projected to decrease more slowly, but the Arctic will
be completely ice free also in this month in the second half of the 22nd

century in the CESM2 LE extended simulations (Supplementary Fig. 7c).
Hence, these multi-realization extended simulations covering a future
ice-free climate state provide an excellent opportunity to robustly explore
the role of sea-ice retreat and related surface-albedo feedback in AA. In
this study, we used output from the 50-member SMBB subset to analyse
the characteristics of AA in the current climate, and output from the 10-
member extended simulations to explore the evolution of AA as the
Arctic shifts to an ice-free climate. Considering decreasing CO2 con-
centrations and nearly constant Arctic-mean surface air temperature
after 2300, the post-2300 period is excluded from our analysis.

Measure of Arctic amplification
In this study,wequantifyAAby computing the ratio ofArctic (70°N-90°N)-
mean surface air temperature change between given two 20-year periods to
the corresponding global-mean change. The magnitude of AA varies
depending on how the Arctic is defined4; however, using a different Arctic
boundary does not qualitatively affect our conclusion. To assesswhether the
CESM2 LE reasonably simulates AA and its seasonality, we also computed
the ratios using reconstructed and reanalysis data sets: HadCRUT5.0.2.064,
GISTEMP v465,66, Berkeley Earth (high-resolution beta version, https://
berkeleyearth.org/high-resolution-data-access-page/), and ERA567.

Due to decadal climate variability, the temporal evolution of AAmight
vary when the AA index is quantified in a different way. As shown in
Supplementary Fig. 6, however, qualitatively consistent temporal evolution
is obtained regardless of how to determine the AA index.

CMIP6 time-slice experiments
Previous studies showed that AA simulated from coupled models inte-
grated with imposed greenhouse gas forcing is linked, in large part, to
opposing signs in the lapse-rate feedback between the Arctic and the
tropics17,30,41,52. The positive lapse-rate feedback over the Arctic, however,
may not be independent of sea-ice loss and related surface-albedo
feedback3,43,46,47. As this possible interconnection has a profound impli-
cation for AA in an ice-free climate, a set of CMIP6 atmosphere-only
time-slice experiments56 (conducted with CAM6, with fixed SSTs and sea
ice from CESM2) is analysed in conjunction with relevant coupled
simulations forced by an abrupt quadrupling of CO2 concentrations
(conducted with CESM2). The CMIP6 Cloud Feedback Model Inter-
comparison Project56 designed these atmosphere-only time-slice experi-
ments to replicate the corresponding piControl and abrupt-
4×CO2 simulations. We used the following 30-year atmosphere-only
time-slice experiments to decompose the changes in top-of-atmosphere
(TOA) longwave radiative flux associated with lapse-rate feedback in

coupled model simulations into flux changes due to (1) non-ice source
and (2) ice source: piSST, piSST-4×CO2, a4SST, a4SSTice, and a4SSTice-
4×CO2. In piSST, monthly and annually varying SSTs and sea ice along
with atmospheric constituents are taken from a 30-year subsection of the
corresponding piControl simulation, with the time period corresponding
to the years 111–140 of abrupt-4×CO2 experiment. The piSST-4×CO2 is
identical to piSST, but with a quadrupling of CO2. The a4SST experiment
is identical to piSST, except that monthly and annually varying non-polar
region SSTs are taken from the years 111–140 of the corresponding
abrupt-4×CO2. The a4SSTice is also identical to piSST, but in this
experiment both SSTs and sea ice are taken from abrupt-4×CO2. The
a4SSTice-4×CO2 is the same as a4SSTice, but with CO2 concentrations
being quadrupled. The relationship between the coupled and
atmosphere-only time slice simulations is illustrated in Supplemen-
tary Fig. 10.

The total change in TOA longwave radiative flux resulting from both
the non-ice and ice sources is computed by subtracting piSST from
a4SSTice-4×CO2. Regarding the non-ice component, assuming additivity,
we used piSST, a4SST, piSST-4×CO2, a4SSTice, and a4SSTice-4×CO2:
(a4SST – piSST)+ (piSST-4×CO2 – piSST)/2 + (a4SSTice-4×CO2 –
a4SSTice)/2, in which the first term represents the extra-Arctic SST con-
tribution whereas the second and third term the CO2 contribution. Given
differences in the boundary conditions between piSST and a4SSTice, the
non-ice component is also estimated by adding (piSST-4×CO2 – piSST) or
(a4SSTice-4×CO2 – a4SSTice) to (a4SST – piSST). Then, the ice-
component is estimated by subtracting the non-ice component from the
total change. We note that the results might vary depending on climate
models due to inter-model discrepancy in future Arctic changes as well as
the lapse-rate and surface-albedo feedbacks68.

Radiative kernel method
To estimate the changes in TOA radiative flux associated with temperature
(i.e., Planck plus lapse-rate) feedback and surface albedo feedback, we
employed a technique using radiative kernels, which are produced by
computing the change in TOA radiative flux R caused by a small pertur-
bation of a given climate variable x in a radiative transfer model with all
other variables fixed (i.e., ∂R=∂x)69–71. For example, the change in TOA
radiative flux due to temperature feedback can be estimated at each grid
point bymultiplying temperature kernel (KT ¼ ∂R=∂T) at a given pressure
level with the corresponding temperature changeΔT and then by vertically
integrating the product (i.e., KT ×ΔT) from the surface to the tropopause.
The change in TOA radiative flux associated with the Planck feedback is
estimated in the sameway, except for assuming vertically uniformwarming
equal to change in surface air temperature. The difference in the TOA
radiative flux change between the temperature and Planck feedbacks
represents change in TOA radiative flux linked to lapse-rate feedback. In
case of the change in TOA radiative flux due to surface albedo feedback, the
radiative kernel for surface albedo (Kα ¼ ∂R=∂α) ismultiplied by change in
surface albedo ðΔαÞ. In this study, we used radiative kernels constructed
by ref. 72.

A change in Arctic-mean surface air temperature (ΔSAT) resulting
from the Arctic-mean change in TOA radiative flux related to a given
feedback process (ΔR) can be roughly estimated by dividing the Arctic-
meanTOAradiativeflux change byArctic-meanPlanck feedback (λPL) (i.e.,
ΔSAT � � ΔR

λPL
)30,41. Using this approach, we crudely estimate towhat extent

the sunlit-season surface-albedo feedback may contribute to cold-season
near-surface warming via lapse-rate feedback in Fig. 2d. First, the Arctic-
mean October-to-February-mean TOA downward longwave flux change
related to Arctic-mean April-to-September-mean TOA downward short-
wave flux change is estimated for each ensemble member by multiplying
April-to-September-mean shortwave flux change by the regression slope
presented in the top left corner.Next, the resultantArctic-meanOctober-to-
February-mean surface air temperature change is roughly estimated by
dividing the computed longwave flux change by –λPL. Then, the ratio of the
estimated to the simulatedArctic-meanOctober-to-February-mean surface

https://doi.org/10.1038/s43247-025-02834-9 Article

Communications Earth & Environment |           (2025) 6:910 8

https://berkeleyearth.org/high-resolution-data-access-page/
https://berkeleyearth.org/high-resolution-data-access-page/
www.nature.com/commsenv


air temperature change is computed for each ensemblemember. Finally, the
ensemble mean and associated inter-ensemble standard deviation are
computed for the ratio.

Data availability
The CESM2 Large Ensemble output is available at https://www.cesm.ucar.
edu/projects/community-projects/LENS2/data-sets.html, the CMIP6 cou-
pledand atmosphere-only time-slice simulation output at https://esgf-node.
llnl.gov/projects/cmip6/, the HadCRUT5.0.2.0 data set at https://www.
metoffice.gov.uk/hadobs/hadcrut5/, GISTEMPv4 at https://data.giss.nasa.
gov/gistemp/, the Berkeley Earth High-resolution data set (beta version) at
https://berkeleyearth.org/high-resolution-data-access-page/, and the ERA5
data set at https://cds.climate.copernicus.eu. The CESM2 LE extension
simulation data will be available on the IBS Center for Climate Physics
(ICCP) Climate Data website. The data for replicating the main figures in
this study are available at https://doi.org/10.5281/zenodo.17096013.

Code availability
Figures are generated using theNCARCommand Language (NCL, Version
6.6.2, https://doi.org/10.5065/D6WD3XH5). The codes used to generate the
main figures in this study are freely available at https://doi.org/10.5281/
zenodo.17096013.
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