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Atmosphere-oceandrivenglacial changes
inWestGrahamLand, Antarctic Peninsula
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Glaciers that flow into the ocean lose mass at different rates, even under the same climate, because
their response depends on local conditions such as bedrock shape, floating ice, and sea ice. Here we
analyze two neighboring glaciers on the western Antarctic Peninsula, Rusalka and Hoek, between
1990 and 2025, using satellite observations of grounding line and calving front positions, sea ice,
velocity, and surface elevation. Rusalka Glacier retreated and accelerated rapidly after 2017, when
warm deep oceanwater reached a downward-sloping bed. In contrast, HoekGlacier remained stable,
grounded on an upward-sloping bed and abutting a small floating ice shelf. At Hoek, summers with
more sea ice coincided with less forward movement of the glacier front, underscoring the stabilizing
effect of sea ice. Our results highlight how ocean heat, bed topography, and sea ice interact to control
glacier change and Antarctic ice loss.

The Antarctic Peninsula (AP) is currently one of the most rapidly
warming regions on Earth1–3. As a narrow extension of the Antarctic
continent projecting into the Southern Ocean, the AP is highly sensitive
to climate change, which has exerted direct and substantial impacts on its
cryosphere and surrounding environment4–6. From the 1950s to 2008, the
AP ice shelves lost a total area of more than 28,000 km², accounting for
18% of the earliest recorded floating ice area7. Ice shelves can buttress
glaciers feeding into them, which help control the flow of glacial ice into
the ocean8–10. The IMBIE team found that ice-shelf collapse has increased
the rate of ice loss from the AP from 7 ± 13 Gt to 33 ± 16 Gt per year
from 1992 to 201711.

The different effects of oceanic and atmospheric drivers promote the
dynamic changes of the AP glaciers and largely contribute to the different
characteristics of changes on the east and west sides of the AP. On the east
coast of the AP, a series of ice shelves, extending from the Prince Gustav
Channel to the Larsen B Ice Shelf, have disintegrated over recent decades.
The loss of these ice shelves has led to substantial flow acceleration and
thinning of the upstream glaciers that formerly drained into them, con-
tributing to increased ice discharge into the Weddell Sea10,12–16. On the
northern AP, ice shelf disintegration events have been primarily attributed
to enhanced regional climate warming17,18, leading to increased wide-scale
surface melt19, crevasse enlargement by hydrofracture20–22 and reduced
sea ice23.

On the west coast of the AP, glacier dynamics are primarily influenced
by oceanic forcing. Warm and saline Circumpolar Deep Water (CDW) is
prevalent along the Amundsen and Bellingshausen Sea sectors, where its
intrusion onto the continental shelf drives high basal melt rates beneath ice
shelves, leading to their thinning and enhanced discharge of tributary
glaciers24–29. While most studies of ocean-driven ice shelf thinning in the
western AP have concentrated on the southern sectors of Palmer Land30–32,
glaciers farther north in Graham Land are typically unbuttressed and ter-
minate directly in the ocean. Davison et al.33 reported a widespread increase
in ice discharge from glaciers north of the Arrowsmith Peninsula in the
westernAP since 2018 and the acceleration in dischargewas concentrated at
glaciers connected to deep, cross-shelf troughs hosting warm-ocean waters.
Moreover, Boxall et al.34 reported a ~ 15% increase in ice velocity near the
grounding line of glaciers feeding the George VI Ice Shelf during austral
summer, linked to surface meltwater and ocean temperature anomalies35.
Similarly, Wallis et al.36 observed summer speed-ups in 105 western AP
glaciers, averaging 12.4 ± 4.2% with localized peaks over 22%.

These spatial contrasts between the east and west coasts of the AP
underscore the diverse mechanisms through which atmospheric and
oceanic forcing impact marine-terminating glaciers. However, regional
climatic and oceanic forcing alone cannot fully account for the dynamic
responses observed in individual outlet glaciers. Increasing evidence from
Greenland highlights the importance of local boundary conditions in
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modulating glacier sensitivity to external drivers37,38. Factors such as bed
topography, the presence of ice shelves or ice mélange, and the extent and
persistence of seasonal sea ice have been shown to exert pronounced
influence on glacier behavior39,40. A prominent example is provided by two
major and neighboring outlet glaciers in northeast Greenland, Zachariæ
Isstrøm and Nioghalvfjerdsfjorden Glaciers, whose contrasting evolution
underscores the role of these local controls. Zachariæ Isstrøm retreated
rapidly and thinned dynamically in recent decades, whereas Nio-
ghalvfjerdsfjordenGlacier remained relatively stable.This disparityhasbeen
attributed to differences in bed geometry, the degree of ocean access, and the
presence of sustained frontal buttressing provided by a persistent ice shelf
and mélange41.

Such compound controls have been extensively studied in
Greenland37 but remain less well documented in the AP, where outlet
glacier catchments are typically smaller and topographically complex.
Improved understanding of these coupled mechanisms is essential for
assessing the spatial variability of glacier retreat and for refining pro-
jections of regional mass loss and its contribution to sea-level rise under
future climate scenarios. Here, we investigate a parallel case to the con-
trast between the Zachariæ Isstrøm and Nioghalvfjerdsfjorden Glaciers
of northeast Greenland by comparing the recent evolution of two adja-
cent marine-terminating glaciers, Rusalka and Hoek, on the western
Antarctic Peninsula (Fig. 1). Despite their close proximity and exposure
to similar climatic forcing, the two glaciers exhibit divergent frontal
behaviors between 1990 and 2025. To explore the mechanisms behind
these contrasting responses, we conduct a comprehensive analysis using
multi-source satellite observations, including surface elevation changes
(2012, 2014, 2017), calving front positions (1990–2025), grounding line
locations (2012, 2014, 2017), sea ice extent (1990–2025), and surface
velocity fields (2007–2009, 2016–2024). We also incorporate modelled
oceanic and in-situ atmospheric temperature records near the glacier
termini to assess environmental drivers. This integrated approach
enables us to evaluate the spatial and temporal heterogeneity of glacier
dynamics and to examine how bed geometry, ocean access, sea ice
variability, and the presence or absence of a floating ice shelf interact to
shape glacier-specific responses to climate forcing. Our findings provide

insights into the coupledmechanisms driving outlet glacier change in the
AP and highlight their relevance for projecting regional ice loss under
future climate scenarios.

Results
Grounding line and calving front change
Weestimated the grounding line (GL)usingTerraSAR-Xadd-on forDigital
Elevation Measurement (TanDEM-X)42 digital elevation models (DEMs)
and subglacial topography, based on the principle of hydrostatic equili-
brium. Specifically, we compared the observed above-sea-level surface
height from TanDEM-X DEMs with the theoretical height expected under
flotation conditions (see Methods 4.2). Assuming that the difference
between observed and theoretical heights follows a normal distribution, we
computed theprobability offlotation, that is, the likelihood that ice at a given
location is floating (i.e., the height difference is less than zero). Supple-
mentary Fig. S1 shows flotation probability contours of 0.4 (predominantly
grounded, black), 0.5 (marginallyfloating,magenta), and 0.6 (floating, blue)
for the years 2012, 2014, and 2017.Wedefine the region between the 0.4 and
0.6 contours as the grounding zone,where the ice transitions fromgrounded
to floating. In our analysis, the 0.5 contour is used as the representative GL
position.

For Rusalka Glacier, the GL remained relatively stable between 2012
and 2014 (Fig. 2a). However, a retreatwas observed between2014 and 2017,
with a maximum displacement of approximately 600m. This retreat
exceeds the 95%confidence interval of the estimatedGLposition [–215m to
+255m], indicating that the migration is statistically significant and not
attributable to measurement uncertainty. In contrast, Hoek Glacier was
fronted by a small ice shelf ( ~ 9 km² in 2014), and its GL position varied by
less than 200m over the same period, which falls within the estimated
uncertainty range. We therefore consider the GL of Hoek Glacier to have
remained unchanged from 2012 to 2017.

To address the limited availability of GL observations, which are only
available for three specific years, we manually delineated calving front
positions and sea ice extent near the termini of Rusalka and Hoek Glaciers
from 1990 to 2025. This delineation was primarily performed during the
melt seasons, using Landsat 5/7/8 panchromatic imagery and Sentinel-2

Fig. 1 | Study area and geographic features of
Rusalka and Hoek Glaciers. a Seafloor bathymetry
of the Bellingshausen Sea from IBCSO v276 merged
with subglacial topography from Huss and
Farinotti43. Study sites for oceanographic analysis
(blue and orange dashed boxes) and ocean data
validation (grey dashed box, after Wallis et al.36) are
marked. The red rectangle indicates Rusalka and
Hoek Glaciers, and the Faraday/Vernadsky Station
(purple triangle) provides surface air temperature
data. b, c show close-up views of the Hoek and
Rusalka glaciers, illustrating bed topography (from
Huss and Farinotti43) and surface elevation (from
TanDEM-X DEM, austral winter 2014), respec-
tively. a–c Share the same colorbar for surface ele-
vation and bed topography, as displayed in (a).
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multispectral data. For Rusalka Glacier, the calving front is consistently
located near the grounding line across all three TanDEM-X DEM obser-
vation dates. The higher temporal resolution of the calving front record
offers valuable insights into calving front dynamics over multi-decadal
timescales. Figure 2b, c show the calving front (CF) and grounding line (GL)
positions superimposed on subglacial topography along the central flowline
profiles of Rusalka and Hoek Glaciers (Fig. 2a), respectively. For Rusalka
Glacier (Fig. 2b), we included only a portion of the time-series calving fronts
in themain figure to improve visual clarity; however, it remains challenging
todiscern thedetailedcalving front retreat patterns.Toaddress this issue,we
present a more comprehensive visualization in Supplementary Fig. S2. All
extracted calving front positions are grouped into different time periods and

displayed in panels (a)–(c) of Supplementary Fig. S2, while panel (d)
highlights several key time points of notable calving front retreat. Along the
direction of the black profile line, two distinct phases of rapid calving front
retreat can be identified. The first phase extends from the earliest available
observation in February 1990 to approximately November 2006, followed
by a relatively stable period that lasts until 2016. The second retreat phase
begins in 2017 and continues until March 2021, when the calving front
stabilizes again. Thisfinal position correspondswell with the lowest point of
the retrograde slope shown in the bed topography of Fig. 2b. For Hoek
Glacier, we show GL positions only for the years 2012, 2014, and 2017. An
ice shelf is inferred to exist in front of the glacier, but the corresponding
calving fronts are not shown due to the limited coverage of subglacial

Fig. 2 | Evolution of grounding line and calving front positions. aGrounding line
(GL) positions in 2012, 2014, and 2017, derived from TanDEM-X DEMs. White
solid-line rectangles indicate the boxes used to estimate the area enclosed between
the calving front (CF) and the box boundaries for Rusalka and Hoek Glaciers. The
white line shows a representative calving front, and the highlighted light blue region

denotes the CF box area. The light pink dashed boxes indicate the regions used to
measure sea ice extent in front of the two glaciers. The background image is a Landsat
8 optical image acquired on February 2, 2015. b, c Bed topography and corre-
sponding CF and GL positions along the central flowline profiles indicated by the
two black lines in (a). d, e Time series of CF box areas and adjacent sea ice extent.
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topography data43. These GLs are located on a prograde (upward-sloping)
bed, which likely contributes to their observed stability. The time series of
calving front positions for Hoek Glacier is presented in Supplemen-
tary Fig. S3.

To quantitatively assess calving front migration, we applied the box
method44 by placing two boxes at the termini of the glaciers and calculating
the area enclosed between the calving front and the back of each box
(Fig. 2a). Additionally, to compare sea ice conditions at the termini of the
two glaciers, we defined two equal-sized rectangular regions in front of
Rusalka and Hoek Glaciers and quantified sea ice coverage within these
areas (dashed rectangles in Fig. 2a). This approach allows for a consistent
evaluation of the relationship between calving front dynamics and sea ice
conditions. Figure 2d, e show the time series of calving front box areas and
melt-season sea ice coverage for Rusalka and Hoek Glaciers, respectively,
covering 2001–2025. Data from 1990 are omitted in the figures to improve
visual clarity. The complete time series, including 1990, are provided in
SupplementaryTable S1.Weobserve that the sea ice area in front of Rusalka
Glacier more frequently approaches zero compared to that in front of Hoek
Glacier. For Hoek Glacier, there are only a few instances when no sea ice
remains in front of the glacier, occurring only in February of 1990, 2001, and
2007 before 2020. The most recent occurrences of complete sea ice dis-
appearance in front of bothRusalka andHoekGlaciers tookplaceduring the
austral summers of 2023 and 2024, which also coincide with the lowest
Antarctic sea ice extents on record45,46. We performed a linear regression
between the sea ice areas and calving front box areas after removing the
extreme no sea ice events. We excluded rare summers with complete
absence of sea ice, because these events may represent exceptional
oceanic–climatic anomalies that correspond to distinct dynamical regimes
rather than the gradual modulation dominating most of the record. Even
when these extreme no–sea-ice events are included, a statistically significant
but weaker negative correlation between sea-ice area and the calving-front
position of Hoek Glacier remains (r = –0.4, p < 0.05). However, the rela-
tionship becomes stronger (r = –0.7, p < 0.05) when these statistical outliers
are excluded, suggesting that the presence of sea ice in front of the glacier
exerts a stabilizing buttressing effect that suppresses calving-front retreat.

The extreme zero–sea-ice cases are, however, also critical for understanding
calving-front changes. In particular, during the 2023 and 2024melt seasons,
summer sea ice decreased to zero throughout the season. This complete
absence of sea ice, combinedwith aheavily crevassed and extended ice front,
likely led to the pronounced retreat observed after 2023. In contrast, for
RusalkaGlacier, the correlationwas negligible (r ≈ 0), suggesting that sea ice
does not play a major role in controlling terminus position at this glacier.

To further analyze the influence of atmospheric temperature on sea ice
extent, we utilized monthly mean surface air temperature data from the
Ukrainian Faraday/Vernadsky Station, located on Galindez Island,
Argentine IslandsArchipelago, extending up to the year 2025.We extracted
air temperature data corresponding to the same year and month as the sea
ice observations. Additionally, to assess the impact of cumulative air tem-
perature variations on sea ice formation and persistence, we calculated the
average temperature over the current month and the preceding N-month
period, whereN ranges from 0 to 8 (Supplementary Table S2). Our analysis
reveals a weak correlation between sea ice extent and monthly mean air
temperature in both datasets whether including all samples or excluding
zero sea ice cases. However, a stronger negative correlation emerges when
using the mean air temperature over the preceding two months (including
the current month), with a Pearson correlation coefficient of –0.6 (p < 0.05)
in both cases. The strongest correlation (r= –0.7, p < 0.05) is observedwhen
regressing sea ice extent against the mean temperature over the previous
four to fivemonths for the dataset excluding zero sea ice cases. These results
suggest that sea ice variability in the study region is significantly influenced
by multi-month atmospheric temperature trends, highlighting the critical
role of cumulative warming in governing sea ice formation and persistence.

In addition to air temperature, this study also attempts to consider the
influence of ocean currents on sea ice. Figure 3 presents optical remote
sensing images from Landsat 5/7/8 and Sentinel-2 on six randomly selected
dates across the observation period, illustrating the calving front positions
and sea ice extent of Rusalka and Hoek Glaciers at different times. The
images reveal that during the melt season, more sea ice is consistently
present in front of HoekGlacier’s ice shelf compared to Rusalka Glacier. To
investigate thedifferences in sea ice formationandpersistencebetween these

Fig. 3 | Temporal changes in sea ice area at Dimitrov Cove. The dotted regions
indicate manually delineated sea ice areas in front of Rusalka and Hoek Glaciers,
within the sample region outlined by the white dashed line. Background images are

from (a–d) Landsat 7/8 panchromatic band imagery and (e, f) Sentinel-2 multi-
spectral imagery. Acquisition dates are shown in each panel (YYYY-MM-DD).
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two neighboring glaciers, we consider two key factors: ocean currents and
geographic features. The Antarctic Coastal Current (AACC) is a nearshore
circulation system driven by buoyant freshwater input from basal melt and
ice sheet runoff 47. The AACC flows westward from the West Antarctic
Peninsula (WAP) toward the Amundsen Sea47. The residual sea ice in front
ofRusalkaGlacier often exhibits a rougharch-like structure,with its concave
shape indirectly reflecting the westward flow direction of the AACC. In
contrast, Hoek Glacier benefits from natural protection provided by Pripek
Point and Camacúa Island, which create a sheltered environment for the
DimitrovCove,where the glacier terminates. These geographic featureshelp
stabilize sea ice, reducing its advectionbyocean currents and contributing to
its longer persistence. Based on these observations, we infer that the inter-
action between the AACC and the unique geographic setting of Dimitrov
Cove plays a key role in shaping the perennial sea ice distribution in front of
these glaciers.

Velocity changes
In this study, our velocity time series spans the periods 2007–2009 and
2016–2024. We selected two flowline-oriented profiles for Rusalka and
Hoek Glaciers, respectively (black lines in Fig. 2a), and calculated average
velocities within a 300 m-wide buffer centered on each profile. For austral
summer velocities after 2016, we computed the mean velocity along each
profile using data fromDecember, January, and February. Similarly, austral
winter velocities were calculated using data from June, July, andAugust. For
Rusalka Glacier, the profile extends from the interior towards the calving
front, covering its frontal grounded ice region. ForHoekGlacier, the velocity
profile was placed starting from the upstream of the grounding zone and
extending approximately 1.5 km downstream into the ice shelf.We avoided
the very front of the ice shelf, as this region is characterized by an irregular
geometry and widespread crevassing, indicating a structurally unstable and
weakly consolidated ice surface. Moreover, velocity estimates near the cal-
ving front are often less reliable because offset-tracking windows may
include mélange or open water, iceberg calving between acquisitions can
produce spurious signals, and tidal corrections remain imperfect48. By
focusing on the inner portion of the ice shelf, we aim to capturemore stable

and representative velocity signals that reflect glacier dynamics rather than
short-term surface disturbances.

We extracted velocity profiles along the central flowlines (black lines
shown inFig. 2a) ofRusalka andHoekGlaciers for bothaustral summer and
winter (Fig. 4). For Rusalka Glacier, panels (a) and (b) show summer and
winter profiles, respectively, while panel (c) presents the mean velocity
profiles across different years. For Hoek Glacier, panels (d) and (e) show
summer and winter profiles, respectively, and panel (f) displays the annual
mean of summer/winter velocity profiles. For Rusalka Glacier, we see two
acceleration phases in Fig. 4c: one beginning in 2016 and another from2021
onward. Winter and summer velocities generally followed similar trajec-
tories with seasonal differences in magnitude. For Hoek Glacier, only one
acceleration phase starting around 2020 is observed, during which both
summer and winter velocities show similar trends but weaker seasonal
contrasts than those observed at Rusalka (Fig. 4d). The first acceleration
phase of Rusalka coincides with grounding-line and calving-front retreat
along a retrograde slope (Fig. 2b). By March 2021, the calving front had
reached the bottom of the retrograde slope and remained relatively stable
thereafter (Fig. 2b). The continued summer acceleration since 2021 may
reflect enhanced sensitivity to atmospheric forcing. Notably, Antarctic sea-
ice extent declined sharply from December 2022, reaching record-low
conditions throughout 2023 and 202449,50, which, together with shifts in
atmospheric circulation, may have contributed to the observed variability.
However, further investigation is required to disentangle the mechanisms
linking regional climate anomalies to outlet glacier dynamics.

Surface elevation change rate
Maps of surface elevation change (Fig. 5a, b)were derived fromTanDEM-X
DEMs acquired during the austral winter (June–July) of 2012, 2014, and
2017. The corresponding hypsometric surface elevation change rates, cal-
culated at 50m elevation intervals over the periods 2012–2014 and
2014–2017, are presented in Fig. 5c, d, respectively. A quantitative summary
of these changes is listed in Table 1. From 2012 to 2014, Rusalka Glacier
remained in a state of relative equilibrium, exhibitingminimal variations in
both terminus position and surface elevation (Table 1). However, a distinct

Fig. 4 | Velocity profiles of Rusalka and Hoek Glaciers. Profiles correspond to the
black lines in Fig. 2a, with distance measured from the ocean side. For Rusalka
Glacier, each profile starts at the calving front (CF) position of that year, while for
Hoek Glacier, profiles start from a fixed oceanward point. a, b Rusalka Glacier:

austral summer and winter velocity profiles. cMean summer (red) and winter (blue)
velocities; magenta line denotes the 2007–2009 annual mean. d, e Hoek Glacier:
austral summer and winter velocity profiles. fMean summer (red) and winter (blue)
velocities; magenta line denotes the 2007–2009 annual mean.
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thinning trend emerged between 2014 and 2017, with mean elevation
changedecreasing fromslightly positive (0.22m/yr) to–2.12m/yr (Table 1).
Themost surface lowering occurred below 250m in elevation, concentrated
towards the glacier front (Fig. 5b, c). A similar pattern was observed for
Hoek Glacier, where the grounded frontal section (below 200m in eleva-
tion) showed a more pronounced surface elevation decrease between 2014
and 2017 compared to 2012–2014 (Fig. 5a, b, d). However, despite their
geographical proximity, the average thinning rate of Hoek Glacier
(− 0.86m/yr) during 2014–2017 was much lower than that of Rusalka
Glacier (− 2.12m/yr) and remained relatively stable compared with the
preceding period (− 0.45m/yr during 2012–2014).

The contrasting surface elevation change rates between Hoek and
Rusalka Glaciers (Fig. 5) can be partly attributed to the presence of a small
ice shelf at Hoek, which is absent at Rusalka. For RusalkaGlacier, the retreat
of the grounding line between 2014 and 2017 likely enhanced dynamic
thinning, leading to accelerated surface elevation loss compared with the
relatively stable period of 2012–2014 (Fig. 5 and Table 1). This first accel-
eration phase coincidedwith simultaneous retreat of the grounding line and
calving front along a retrograde slope (Fig. 2b), as well as pronounced
surface thinning between 2014 and 2017 (Fig. 5b), suggesting a strong
coupling between flow acceleration and dynamic mass loss during this
period.

Fig. 5 | Surface elevation change rates (SECRs) and hypsometric analysis of
Rusalka and Hoek Glaciers. a SECR map (dh/dt, m/yr) for Rusalka and Hoek
Glaciers from July 24, 2012, to July 4, 2014.b SECRmap from July 4, 2014, to June 21,
2017. The dotted black lines in (a, b) indicate the estimated GL positions for 2014

and 2017, respectively. c, d Hypsometric SECR profiles binned at 50 m elevation
intervals for grounded ice on Rusalka and Hoek Glaciers, along with their respective
hypsometric distributions for the two periods. Background: Landsat-8 optical image
acquired on February 2, 2015.

Table 1 | Ratesof surface elevation and volumechangebymeansof TanDEM-XDEMdifferencing 2014 to 2012, and 2017 to 2014

2012–2014 2014–2017

Basin name Basin
area [km2]

dh/dt
[m/yr]

dV/dt
[km3/yr]

Frontal area
change [km2]

Basin
area [km2]

dh/dt
[m/yr]

dV/dt
[km3/yr]

Frontal area
change [km2]

Rusalka Glacier 28.2 0.22 0.006 −0.093 27.9 −2.12 −0.06 −0.416

Hoek Glacier 36.9 −0.45 −0.01 3.25 36.9 −0.86 −0.04 0.92

Thesurfaceelevation change rate (dh/dt) and ice volumechange (dV/dt) refer to thegrounded ice. The frontal areachange refers to the areachangecausedby thecalving frontmovementbetweenyear 2012
and 2014, 2014 and 2017.
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Ocean forcing
Given the scarcity of in-situ ocean observations, which do not fully capture
the conditions at the glacier front, we utilize the GLORYS12V1 product
from the Copernicus Marine Environment Monitoring Service (CMEMS).
This global ocean eddy-resolving reanalysis dataset provides high-
resolution (1/12° horizontal resolution, 50 vertical levels) oceanographic
variables, including temperature, salinity, currents, sea level, mixed layer
depth, and sea ice parameters from the surface to the ocean floor51. The
dataset offers bothdaily andmonthlymeanfields, covering the1993 to2020.
The ocean reanalysis data used in this study have been validated
against CTD observations from the Palmer LTER campaign52, and addi-
tional validation for our study area is provided in the Supplementary
Methods.

Based on remote sensing observations, particularly TanDEM-XDEM-
derived elevation changes, we divide the study period into two distinct
phases: before and after 2014. Accordingly, we process the seawater data for

the time intervals: 2009–2014 and 2015–2020, to analyze the potential
impact of oceanic variations on glacier dynamics. Wemapped the seawater
temperature and salinity distribution in a 75 km× 85 km region located at
the fronts of Rusalka and Hoek Glaciers (outlined by the dashed blue rec-
tangle in Fig. 1a). For each period, we computed the average seawater
temperature and salinity by aggregating data across multiple years at dif-
ferent depths while aligning with the corresponding months. The resulting
values were then visualized using temperature-salinity (T-S) diagrams
(Fig. 6a,b). Our analysis shows that within the upper 100m, seawater
temperature and salinity fluctuate seasonally. However, below approxi-
mately 200 meters, the seasonal cycle disappears, indicating more stable
oceanographic conditions at greater depths. Notably, during the period
2015–2020,we observe an increase indeep-water temperatures (below~150
meters), where temperatures rose frombelow0 °C tobetween0 °C and 1 °C.
This warming trend suggests increased oceanic heat availability, which
couldhave implications for basalmelting andglacier dynamics in the region.

Fig. 6 | Seawater temperature, salinity, surface air temperature, and estimated
CDWcorewatermass depth at the study sites. aAverage seawater temperature and
salinity maps for the period 2009–2014, corresponding to the region outlined by the
blue dashed rectangle in Fig. 1a. b Average seawater temperature and salinity maps
for the period 2015–2020, corresponding to the same study area. c Time-series of

annual seawater temperature at different depths, derived from the blue dashed
rectangle in Fig. 1a, along with the annual mean surface air temperature recorded at
Faraday/Vernadsky Station. dTime-series of estimated CDWcorewatermass depth
for January, July, and the annual mean, corresponding to the orange dashed rec-
tangle in Fig. 1a.
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To further investigate the rise in seawater temperature below 150m in
front of Hoek and Rusalka Glaciers, we analyzed the annual average sea-
water temperature anomaly over time, stratified by seawater depth (Fig. 6c).
Wefirst evaluated the impact of air temperature on seawater temperature by
performing a regression analysis between the annual average air tempera-
ture anomaly from Faraday/Vernadsky Station and the annual average
seawater temperature anomaly at different depths from 1993 to 2020. The
results show a moderate correlation between surface seawater temperature
(within ~50m depth) and air temperature, with the Pearson coefficient
decreasing from ~0.6 at 5m to ~0.4 at 50m (p < 0.05).

Since the deep seawater ( >100m) in theBellingshausenSea, located on
the western coast of theAP, is influenced by thewarmCDW53, we extracted
the time-series depth variations of the CDW core layer to assess its impact
on the seawater in our study area. To analyze the CDW influence, we
selected the regionmarked by the orange dashed rectangle in Fig. 1a, which
contains multiple troughs deeper than 700m and potential CDW inflow
channels leading to the ocean in front of Rusalka and Hoek Glaciers. The
CDWwatermasses were identified based on the criteria defined by Cook et
al. (2016): Temperature (T ≥ 1 °C), salinity (34.5 psu ≤ S ≤ 34.7 psu) and
density (27.6 kg·m⁻³ ≤ ρ ≤ 27.9 kg·m⁻³). For the extracted CDWwater mass,
we calculated the annual mean depth of its core layer and plotted its depth
variations over time (Fig. 6d), displaying values for January, July, and the
annual mean from 1993 to 2020.

Figure 6d shows shoaling of the CDW core water mass in 1995, 2002,
2010–2011, and 2016–2017, with the most pronounced rise in 2016–2017,
when it reached its shallowest depth ( ~ 200m). After the shoaling of the
CDW core in 2016–2017, a subsequent decline is observed, but the core
remains at a relatively shallow depth compared to other periods of shoaling.
This trend is also reflected in Fig. 6c, where thewater temperature at various
depths remains relatively high after 2017. The shoaling of the CDW core
watermass,which resulted in elevated seawater temperatures and interacted
with local bed topography, may have acted as a key trigger for the surface
elevation loss observed in glaciers between 2014 and 2017. Notably, the
timing of the 2016–2017 shoaling event accompanied by a concurrent
increase inocean temperatures, coincideswith aperiodof acceleratedglacier
flow. This temporal alignment suggests a potential causal link between
subsurface oceanic changes and dynamic glacier response.

Discussion
The dynamic changes of marine-terminating glaciers are widely acknowl-
edged to be sensitive to oceanic forcing, particularly the intrusion of warm
CDW onto the continental shelf 52,53. Our comparative analysis of Rusalka
andHoek glaciers onwest AP highlights how the interaction betweenwarm
ocean water and bed topography exerts a differential control on grounding
line and frontal retreat. RusalkaGlacier showed amarked retreat of both the
grounding line and calving front in 2017, coinciding with the period of
increased CDW presence on the continental shelf. This retreat is spatially
correlated with a retrograde bed slope, which promotes dynamic instability
once the grounding line retreats inland. In contrast, Hoek Glacier, despite
being exposed to the same ocean conditions, has maintained a relatively
stable grounding line position during the same period. Its stability is largely
due to its grounding line being located on a prograde slope, where the
upward-sloping bed provides mechanical resistance against retreat. These
observations are consistent with previous studies indicating that ocean
forcing alone is insufficient to predict dynamic glacier response (e.g.,
refs. 54,55). Instead, our results highlight the critical role of bed topography,
which acts as a gatekeeper modulating glacier sensitivity to external per-
turbations (e.g., ref. 56).This interpretation is in linewithfindings fromboth
Greenland and Antarctica (e.g., refs. 37,57), where marine-terminating
glaciers were shown to retreat irreversibly only when unfavorable bed
geometry promoted instability. Collectively, these results underscore the
necessity of incorporating high-resolution bed topography into predictive
models of glacier dynamics.

In addition to oceanic and topographic controls, our results reveal that
seasonal sea ice plays an important local buffering role in stabilizing glacier

calving fronts, particularly forHoekGlacier. Throughmanual delineationof
the ice front and the surrounding sea ice area in austral summers from 1990
to 2025, we identified a strong negative correlation (R ≈ –0.7, p < 0.05)
between sea ice extent and the location of the ice shelf calving front at Hoek
Glacier. This suggests that sea ice may suppress calving processes by acting
as a mechanical barrier against ice mélange removal, consistent with pre-
vious studies that highlighted the stabilizing influence of mélange and
seasonal sea ice in fjords (e.g., refs. 58–60). Interestingly, this persistent
buffering effect is absent at Rusalka Glacier, where summer sea ice often
completely vanishes in this region (Fig. 2d). In contrast, Hoek Glacier fre-
quently retains sea iceduring themelt season,whichappears to contribute to
the stability of its calving front. Twokey factors are likely responsible for this
difference. First, regression analysis reveals a strong negative correlation
between sea ice area and the average surface air temperatures of the pre-
ceding 4–5 months, suggesting that warmer atmospheric conditions sup-
press summer sea ice coverage. Second, the asymmetric sea ice distribution
may be partially influenced by regional ocean currents. The shape and
orientation of residual sea ice suggest that ocean flow may actively displace
sea ice away from the Rusalka front. Additionally, local geographic features
play an important role. The entrance ofDimitrovCove, whereHoekGlacier
terminates, is partially sheltered by Pripek Point and Camacúa Island,
forming a natural barrier that likely inhibits the export of sea ice during
summer months. Together, these physical conditions create a micro-
environment conducive to persistent sea ice retention in front of Hoek
Glacier, providing a seasonal buttressing effect that may delay or limit
calving front retreat.

Our study provides a comprehensive analysis of the oceanic and
atmospheric forcing mechanisms driving the contrasting dynamic
responses of theRusalka andHoek glaciers.Overall, our study demonstrates
that the dynamics of small marine-terminating glaciers are governed by a
combination of regional-scale ocean-atmosphere forcing and local-scale
modulators, including bed topography and sea ice.Whilewarmoceanwater
acts as awidespreadexternaldriver, the actual responseof individual glaciers
is contingent on local conditions. This explains the observed asynchronous
behavior of Rusalka and Hoek glaciers, despite their geographic proximity
and shared climatic setting.

This localized perspective offers valuable insights into the broader
mechanisms controlling the behavior of outlet glaciers draining into the
Bellingshausen Sea sector of westernGrahamLand, Antarctic Peninsula. As
Catania et al. (2020)37 argue for Greenland, the future evolution of marine-
terminating glaciers depends on the interplay between large-scale climate
forcing and local stabilizing mechanisms, with fjord geometry, basal topo-
graphy, and ice mélange or sea-ice conditions modulating the glacier’s
sensitivity to oceanic and atmospheric drivers. Our results underscore that
the atmosphere–ocean–glacier system is a complex and interconnected
system, where both oceanic and atmospheric forcing must be jointly con-
sidered when analyzing glacier dynamics and mass-balance changes, con-
sistent with previous findings that highlighted the coupled influence of
atmospheric and oceanic drivers on outlet glacier variability (e.g., ref. 61). A
holistic approach is therefore essential for improving models of glacier
evolution and for producing more accurate projections of their contribu-
tions to future sea-level rise.

Methods
Surface elevation
The TanDEM-X bistatic interferometric data were used for calculating
surface elevation change ofRusalka andHoekGlaciers between twoperiods:
2012 to 2014 and 2014 to 2017. The parameters of the SAR acquisitions are
given inTable 2.Weused glacier drainage basins provided by theGlaciology
Group at the University of Swansea through the GLIMS database62,63,
combined with updated calving front positions extracted from the ampli-
tude images of TanDEM-X data. We used the operational Integrated
TanDEM-X Processor (ITP) from the German Aerospace Center (DLR) to
process the bistatic SAR data from the individual tracks into so called raw
DEMs which are the intermediate time-stamped products generated before
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DEM mosaicking for the global DEM product64. A recent version of ITP
which includes high-resolution reference DEM65 was adopted in our pro-
cessing by using the 12m improved TanDEM-X DEM of the AP with
corrected phase unwrapping errors as the reference DEM data66. All the
TanDEM-X raw DEMs were calibrated to the reference TanDEM-X DEM
data based on the elevation offsets on the flat plateau regions.Glacier surface
elevation change was computed by differencing TanDEM-X raw DEMs
acquired in the same season (australwinter) to reduce the errors thatmay be
induced by the seasonal melt.

To verify the elevation accuracy of the generated TanDEM-X raw
DEM data used for calculating surface elevation change, we used the
TanDEM-X raw DEMs acquired at neighbouring paths with close acqui-
sition time in 2014 and 2017 for cross validation (Table 2). The data cov-
erage of all the TanDEM-X data and the selected validation regions are
shown in Supplementary Fig. S4. The statistics of the elevation difference in
the overlapping region at the selected stable and flat regions for validation
are shown in Supplementary Table S3.

The total volume change and the rate of surface elevation change at
50m intervals were derived from the DEM differencing and using the
glacier basin boundaries and estimated grounding lines. The outliers of
elevation difference were removed by specified threshold (mean elevation
difference ±3 × standard deviation of elevation difference in each elevation
interval) and filled with mean of elevation difference in the same height
interval.

Grounding line location and uncertainty estimation
Mapping the grounding line is crucial for assessing ice sheet and glacier
stability, but it is a challenging task due to its transient nature as a subglacial
feature betweengrounded andfloating ice inmarine ice sheets and tidewater
glaciers. Themost accuratemethod formeasuring the grounding zone is the
double differential InSAR (Double-DInSAR) technique67. The ESA Ant-
arctic Ice Sheet Climate Change Initiative (AIS_cci) grounding line product
integrates data from multiple satellite missions and employs the Double-
DInSAR technique, providing a comprehensive, multi-temporal dataset
with high spatial resolution and accuracy. This makes it a valuable tool for
monitoring grounding line dynamics across Antarctica. However, when the
Double-DInSAR technique is applied to small outlet glaciers on the AP, it
faces two major limitations. First, for some fast-flowing glaciers, temporal
decorrelation impedes accurate phase retrieval. Second, for glaciers with
small drainage basins, the tidal information provided by global tidal models
may not accurately represent local variations, affecting the precision of
grounding line mapping.

Therefore, we determined the GL based on the principle of buoyancy,
utilizing TanDEM-XDEMdata and 100-m resolution bedrock topography
for the AP north of 70°S43. According to the buoyancy criterion, the GL is
identified where the ice is in hydrostatic equilibrium with the underlying
ocean. Under the assumption of static equilibrium, the following equations
are established:

ρiTg ¼ ρwg T � HHE

� � ð1Þ

T ¼ hs �Hbed ð2Þ

Here,T represents the ice thickness, hs is the ice shelf freeboard height,Hbed

denotes the bed topography, andHHE is the above-sea-level height when the
ice is in hydrostatic equilibrium. ρw and ρi are the densities of seawater and
ice, respectively. We adopted a standard ice density of 917 kgm−3 68.
However, impurities within the ice can introduce variations of approxi-
mately ±5 kgm−3 69, whichwe take as the uncertainty in ρi. The globalmean
density of seawater is 1027 kgm−3, though this value can vary regionally.
Following Griggs and Bamber (2011), we assumed an uncertainty of
±5 kgm-3 for ρw. We extracted the above-sea surface elevation hs from
TanDEM-X DEM data, as defined in Eq. (3):

hs ¼ HDEM � Hsea level �Hfirn ð3Þ

Here,HDEM represents the ellipsoidal height derived from the TanDEM-X
DEM, Hsea level denotes the sea level height, and Hfirn is the firn correction
value applied to account for the impact of firn air content on surface
elevation measurements.

The glacier surface elevation was obtained from TanDEM-X DEM
data. At the study site, no laser altimetry data were available for the same
acquisition time as theDEMdata. Therefore, we performed cross-validation
using TanDEM-X DEM data from neighboring orbital paths with similar
acquisition times (Supplementary Fig. S4). The mean elevation differences
in the overlapping regions between different DEM tiles are less than 0.5m
(Supplementary Table S3). Based on this assessment, we assume an
uncertainty of ±1m for TanDEM-X -derived elevation measurements.

Given that the study area is a relatively small coastal region ( ~15 km in
extent), the accuracy of global tidal models is limited in nearshore
environments70. Additionally, we find that TanDEM-X DEM provides
relatively stable elevation measurements over sea ice in open water. To
improve the reliability of ourmeasurements, we estimated the local sea level
height directly from a stable open-ocean region within the DEM scene, as
shown in Supplementary Fig. S5. To account for potential uncertainties,
particularly due to sea ice interference, we assume an uncertainty of ±2m in
the sea level height estimation. The firn correction value for the study area is
approximately 10 ± 5m, based on the firn correction layer from Bed-
Machine V371.

To assess whether the ice shelf is floating, we compare the observed
freeboard height hs with the hydrostatic equilibrium freeboard heightHHE,
and compute the height anomaly through Eq. (4).

Δe ¼ hs � HHE ð4Þ

If Δe > 0, the ice shelf is considered grounded; if Δe < 0, it is considered
floating. To account for observational and parameter uncertainties, we
further estimate the probability of flotation within a probabilistic frame-
work. At each grid point, Δe is influenced by uncertainties in surface ele-
vation, bed topography, density, firn correction, and sea level height.
Consequently,Δe is not a fixed value but subject to uncertainty.We assume
that this pointwise uncertainty follows a normal distribution withmean μΔe
andvarianceσ2Δe, which is justifiedbecause theunderlying error sources are
commonly regarded as independent randomerrors.Under this assumption,
the probability that the ice shelf is floating can be expressed as in Eq. (5).
Importantly, this assumption refers to the uncertainty at each individual

Table 2 | Parameters of TanDEM-X bistatic interferometric data acquired in stripmap mode used for calculating surface
elevation change

Acquisition date Orbit direction Incidence angle [°] Effective baseline [m] Height of ambiguity [m] Application

July 24, 2012 Descending 33.8 162.8 −33.6 Surface elevation change rate estimation

July 4, 2014 Descending 41.4 171.9 −41.6

June 21, 2017 Descending 34.9 126.8 −45.0

June 23, 2014 Descending 39.2 170.8 −38.9 Cross-validation

May 30, 2017 Descending 32.5 107.3 −48.7
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grid point rather than to the spatial distribution of Δe across the entire ice
shelf.

Pfloat ¼ P Δe < 0ð Þ ¼ Φ
�μΔe
σΔe

� �
ð5Þ

Here, Φ represents the cumulative distribution function (CDF) of the
standard normal distribution. This probabilistic framework enables a more
robust classification of grounded versus floating ice by incorporating
measurement uncertainties.Wedefine the grounding zone by extracting the
contours corresponding toflotationprobabilities of 0.4 and0.6,while the 0.5
contour is used to delineate the GL.

The uncertainty of the GL extracted using the hydrostatic equilibrium
method is estimated throughΔe / tanβ, whereβ represents the average slope
of the grounding zone. The average surface elevation and slope calculated
from the TanDEM-X DEM, and bedrock elevation in the vicinity of the
grounding zone are about 58m, 5.8°, and −215m, respectively. The pri-
mary source of uncertainty in GL estimation using the hydrostatic equili-
brium method stems from inaccuracies in bed topography data at the
grounding zone. Direct measurements of bed topography in grounding
zones are challenging, and existing bed datasets are typically constructed by
integrating sparse point measurements with interpolation and modeling
techniques. We use the bedrock product at 100m spatial resolution created
by Huss and Farinotti43 and assume ±100m deviation for the bedrock
elevation data following the work of Huss and Farinotti43 and Friedl, et al.72.
We run a Monte Carlo simulation based on Eqs. (1)–(4), which yielded a
mean height anomaly (Δe) of ~2m with a standard deviation of ~12m.
Therefore, the 95% confidence interval for the estimatedGL is about [−215
m, 255m].

Surface velocity
The quality and availability of remote sensing imagery directly influence
the accuracy and reliability of velocity estimations. For the earlier years
(2007–2009) in our study, high-quality optical and radar images suitable
for velocity extraction were limited. Annually averaged velocity fields for
this period were derived from repeat-pass Envisat Advanced Synthetic
Aperture Radar (ASAR) data provided by the European Space Agency
(ESA) using feature tracking73. The launch of Copernicus Sentinel-1A in
2014, followed by Sentinel-1B in 2016, greatly improved the temporal
and spatial coverage of satellite observations in polar regions. Owing to
their dedicated acquisition strategy, short revisit intervals, and all-
weather, year-round radar imaging capability, we were able to derive
continuous velocity time series at 6- to 12-day intervals. As a result,
monthly averaged velocity fields are available from 2015 onwards. The
velocity was retrieved by applying feature tracking techniques using
Sentinel-1 synthetic aperture radar (SAR) data acquired in the Inter-
ferometric Wide (IW) swath mode74,75.

The accuracy assessment was estimated from the residual velocity in
stable regions selected on ice free rock outcrops (Supplementary Figs. S6 S7).
Here, the resultingmean velocities are 0.05m/dwith the RMSE of 0.04m/d
for all the velocity data used in this work (Supplementary Table S4), which
shows a good consistence between all the velocity results.

Calving front location and sea ice area
To analyse the time-series movement of the calving fronts, we manually
delineated the terminus positions of the two glaciers using Landsat 5/7/8
panchromatic band images and Sentinel-2 multispectral bands acquired
fromyear 1990 to year 2025. All the imageswere coregistered to the Landsat
8 panchromatic band image acquired in November 29, 2013 at sub-pixel
accuracy.We used the boxmethod to quantitatively evaluate themovement
of the calving fronts44 thatwe put two boxes comprising the fronts of the two
glaciers (Fig. 2a).

For a specified time stamp, the area between the calving front and the
land-ward border of rectangle is calculated for further analysis. In addition
to the calving front positions, the boundaries of the sea ice areas in the sea in

front of these two glaciers (inside the light pink dashed box in Fig. 2a) were
also manually delineated according to visual interpretation of the optical
remote sensing images with glacial expert knowledge. In order to facilitate
our comparison of the sea ice area at the front of the two glaciers, we divide
this light pink dashed rectangle into two equal parts, each part belonging to
one glacier, and estimated the sea ice area within these two parts. We
performed regression analysis on calving front area and sea ice area for
Rusalka and Hoek glaciers, respectively (Supplementary Table S1). We also
performed regression analysis on sea ice extent and mean surface air tem-
perature obtained at the Faraday/Vernadsky station (Supplementary
Table S2).

Reporting summary
Further information on research design is available in the Nature Portfolio
Reporting Summary linked to this article.

Data availability
TanDEM-X bistatic InSAR data were acquired under TanDEM-X sci-
ence proposal XTI_GLAC7408 and are available upon request from the
German Aerospace Center (DLR; dana.floricioiu@dlr.de). The surface
velocity time series used in this study were provided by ENVEO IT
GmbH and are based on Sentinel-1 SAR data, covering January 2016 to
December 2024. Velocity data until December 2021 are publicly available
via the ENVEO CryoPortal (https://cryoportal.enveo.at/), while more
recent data (post-2022) are available upon request from ENVEO (jan.-
wuite@enveo.at). Annually averaged surface velocity fields for 2007–2009
were derived from Envisat Advanced Synthetic Aperture Radar (ASAR)
data provided by the European Space Agency (ESA) and are available
upon request from ENVEO. Bedrock topography of the Antarctic
Peninsula at 100m resolution is available at https://doi.org/10.5194/tc-8-
1261-2014. Oceanographic variables (temperature, salinity) from 1993 to
2020 are obtained from the GLORYS12V1 global ocean reanalysis pro-
duct, distributed by the Copernicus Marine Environment Monitoring
Service (https://marine.copernicus.eu/). Monthly mean surface air tem-
perature records for the Faraday/Vernadsky (Akademik Vernadsky)
Station (Galindez Island) were obtained from the British Antarctic
Survey (BAS) station archive: https://www.nerc-bas.ac.uk/icd/gjma/
faraday.temps.html. Optical imagery used for glacier front position
mapping and sea ice area delineation was acquired from Sentinel-2 and
Landsat data, accessed via the Copernicus Open Access Hub (https://
scihub.copernicus.eu/) and USGS EarthExplorer, respectively. Calving
front positions and sea-ice extent from 1990 to 2025, as well as surface
elevation change rate data (2012–2014 and 2014–2017), are available at
https://doi.org/10.5281/zenodo.17345769.
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