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Abstract

Plain Language Summary

Background Childhood cancer survivors experience persistent and evolving symptom
burden post-therapy. Network analysis can help uncover the complex symptom patterns.
However, current network analyses often rely on cross-sectional data and focus on average
symptom patterns among survivors, overlooking individual heterogeneities.

Methods We introduced an autoregressive logistic model with covariates to account for
individual heterogeneities in network estimation and to construct personal temporal symptom
networks. Simulation experiments were conducted to validate the robustness of this method
in constructing personal temporal symptom networks. We also applied the autoregressive
logistic model with covariates to longitudinal symptom data from a random sample of 2000
adult survivors of childhood cancer in the St. Jude Lifetime Cohort Study (SJLIFE).

Results Simulation studies demonstrate that the proposed method reliably recovers
personal temporal symptom network structures under various conditions. In the real data
application, older age, female sex, lower educational attainment, annual personal income <
$20,000, and receipt of chemotherapy and/or radiation therapy are associated with stronger
connections between symptoms at baseline and the first follow-up.

Conclusions We demonstrate that the logistic autoregressive model with covariates
effectively estimates personal temporal symptom networks for childhood cancer survivors,
enabling personalized symptom monitoring and informing tailored symptom management
strategies.

Childhood cancer survivors often face
ongoing physical and psychological
symptoms that can persist or change over
time. In this study, we developed a statistical
method to better understand how these
symptoms are linked and how these
connections evolve over time for each
survivor. This study tested the method using
computer simulations and applied it to real
data from 2000 adult survivors of childhood
cancer. We found that personal factors, such
as age, sex, education, income, and
treatment history, can influence how
symptoms are connected over time. These
findings show the importance of considering
each survivor’s unique symptom experience
and help doctors create more personalized
strategies to monitor and manage long-term
symptom burden for cancer survivors.

Children with cancer frequently report substantial physical and psycho-
logical symptoms during therapy. These symptoms may persist
after therapy completion and new symptoms may emerge”’. The
prevalence of multiple symptoms reported by childhood cancer
survivors is approximately 87%’ and may be interrelated, forming com-
plex systems with distinct structures and patterns, known as symptom
networks™™. Instead of viewing individual symptoms in isolation as
indications of adverse events (e.g., metastasis)’™, examining patterns of
interconnected symptoms may enhance our understanding of how co-
existing symptoms precede clinical identification of late effects”". Iden-
tifying the central symptoms within symptom networks will facilitate
interventions targeted at specific late effects for effective disease
management"’.

Conventional symptom research and clinical applications focus
on evaluating individual symptoms (e.g, pain, fatigue, and sleep
disturbance). However, this approach cannot directly infer underlying
interconnections between multiple symptoms that can be estimated
through a network approach with data from a patient cohort. While various
methods have been proposed for symptom network analysis, previous
research has often been performed using cross-sectional symptom data,
resulting in networks that depict interconnections between symptoms at a
single point in time'""". As the volume of biomedical and clinical data
available through electronic health records continues to grow, time-series
data are increasingly accessible to researchers and clinicians. These long-
itudinal symptom data enable a deeper understanding of the dynamic
evolution of symptom networks over the disease course.

"Department of Biostatistics, St. Jude Children’s Research Hospital, Memphis, TN, USA. ?Department of Pediatrics, School of Medicine, Wake Forest University,
Winston-Salem, NC, USA. *Department of Epidemiology and Cancer Control, St. Jude Children’s Research Hospital, Memphis, TN, USA. “Department of
Oncology, St. Jude Children’s Research Hospital, Memphis, TN, USA. 5These authors contributed equally: Deo Kumar Srivastava, I-Chan Huang.

e-mail: yiwang.zhou@stjude.org; i-chan.huang@stjude.org

Communications Medicine | (2025)5:377


http://crossmark.crossref.org/dialog/?doi=10.1038/s43856-025-01105-0&domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1038/s43856-025-01105-0&domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1038/s43856-025-01105-0&domain=pdf
http://orcid.org/0000-0002-8023-205X
http://orcid.org/0000-0002-8023-205X
http://orcid.org/0000-0002-8023-205X
http://orcid.org/0000-0002-8023-205X
http://orcid.org/0000-0002-8023-205X
http://orcid.org/0000-0003-2351-9115
http://orcid.org/0000-0003-2351-9115
http://orcid.org/0000-0003-2351-9115
http://orcid.org/0000-0003-2351-9115
http://orcid.org/0000-0003-2351-9115
http://orcid.org/0000-0002-2084-1507
http://orcid.org/0000-0002-2084-1507
http://orcid.org/0000-0002-2084-1507
http://orcid.org/0000-0002-2084-1507
http://orcid.org/0000-0002-2084-1507
http://orcid.org/0000-0002-1194-3923
http://orcid.org/0000-0002-1194-3923
http://orcid.org/0000-0002-1194-3923
http://orcid.org/0000-0002-1194-3923
http://orcid.org/0000-0002-1194-3923
mailto:yiwang.zhou@stjude.org
mailto:i-&nobreak;chan.huang@stjude.org
mailto:i-&nobreak;chan.huang@stjude.org
www.nature.com/commsmed

https://doi.org/10.1038/s43856-025-01105-0

Article

Utilizing time-series data, Epskamp 2020'° presents a general
framework for constructing three distinct network types, including
the temporal, contemporaneous, and between-subject network.
Through the graphical vector-autoregression model'”", temporal
relationships among symptom experiences can be modeled via
regression on preceding measurement occasions. This approach
yields a regression matrix that enables the creation of a network with
directed edges, known as a temporal network. This temporal network
illustrates how each symptom predicts the recurrence of its symptom
or the occurrence of other symptoms over time. The remaining
variances and covariances in symptom data can be modeled as a
Gaussian graphical model (GGM)'”"*, known as the contemporaneous
network. In scenarios where time-series symptom data from multiple
subjects are available, another GGM can be formed to capture the
between-subject effects, known as the between-subject network. In
this paper, we focus on analyzing the temporal network of symptoms
experienced by adult survivors of childhood cancer.

Although the fundamentals of estimating temporal network
using time-series data have been thoroughly investigated in Epskamp
2020'°, the construction of temporal network was based on data from
all individuals without accounting for individual heterogeneities that
could influence the co-occurrence and magnitude of different
symptoms within the estimated network™”’. Extending from our
recent work that incorporated personal, clinical, socio-demographic
and neighborhood risk factors into the construction of a cross-
sectional symptom network’, the first objective of this study was to
model the interconnections between symptoms within the temporal
network while accounting for individual differences using the logistic
autoregressive model with covariates. We conducted extensive
simulation experiments to comprehensively evaluate the effectiveness
of this modeling approach and bootstrap testing in inferring the
temporal symptom networks.

The second objective of this study was to estimate personal
temporal symptom network using longitudinal symptom data col-
lected from adult survivors of childhood cancer enrolled in the St.
Jude Lifetime Cohort Study (SJLIFE)****. Our goal was to create a
personal temporal network for each survivor based on the evolution
of the survivor’s symptoms over time across ten domains: cardiac
symptoms, pulmonary symptoms, sensation abnormality, nausea,
movement problems, pain, memory problems, fatigue, anxiety, and
depression. By integrating individual socio-demographic character-
istics and treatment information, we estimated the covariate-related
pairwise associations between symptoms over time. Our personal
temporal symptom network modeling approach allows us to discern
the personal factors influencing symptom associations over time and
to pinpoint sentinel symptoms that substantially shape the overall
temporal network structure among childhood cancer survivors.

Our final results demonstrate that logistic autoregressive model with
covariates can effectively estimate personal temporal symptom networks for
childhood cancer survivors, enabling more personalized symptom mon-
itoring and management. Simulation studies confirm that the proposed
method reliably recovers individual symptom network structures under
various conditions. Applying this method to real symptom data for child-
hood cancer survivors in the SJLIFE cohort, we find that factors such as older
age, female sex, lower educational attainment, lower income, and a history of
chemotherapy and/or radiation therapy are associated with stronger
symptom connections over time. These findings highlight the importance of
considering personal factors when assessing symptom burden and suggest
that individualized strategies may improve long-term symptom manage-
ment in cancer survivors.

Methods
Notations
Network analysis, grounded in graph theory, examines a system of inter-
connections between multiple objects’. A network consists of two

fundamental components: nodes and edges. In this study, nodes represent
binary indicators of symptoms (presence or absence). Edges in a network
depict associations between nodes, either undirected or directed. This study
focuses on temporal networks with directed edges, indicating the direction
of temporal association between nodes. Edges of a network can be weighted,
representing the strength of dependency between nodes.

Suppose we have collected symptom data for n subjects, i = 1,...,n.
For each subject i, we obtain symptom vectors (y}, y2, . .. , yT) at timepoints
t=1,...,T. Each symptom vector y; consists of observations of p
symptoms, j=1,....p, with y = (yi,,¥i,,...,i,) €{0,1}F. Here,
¥ ; = 1 indicates the presence of a symptom while ¥ ;= 0 indicates its
absence. Let X; = (X;;,...,X;;) represent a d-dimensional vector of
individual characteristics for subject i.

Temporal symptom network estimation

Utilizing longitudinal binary symptom data, the temporal symptom net-
work can be constructed to illustrate dynamic changes in the network
structure over time. This construction can be achieved using the logistic
autoregressive model”’. The probability of a symptom taking the value of 1 at
timepoint ¢ conditional on the previous K symptom vectors equals

K p
p(y} =1y~ 7yH<> =logit [ D) oyt 4y,

k=1 j=1
K _
3 exp(> s 5':1 a]].‘j/y} k4 )
= K -
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Coefficient y; is the threshold that measures the probability of variable
y; taking the value of 1 when all the neighbors being zero, and a*, represents
the pairwise association between y%~* and y; conditional on all the other
variables. These elements are eftéctively logistic regression coefficients
linking previous values (y'~!, ..., y'"K) of the dynamic process to the
current values y'. The model is termed as logistic autoregressive model
because it is a vector autoregressive model with a logistic link”’. The para-
meters of the logistic autoregressive model are the K matrices X', ... ZX
and the vector g. The log-likelihood of the model is,

K p P

—log (1 + exp (ZZUﬁy}k + /"j)):| = Zl(yj\a}, R o’f,yj)
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where [(y;] 0} e af, ;) are likelihoods for the parameters associated with
the variable y. to its neighbors and ajlf = (UJ’-‘I7 ey O‘]-I;,). Estimation of the
parameters X' ..., X and y can be made via a total of p logistic regression
models, each of which treats a variable y; as the outcome and the status of all
variables, including y; itself, at the previous K timepoints (ie.
y]‘.fl, . ,y}*K,j’ =1,...,p) as the predictors. Note that X', ... =K are
usually asymmetric, resulting in directed networks that can illustrate the
temporal direction of prediction. To simplify the modeling of network
structure in our study, we set K = 1, meaning we only use the symptom data
collected at the previous timepoint t — 1 to predict the symptom pre-
sentation at time f. This lag-1 factorization of the logistic autoregressive
model results in the parameters being only g and X*.

To further balance the complexity of the temporal network (i.e.,
the number of parameters to be estimated) with the information
available from data, we performed eLASSO by leveraging LASSO* to
shrink negligible effects to zero, creating a sparse network. The
eLASSO procedure determines the optimal structure of a network by
minimizing an extended Bayesian Information Criterion (eBIC)*™',
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expressed as

eBIC = —2I + |J|log N + 27|]| log(p) G)

where ] is the log-likelihood, |J| denotes the number of neighbors selected by
LASSO ata specific tuning parameter #, N = n(T — 1) signifies the number
of observations, and p is the total number of covariates in the
regression model.

Personal temporal symptom network estimation

Here we propose the algorithm for estimating personal temporal
symptom networks by incorporating covariates into the logistic
autoregressive model. Personal temporal symptom network can be
estimated by incorporating X; into the logistic autoregressive model,
with the likelihood given by

T P P d d
9 91 Po(CFS 9P FEETRD o
I=1 I=1

t=1 j=1 j=1

p d d
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The threshold (i.e., probability of a node yJ‘. taking value 1 when all other
nodes y}fl being 0) for variable y; is p; + Zleaﬂxb and the pairwise
association between variables y; and y;fl is aj;/ +3 y; %> both of which
integrate a linear sum of covariates x;. Estimation of parameters 4, X', & and
y! can be achieved by fitting a total of p logistic regression models, each
treating y} as the outcome and status of all variables at the previous timepoint
(ie. yJ’.,“, 7 =1,...,p) as the predictors. Coefficient {; represents the
threshold of yJ’- when all covariates x; = 0, while coefficient a; signifies the
difference in the threshold when x; changes from 0 to 1. Through a;, we can

t

assess the impact of x; on the threshold of y;. Similarly, coefficient o ; denotes

the pairwise association between y; and yJE‘l when all covariates x; = 0, while
coefficient yjz ; captures the difference of pairwise association between y]f and
y]ﬁ_l when x; changes from 0 to 1. Based on y ];.,l, we can evaluate the influence

of x; on the conditional dependency between y} and y}*l. Utilizing the esti-

mates 3 and !, we can construct personal temporal symptom networks for
subjects with heterogeneous characteristics. Similarly, network sparsity can be
achieved using the eLasso procedure”™' with a tuning parameter # that
balances the complexity of the temporal network (i.e., the number of para-
meters to be estimated) with the available data. A detailed algorithm of the

proposed logistic autoregressive model with covariates are provided as follows:

Algorithm 1. Algorithm of logistic autoregressive model with covariates.

1. Denote a dataset
asD = { xil,...,xid,y}‘“...,y},p,...,yzl,...,yZD),i: 1,...,n}.
2. Forj=1,...,p,
t A —
a. TreaFed yj as outcome; y; =, j' =1,...,pand x;, I =1,...d as
predictors.
b. Fit a [, -regularized logistic regression with varying penalty para-
meter 7 :

d )4 d
s (3] = 1) =+ S + 3o + 3o
=1 =1

j=1
©)

c. Computed the eBIC value for each #.
d. Identified # that yields the lowest eBIC. )
e. Collected the resulting regression parameters j, & %, and 7.
3. The estimated threshold for variable y; is i, + Zf:l&ﬂx,. The esti-

.. f—1 - o . teoal d ~1
mated association for y; " in predicting y; is & j; + 2121V jyiX1- Note
that when j=j, the association is the estimated self-sustained
probability.

Evaluation of network accuracy and stability

After constructing a personal temporal symptom network, we evaluated its
accuracy and stability using bootstrap testing”” with data splitting
inference™. This involves three steps: (1) assessing the accuracy (i.e., 95%
confidence interval (CI)) of the estimated coefficients that determine the
edges in the network via bootstrap testing, (2) investigating the stability of
centrality indices (e.g, in-strength, out-strength, and betweenness) for
individual symptoms using case-dropping bootstrap, and (3) testing whe-
ther the estimates of coefficients and centralities for different symptoms
differ from each other.

Step 1: assessing the accuracy of coefficients. To evaluate the
accuracy of the estimated coefficients, we can estimate their CIs based on
their empirical distributions derived by bootstrap testing. Following
bootstrap, a 1 — « CI can be approximated by taking the interval between
quantiles 1/2aand 1 — 1/2a of the bootstrapped values. As suggested by
Epskamp et al.”, the type 6 calculation of quantiles is utilized in getting
ClIs to prevent inflating the type I error. Different from the previous work,
in the constructed personal temporal symptom network, the CIs will be
drawn for the major effects ji. and &' jj»as wellas for the coefficients of the
covariates, including &; and P i
Step 2: investigating the stability of centrality indices. As is discussed
in Epskamp et al.”, bootstrap testing will result in biased empirical dis-
tributions for the calculated centralities of a certain network. Therefore,
investigation of the stability of centrality indices is proposed to be per-
formed with respect to the order of centralities based on subsets of the
data, which is achieved by case-dropping bootstrap. In this paper, we
follow this idea to conduct case-dropping bootstrap, in which a pro-
portion of subjects will be randomly dropped for network construction
and the centralities will be calculated based on the network estimated
using this subset of data. Correlations between the original centrality
indices and these obtained from case-dropping bootstrap will be calcu-
lated to indicate the stability of the network. The underlying rational is
that if the correlation retains high even after dropping a large proportion
of data, there is a higher degree of confidence in the interpretation of
centrality indices, indicating that the network structure and centrality
indices are likely to be reliable.

In contrast to the network estimated in Epskamp et al.”, the personal
temporal symptom network constructed in this study allow for the esti-
mation of a distinct network structure for each subject. This will result in
different centrality indices for each individual based on their characteristics,
making the calculation of correlation between the original centralities and
those obtained from case-dropping bootstrap a very time-consuming task
due to the potential large number of subjects in the dataset. To address this
challenge, we propose to reduce the total number of individual networks
considered for centrality correlation calculation. In practical applications,
the covariates X are often represented as categorical or numeric variables.
We propose to create representative pseudo-subjects by calculating the
mean value of the numeric covariates and generating a unique combination
of categorical values for each pseudo-subject. For example, if we have
X =(X,,...,Xs), where X, is a numeric variable and X,,...,X; are
binary variables (i.e., level of 0 or 1). Then there will be a total of 2¢ x 1 = 16
pseudo-subjects created, each with X, taking the value of X; and
(X,,...,X;) taking one of the 16 combinations of {0, 1}* values. These
pseudo-subjects can facilitate the identification of network structures that
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are representative of the study population. This makes the calculation of the
centrality correlations a more feasible task.

Step 3: testing the differences of coefficients and centralities. Once
the accuracy of the estimated coefficients and the stability of the centrality
indices have been evaluated, researchers can perform additional tests to
determine whether a specific coefficient is significantly different from
another coefficient, or whether the centrality of one node is significantly
different from that of another node. These tests can provide further
insight into the structure of the symptom network and the relative
importance of different symptoms within the network. This can be done
by taking the difference between bootstrap values of one coefficient (or
centrality) and another coefficient (or centrality) and construct a boot-
strapped CI around these difference values. Then a null-hypothesis test
can be performed to see whether a certain coefficient or centrality differ
from one-another by checking whether zero falls into the
bootstrapped CI.

Diagnostic tests for model assumption evaluation

An essential aspect of inference for the fitted autoregressive logistic
regressions with covariates in estimating personal temporal symptom net-
works is assessing potential violations of statistical assumptions. Various
diagnostic tests can be conducted to assess these assumptions, including
independence of errors/observations, absence of multicollinearity, fixed
predictors, outliers, correctly specified models, and correct functional forms.
Additionally, to further evaluate the goodness-of-fit of the fitted models,
pseudo R-squared values can be calculated. Details of the diagnostic tests,
their implementation, and the interpretation of results on our real data
application are provided in Supplementary Note I and Supplementary
Tables 1-5.

Statistics and reproducibility

All statistical analyses were performed using R (version 4.3.3). The logistic
autoregressive model with covariates was fitted with the glmnet function
from the glmnet package (version 4.1.8). Reported point estimates represent
sample averages, and 95% Cls were derived empirically. Details on the
sample sizes of pseudo-data used in the simulation studies are provided in
the section of Part 1: Simulation experiments. For the real data analysis, we
used a random sample of 2000 adult survivors of childhood cancer from the
SJLIFE cohort. Statistical tests employed to assess model assumptions are
described in Supplementary Note I. A significance level of p < 0.05 was used
for all hypothesis testing.

Data source for real data analysis

This study utilized secondary data from a random sample of 2000 adult
survivors of childhood cancer enrolled in the SJLIFE, a retrospectively
constructed cohort designed to prospectively assess adverse health out-
comes in survivors™**, Eligible participants were treated for childhood
cancer at St. Jude Children’s Research Hospital (SJCRH) between 1962 and
2012, survived at least five years post-diagnosis, and were 18 years or older at
the time of study participation. Informed consent was obtained from all
participants, and the study protocol was reviewed and approved by SJCRH’s
Institutional Review Board.

Reporting summary
Further information on research design is available in the Nature Portfolio
Reporting Summary linked to this article.

Results

Part 1: Simulation experiments

We conducted comprehensive simulation experiments to evaluate the
performance of the logistic autoregressive model with covariates in esti-
mating personal temporal symptom networks. The primary simulation
results are presented below, with supportive findings provided in Supple-
mentary Note II and Supplementary Table 6.

Simulation I: identification of associations between symptoms
The first simulation aimed to evaluate the logistic autoregressive model in
accurately identifying edges within the temporal network. We simulated
networks with 10 nodes, Y = (Y17 Cee, Y1o) e {0, 1}°. Assuming each
individual’s symptoms were observed at two or more timepoints, the
structure comprised of two distinct networks, each with 10 nodes. One
network was static, capturing associations between nodes at timepoint
t = 1. Another network was temporal, illustrating associations between
nodes at successive timepoints. The adjacency matrix X° for the static
network was created using the Watts-Strogatz model’>** with the number of
neighbors set to 2 and the rewiring probability 6 = 0.3, producing a small-
world network that closely resembled those observed in real-world sce-
narios. Using this adjacency matrix £°, where all associations were set to 1,
we generated observations at timepoint ¢ = 1. Symptom observations at
subsequent timepoints (f >2) were generated using the temporal network
with adjacency matrix X'. In this matrix, 20 edges were randomly selected to
be nonzero. Of these, 15 were set to 1, while the strength of the remaining 5
were determined by individual characteristics, resulting in a personal tem-
poral network. To achieve this, we generated five covariates
X= (Xl,...,XS), where X; ~ Bernoulli(0.5),/ =1...,5. Individua-
lized edges in X' were set as y]l = pX;,I=1,...,5,5 = 2. For both the
static and temporal network, tfle thresholds pj were set to —2 and for the
temporal network, &; was set to 0. Using the logistic autoregressive model,
observations of symptoms were analyzed at timepoints ¢ = 2,3 encom-
passing a total of 3 timepoints in this simulation. We explored the influence
of different sample sizes, setting n = {200, 500, 800, 1000}. The tuning
parameter in eBIC varied as 7 = {0.25, 0.5, 1.0}. The proposed method was
employed to estimate personal temporal symptom networks using simu-
lated datasets. Summary statistics of the edge identification results were
derived from 200 replicates. The simulation results, summarized in Fig. 1,
present the true positive rate (TPR), false discovery rate (FDR), and Mat-
thew’s correlation coefficient (MCC)*’ for detecting all pairwise associations
between symptoms in the temporal network, including both covariate-
independent and covariate-dependent associations. The findings indicate
that TPR and MCC were consistently high, exhibiting a noticeable increase
with sample size up to n = 500, beyond which the values remained stable.
The FPR remained consistently low across different sample sizes. A notable
finding is that higher values of 77 led to a more conservative TPR, while MCC
exhibited the opposite trend. FPRs were comparable across different #
values at each sample size.

Simulation ll: evaluation of the stability of centralities

In the second simulation, we evaluated centrality stability by correlating
centrality indices (i.e., in-strength, out-strength, and betweenness) obtained
from the original dataset’s temporal network with those derived from case-
dropping bootstrap. In-strength, out-strength, and betweenness centralities
quantify the importance of a symptom within a network structure by
evaluating its connections to other symptoms. In-strength indicates the sum
of edge weights pointing to a node, out-strength indicates the sum of edge
weights pointing out from a node, and betweenness counts node occur-
rences on the shortest path between two other nodes™. As we employed data
splitting inference for bootstrap, we expanded the sample size to
n = {400, 1000, 1600, 2000}, dividing the sample into two halves, one for
network estimation and another for case-dropping bootstrap testing. We
simulated the data using the structure of a personal temporal symptom
network, with the same settings as in the first simulation. The centralities of
nodes in these simulated temporal networks were stable, attributed to var-
iations in edge connections influenced by individual characteristics and
node positions determined by the rewiring probability of the Watts-Strogatz
model (6 = 0.3). Additionally, we generated unstable temporal networks by
removing the effects of individual characteristics on the edges and trans-
forming the temporal network into a ring structure, resulting in nodes
having identical centrality values. It is assumed that the correlation of
centralities in the stable temporal network would remain high even with a
large proportion of case-dropping, while the correlation of centralities in the
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Fig. 1 | Identification of coefficients in the simulated personal temporal symptom
networks. The evaluation metrics were assessed with different sample sizes. TPR:
true positive rate. FPR: false positive rate. MCC: Matthew’s correlation coefficient. #:

the tuning parameter of eBIC that controls the network sparsity. The dots represent
the average values, and the error bars denote 95% Cls.

unstable temporal network would stay low during the case-dropping
bootstrap. All networks were constructed at # = 0.25. We calculated the
Spearman’s rank correlations for centralities through 500 bootstraps,
varying the sampling proportion as A = {0.9,0.8,0.7,0.6,0.5}, and
summarized the results based on 200 replicates. Figure 2 illustrates that the
correlations of centralities decrease with a larger proportion of case-
dropping for the network with stable centralities. However, the correlations
for in-strength, out-strength, and betweenness remained high even with a
50% drop in the samples. In contrast, temporal networks with unstable
centralities exhibited low correlations (below 0.40), even with a 10% drop in
the data, and the trends showed greater variability. This finding implies that
the correlation of centralities in case-dropping bootstrap provides a reliable
assessment of the stability of centrality indices in an estimated temporal
network.

Simulation llI: examination of differences between associations
In the third simulation, we tested differences between the estimated coef-
ficients and centralities in the constructed unstable temporal networks,
using the same settings as described above to generate these unstable net-
works. Since no edges in the temporal networks were determined by indi-
vidual characteristics and the networks had a ring structure, no coefficient or
centrality should significantly differ from one another. We conducted 500
bootstraps to generate the empirical distribution of the estimated coeffi-
cients and centralities and tested the empirical distributions of the differ-
ences to check if zero fell within the 95% CI. We calculated the type I error
rates for testing these differences across 200 replicates (Fig. 3). The results
suggest that the type I error rate consistently decreased with an increase in
sample size, and the type I error rate was maintained around 0.05 at n =
1000 for both the test of edges and centralities, irrespective of the choice of .
Additionally, there was a noticeable trend, where decreasing # was asso-
ciated with lower type I error rates across all sample sizes.

Part 2: Real data analysis

We applied the logistic autoregressive model with covariates to analyze
longitudinal symptom data collected from a random sample of 2000 adult
survivors of childhood cancer who participated in the SJLIFE study between
2007 and 2020. This random sample was selected to be consistent with the
size of sample used in our previous analysis of baseline symptom data. A
detailed introduction to the SJLIFE study can be found in our previous
publication*”. Building on our previous work with baseline symptom
data’, this study used symptom data from two timepoints (baseline (T1) and
first follow-up (T2)) to enable temporal network estimations. We collected
self-reported symptom data from survivors via a 37-item survey capturing
ten clinically meaningful domains: cardiac symptoms, pulmonary symp-
toms, sensation abnormality, nausea, movement problems, pain, memory
problems, fatigue, anxiety, and depression. We coded each symptom

domain as present (1) if any symptoms within the corresponding domain
were endorsed, and absent (0) otherwise. The logistic autoregressive model
incorporated individual heterogeneities as covariates, including socio-
demographic characteristics collected at the baseline survey and treatment
data abstracted from medical records. We considered six socio-
demographic variables: age at the baseline survey (years), sex (male vs.
female), race/ethnicity (non-Hispanic White vs. other), attained education
(above college/post-graduate vs. below college/post-graduate), annual per-
sonal income (=$20,000 vs. <$20,000), and marital status (married vs. not
married), as well as two treatment variables: ever received chemotherapy (no
vs. yes) and radiation therapy (no vs. yes). We coded all individual het-
erogeneities as binary variables, except for the attained age, which was
treated as a numeric variable and standardized to a mean of 0 and a standard
deviation (SD) of 1. When performing the logistic autoregressive model with
covariates, we set the eLasso tuning parameter to # = 0.25, which yielded
good network estimation results based on our simulations. Alternatively,
parameter tuning for # can be performed using methods such as cross-
validation. As in our previous publication®’, we employed data-splitting
inference with 100 replicates to summarize the network estimation results.

Participant characteristics
The characteristics of survivors randomly selected from the SJLIFE study for
personal temporal symptom network estimation are presented in Table 1.
The mean age of survivors at T1 was 31.5 years (SD = 8.4). The mean time
from diagnosis to T1 was 23.3 years (SD = 8.1), and the mean time between
T1 and T2 was 4.4 years (SD = 1.7). Half of the survivors were male (50.2%)
and most were non-Hispanic White (84.7%). The majority had education
below a college level (62.7%), had personal annual income of <$20,000
(53.9%), and had ever been married or lived as married (62.8%). Leukemia
(36.4%) and solid tumors (31.0%) were the most common diagnoses, fol-
lowed by lymphoma (20.8%) and central nervous system tumors (11.3%).
Most survivors had received chemotherapy (86.4%) and/or radiation
therapy (60.3%).

Table 2 presents the prevalence of ten symptom domains at T1 and T2.
At T1, pain was most prevalent (37.1%), whereas pulmonary symptoms
(10.3%) were least prevalent. At T2, the most and least prevalent symptoms
were sensation abnormalities (36.9%) and nausea (13.0%), respectively.

Estimation of associations between symptoms

We incorporated all individual characteristics and cancer treatment vari-
ables from Table 1 into the logistic autoregressive model for estimating the
personal temporal symptom network, excluding cancer diagnosis as cancer
therapy has a more direct influence on late effects*”. Figure 4 lists the
temporal associations between the co-occurrence of pairwise symptom
domains over time (i.e,, from T1 to T2) in the estimated personal temporal
symptom network. The original estimator for the association between
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symptoms Y; and Y, independent of covariates (i.e., Y; — Y, represents
thelog odds ratio (OR) of symptom Y;,’s occurrence at T2 when Y, changes
from absence to presence at T1, adjusting for all other symptoms and
covariates. The original estimated association between symptoms Y; and
Y}, dependent on covariate X; (ie., Y; — Y; : X)), represents the differ-
ence in log OR of symptom Y,’s occurrence at T2 caused by X; changes
from 0 to 1, given that Y; changes from absence to presence at T1, adjusting
for all other symptoms and covariates. In Fig. 4, we report the transformed

exponential values — OR and ratio of OR (ROR) - instead of the original log

OR and difference in log OR, to more clearly represent the estimated
temporal associations between symptoms over time. OR and ROR values
greater than 1 indicate an increased risk of symptom experience.

The strongest associations were identified between symptoms within
the same domains over time (i.e, from T1 to T2), independent of the
influences of individual heterogeneities. For example, T1 cardiac symptoms
were strongly associated with T2 cardiac symptoms (OR: 6.29, 95% CI:
1—-14.65), indicating that survivors tend to experience persistent cardiac
symptoms over time. It is essential to acknowledge that although the 95% CI
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Table 1 | Characteristics of 2000 adult survivors of childhood
cancer included in real data analysis for the personal temporal
symptom network analysis

Mean (SD)
or N (%)
Socio-demographic characteristics
Age at baseline (T1) (years) 31.5(8.4)
Time from diagnosis to baseline (T1) (years) 23.3 (8.1)
Time between baseline (T1) and first follow-up (T2) (years) 4.4(1.7)
Sex Male 1003 (50.2%)
Female 997 (49.9%)
Race/ethnicity Non-Hispanic White 1694 (84.7%)
Other 306 (15.3%)
Attained education College degree or higher 747 (37.4%)
Less than college degree 1253 (62.7%)
Annual personal income >$20,000 US dollars 922 (46.1%)
<$20,000 US dollars 1078 (53.9%)
Marital status Ever married or lived as married 1256 (62.8%)
Never married or lived as married 744 (37.2%)
Cancer diagnosis and cancer treatments
Cancer diagnosis Leukemia 728 (36.4%)
Lymphoma 416 (20.8%)
Central nervous system 225 (11.3%)
(CNS) tumor
Solid tumor 619 (31.0%)
Histiocytosis 12 (0.6%)
History of chemotherapy No 272 (13.6%)
Yes 1728 (86.4%)
History of radiation therapy =~ No 795 (39.8%)
Yes 1205 (60.3%)

SD standard deviation

includes one for the associations between some symptom domains, these
associations are still considered significant due to using eLasso for variable
selection in estimating personal temporal symptom networks™.

Our analysis further revealed that survivors with annual personal
incomes <$20,000 had a higher risk of experiencing T2 memory problems if
they had T1 movement problems, compared to those earning >$20,000
(ROR: 1.42, 95% CI 1.0-3.37). We also observed an increased risk of T2
fatigue for lower-income survivors who experienced T1 sensation
abnormalities (ROR: 1.35, 95% CI: 1.0-2.97). Older survivors had a higher
risk of experiencing T2 cardiac symptoms if they had T1 cardiac symptoms,
compared to younger survivors (ROR: 1.10, 95% CI: 1.0-1.86). Female
survivors had a higher risk of experiencing T2 nausea if they had
T1 sensation abnormalities, compared to male survivors (ROR: 1.13, 95%
CI: 1.0-2.40). Survivors with less than a college/post-graduate education had
a higher risk of experiencing T2 nausea if they had T1 anxiety, compared to
survivors with a college/post-graduate education (ROR: 1.06, 95% CI:
1-2.11). Furthermore, survivors who received any chemotherapy had a
higher risk of experiencing T2 pulmonary symptoms if they had T1 pain,
compared to survivors who did not receive chemotherapy (ROR: 1.08, 95%
CIL: 1-2.25). There was an increased risk of T2 pulmonary symptoms for
survivors previously exposed to radiation therapy who endorsed T1 pain,
compared to those not exposed to radiation therapy (ROR: 1.13, 95%
CL: 1-2.45).

Construction of personal temporal symptom network
We depicted the personal temporal symptom network based on the
identified associations between symptom domains. Figure 5a, b

Table 2 | The presence of ten symptom domains at baseline
(T1) and the first follow-up (T2) for the 2000 adult survivors of
childhood cancer included in the personal temporal symptom
network analysis

Symptom Baseline (T1) First follow-up (T2)
Cardiac symptoms 302 (15.1%) 359 (18.0%)
Pulmonary symptoms 205 (10.3%) 295 (14.8%)
Sensation abnormality 711 (35.6%) 738 (36.9%)
Nausea 287 (14.4%) 259 (13.0%)
Movement problems 340 (17.0%) 403 (20.2%)
Pain 741 (37.1%) 672 (33.6%)
Memory problems 534 (26.7%) 598 (29.9%)
Fatigue 365 (18.3%) 394 (19.7%)
Anxiety 659 (33.0%) 602 (30.1%)
Depression 604 (30.2%) 558 (27.9%)

illustrate the structure of the estimated personal temporal symptom
network for two representative survivors: survivor (a) with more
favorable risk factors for symptom burden, including male, 31.5-year-
old (mean age among all SJLIFE survivors) at T1, a college degree or
higher education, an annual personal income >$20,000, and no
history of treatment with chemotherapy or radiation therapy; sur-
vivor (b) with more unfavorable risk factors, including female, 39.9-
year-old (one SD above the mean age) at T1, a less than a college
degree, an annual personal income <$20,000, and a history of che-
motherapy and/or radiation therapy. These two personal networks
reveal that survivors with more unfavorable factors exhibit a more
complex temporal symptom network than survivors with favorable
factors. Compared to survivor (a), the more complex symptom net-
work structure in survivor (b) is evident in its closer interconnections
and stronger magnitudes among symptom domains. All the asso-
ciations determined by individual heterogeneities, as discussed above,
are illustrated in Fig. 5b.

Bootstrap testing

Using two representative survivors displayed in Fig. 5, we calculated the
centrality indices (i.e., in-strength, out-strength, betweenness) for each
symptom domain in the constructed personal temporal symptom networks
and reported the results in Fig. 6. We found that survivor (b), who had more
unfavorable risk factors, exhibited higher in-strength, out-strength, and
betweenness values for all ten symptom domains, except lower betweenness
values for movement problems, pain, and anxiety compared to survivor (a).
This finding supports our assertion that survivors with more risk factors
possess a temporal network characterized by greater complexity and
stronger interconnections between symptom domains over time. Addi-
tionally, the high correlations of the centrality rankings obtained from the
case-dropping bootstrap demonstrated the stability of the constructed
personal temporal symptom network (Fig. 7). The results of bootstrap
testing displayed in Supplementary Figs. 1 and 2 further support significant
differences in certain temporal associations between symptom domains and
in specific centrality measures within the constructed personal temporal
symptom network for the survivor (b). For example, the association between
T1 and T2 depression differed significantly from the association between T1
fatigue and T2 pain. Although significant differences were identified in some
centrality measures (e.g., the out-strength of sensation abnormalities com-
pared to fatigue), the bootstrap testing revealed no significant differences in
in-strength and betweenness measures for any of the symptoms.

Diagnostic tests for model assumptions
Diagnostic tests indicate that the autoregressive logistic regression models
with covariates applied in our real data analysis do not exhibit notable
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Fig. 4 | The identified pairwise associations over time between symptoms of the
personal temporal symptom network estimated based on the adult survivors of
childhood cancer from SJLIFE study (n = 2000). The edge name “Y, — Y,”
represents the identified association between T1 symptoms Y, and T2 symptom Y,
independent of individual characteristics, and the edge name “Y, — Y, : X”

10 15 20
Edge weight (OR/ROR)
represents the identified association between T1 symptom Y, and T2 symptom Y,
influenced by individual characteristic X. The black dots represent the average point
estimates, the blue dots represent the point estimates obtained through bootstrap,
and the lines represent the corresponding 95% ClIs.
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chemotherapy and radiation therapy; survivor. Person 2: A survivor with more
unfavorable risk factors including female, 39.9-year-old (one SD above the mean
age) at baseline survey, a less than college degree, an annual income <$20,000, and a
history of chemotherapy and/or radiation therapy.

concerns related to autocorrelation, multicollinearity, fixed predictors, or
outliers, suggesting that the key model assumptions are satisfactorily met.
However, the overall goodness-of-fit assessment indicates a moderate
model fit (see Supplementary Note I and Supplementary Tables 1-5).

Discussion

This study evaluated the performance of the logistic autoregressive
model with covariates in constructing personal temporal symptom net-
works through extensive simulation experiments and its application to
estimate the symptom networks for adult survivors of childhood cancer
using real data. Simulation results demonstrated that this model can accu-
rately estimate the structure of temporal symptom networks, revealing
associations between concurrent symptom domains both with and without
the influences of individual characteristics. Real data analysis indicated that
individual symptoms tend to persist and correlate with the progression of
other symptoms over time. Additionally, individual heterogeneities sig-
nificantly influenced the onset of symptoms between baseline and
follow-up.

As far as we are aware, this study is the first to explore the temporal
associations among symptom domains by using personal network structure
analysis. It confirms that multiple symptoms experienced by adult child-
hood cancer survivors over time are interconnected through a complex
network system rather than existing independently. Within this network,
the status of a symptom at future timepoints may change based on its
previous status or the status of neighboring symptoms, highlighting the
dynamic and interconnected nature of symptom progression. The discovery
of a personal temporal symptom network advances symptom research and
clinical management. First, tracking symptom networks longitudinally
enables the development of tailored interventions to address health condi-
tions underlying particular symptoms. This proactive approach prevents the
worsening of existing symptoms and the emergence of new ones, as indi-
cated by arrows pointing to the target in the symptom network. By iden-
tifying the central symptoms within symptom networks, we can design
targeted interventions aimed at managing specific late effects, leading to
more effective disease management'’. Second, this approach enhances the
management of risk factors for individual survivors (e.g., individual socio-
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demographic and clinical factors) that significantly strengthen the asso-
ciations between the target symptom and its neighboring symptoms. For
example, our findings reveal a strong association between T1 anxiety and T2
nausea, particularly among survivors with lower education levels (see
Figs. 4 and 5). By addressing T1 anxiety in these individuals, clinicians can
effectively mitigate the risk of future nausea onset. This targeted strategy,
which may include lifestyle modifications and/or medication interventions,
is crucial for improving outcomes in vulnerable populations of childhood
cancer survivors.

As is mentioned in the Methods section, the betweenness metric
indicates how often a node appears on the shortest path between two other
nodes. In more complex networks, symptoms may have lower betweenness
values because the increased number of connections provides more alter-
native paths, reducing the likelihood of a specific node being on the shortest
path. As an example, in a temporal symptom network, if node C lies on the
shortest path between nodes A and B, it suggests a temporal predictive
relationship from A to C to B. This temporal relationship may not be readily
apparent if the logistic autoregressive model is based on data from only two
timepoints to predict the current status. However, the current approach
shown in the simulation studies provides a way to forecast temporal rela-
tionships between multiple nodes if additional observations beyond the
second timepoint are available for the construction of the temporal symp-
tom network. This provides a feasible way to understand long-term
symptom network trajectories for childhood cancer survivors and inform
their symptom management strategies.

Despite the valuable insights provided by our study, several limitations
should be acknowledged. First, in the real data application, we only included
a small number of adult cancer survivors from the SJLIFE study for personal
temporal symptom network estimation. While the sample size of 2000 may
seem small, our simulation results (Figs. 1-3) demonstrate that the size of
2000 is sufficient to achieve high accuracy in parameter estimation and edge
detection for personal temporal symptom networks, reliable correlation
estimates between centrality orders, and adequate type I error control and
statistical power for hypothesis testing of edges and centralities. Therefore,
despite the sample size constraint, our real data analysis provides a robust
estimate of personal temporal symptom networks across two timepoints.
Nevertheless, future research, leveraging a larger sample size of adult cancer
survivors with longitudinal symptom data collected over multiple time-
points, is needed to further enhance network estimation accuracy. Second,
the simulation experiments were conducted for pseudo-data with obser-
vations over three timepoints, yet the real analysis of SJLIFE study survivors
was limited to two assessments (T1 and T2). This limitation was due to the
small number of survivors in the SJLIFE study who had three or more

complete symptom observations (approximately 1200). Based on our
simulation results presented in Fig. 3, a sample size of approximately 2000 is
required to ensure adequate type I error control and statistical power for
hypothesis testing of edges and centralities when performing data splitting
inference for data over three timepoints. To improve the robust estimate of
personal temporal symptom network across multiple timepoints, future
research should apply our approach to datasets with at least 2000 partici-
pants who have symptom data spanning three or more assessments. Third,
the limitations of using logistic regression to estimate correlations between
symptoms are evident. Our symptom network analysis only includes
symptoms assessed with binary categories, capturing their presence rather
than severity or interference with daily activities, which are often measured
on a continuous or ordinal scale. Future research is warranted to extend the
current methodology to establish personal symptom networks by accom-
modating continuous or ordinal data. Meanwhile, logistic regression has
inherent constraints in capturing complex, nonlinear relationships between
symptoms and is limited in accommodating a large number of risk factors,
as the number of parameters increases exponentially with the increase of
covariates. Therefore, logistic regression may not be suitable for personal
temporal network estimation in case of intricate symptom correlations or
when the dimension of covariates and symptoms is larger. As the symptom
burden is triggered by different factors at multiple levels (i.e., clinical, per-
sonal, family, and neighborhood-level covariates), robust methods capable
of handling intricate symptom correlations and a broader range of covari-
ates are needed for analyzing high-dimensional data for personal symptom
networks. Exploring machine learning or deep learning algorithms for
network estimation presents a promising research direction, especially
accommodating intricate symptom correlations and high-dimensional
individual risk factors™.

We also demonstrated that the autoregressive logistic regression
models with covariates applied in real data analysis did not violate model
assumptions related to autocorrelation, multicollinearity, fixed predictors,
or outliers. However, the overall goodness-of-fit assessment suggests only
moderate model fit, which may be influenced by various factors, such as the
complexity of symptom dynamics, unmeasured confounders, or model
specification limitations. While these limitations highlight areas for further
refinement, they do not undermine the exploratory value of our approach.
Despite the moderate fit, the model successfully identified meaningful
symptom network structures and key individual characteristics influencing
these networks. Future research is needed to improve this current research
by incorporating additional symptom domains to reduce omitted variable
bias, extending the autoregressive structure to include longer lag terms,
exploring more flexible modeling approaches, such as generalized additive
models or machine learning algorithms, to capture nonlinear dependencies,
and expanding individual- and neighborhood-level covariates to enhance
predictive accuracy and robustness.

Data availability

The deidentified data are publicly available on Zenodo.org (https://zenodo.
org/records/16651889)”. These source data for Figs. 4-7 and Supplemen-
tary Figs. 1-2 are also provided in the Supplementary Data.

Code availability

Codes that implement the logistic autoregressive model with covariates are
covered by the MIT license and are available on GitHub (https://github.
com/SamiraDesh/IndivNA.git)*’. Tutorials on usage are also provided.
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