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Implications of integrating large language
models into clinical decision making

M| Check for updates

Michael Christof ® ' & Antonis A. Armoundas ® 2®

Clinical reasoning is essential for effective medical practice, requiring
framing of the encounter, diagnosing, and managing patient care. Large
Language Models (LLMs) have recently emerged as a tool to supplement
and enhance clinical reasoning; in this Comment, we discuss their potential
to support clinician-level clinical reasoning.

Clinical reasoning is the mental process through which clinicians
gather, interpret, and integrate clinical information to create an abstract
summary of a case, which is known as a problem representation'. This
process involves generating and refining diagnostic ideas, ultimately leading
to a diagnosis. It utilizes both analytical reasoning and intuitive pattern
recognition, with the latter grounded in experience-based “illness scripts”
that link risk factors, underlying mechanisms, and clinical outcomes.
Effective clinical reasoning is crucial for accurate diagnoses and the delivery
of high-quality patient care, as it helps clinicians navigate between various
diagnostic options and adjust their thinking for both simple and complex
cases'.

Clinical reasoning is built on three main pillars: framing the encounter
(Table 1), diagnostic reasoning (Table 2), and managing patient care
(Table 3). These pillars help clinicians accurately identify active medical
problems, identify diagnoses and risk factors, and develop patient-
appropriate treatments. Large Language Models (LLMs) have recently
emerged as a tool to supplement and enhance clinicians’ reasoning. In this
Comment, we discuss the potential of LLMs to provide clinician-level
clinical reasoning using these pillars as a guideline.

Clinical reasoning

The first pillar of clinical reasoning, framing the clinical encounter, centers
around gathering and organizing patient information to pinpoint active
issues, evaluate severity, and lay the groundwork for further analysis
(Table 1). LLMs can mimic this process through their ability to extract,
categorize, and synthesize data from both structured and unstructured
clinical sources’. With the appropriate prompts, an LLM can assess a
patient’s electronic health record, including notes, lab results, and symp-
toms, to create a structured overview that highlights key clinical findings.
This approach reflects the initial phases of clinician reasoning, where data is
considered based on prior knowledge and contextual significance’. LLMs
can categorize symptoms, deduce timelines, and prioritize important
findings, providing an initial triage assessment.

However, due to the lack of direct patient interaction, LLMs depend
significantly on the clarity and completeness of the information received.
The strength of an LLM lies in organizing existing data rather than noticing
subtleties such as facial expressions, tone of voice, or bedside demeanor—
areas where human touch is irreplaceable. Consequently, while an LLM can

help in synthesizing information, it still requires a clinician to apply judg-
ment and contextual understanding™’.

Diagnostic reasoning, the second pillar, entails clinicians developing,
refining, and prioritizing a list of potential diagnoses utilizing both prob-
abilistic insights and their own experiential knowledge (Table 2). LLMs
tackle this task by aligning patient information with vast training datasets,
which can encompass textbooks, clinical protocols, and de-identified case
histories. An LLM can mimic reasoning by pinpointing statistically
important correlations between observed symptoms and potential diag-
noses, relying heavily on large-scale pattern recognition™’. When given a
clinical vignette, an LLM can suggest a ranked list of differential diagnoses,
complete with justifications based on relevant features. This process reflects
how clinicians mentally retrieve illness scripts, using cognitive frameworks
that connect risk factors, underlying mechanisms, and clinical
manifestations'. In addition, LLMs can be guided to evaluate and differ-
entiate diagnostic options using distinguishing characteristics, akin to the
approach of seasoned clinicians.

However, LLMs do not perform hypothesis testing or engage in
metacognitive analysis. They fail to assess internal consistency or adjust
based on new information unless prompted again. For instance, a recent
study involving Al-assisted virtual urgent care indicated that diagnoses and
management plans generated by LLMs aligned with final decisions made by
clinicians in over half of the cases, often receiving higher ratings for
optimality than those proposed by clinicians™. Nonetheless, clinicians
excelled in adapting to new or evolving information, a key trait of expert
clinical judgment. Therefore, while LLMs contribute to and enhance diag-
nostic reasoning through pattern recognition and data retrieval, human
oversight is essential for contextual adaptability and error identification.

The third pillar, treatment and management, focuses on prioritizing
interventions, customizing therapy according to individual patient factors,
and monitoring responses over time (Table 3). LLMs can be beneficial in this
process by retrieving and summarizing evidence-based treatment guide-
lines, recommending both pharmacologic and non-pharmacologic options,
and offering comparative effectiveness information on various therapeutic
choices’. A recent randomized controlled trial revealed that doctors utilizing
GPT-4 assistance performed significantly better in management reasoning
tasks than clinicians using conventional resources’. It is also important to
note that LLMs spent more time per case, and there was no significant
difference between LLM-augmented clinicians and LLMs alone’. This
finding suggests that large language models can improve clinical decision-
making in intricate cases’. With a confirmed diagnosis, an LLM can
delineate standard care management plans, detailing first-line treatments,
alternative options for patients with contraindications, and supplementary
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Table 1 | Strategic integration across pillar 1 of clinical reasoning: framing the clinical encounter (information gathering and

organization)

LLM Utility

LLMs can mimic the initial process of gathering and organizing patient information by extracting, categorizing,
and synthesizing data from both structured and unstructured clinical sources like EHRs, notes, lab results, and
symptoms, by creating a structured overview that highlights key clinical findings, effectively providing an initial
triage assessment.

Clinician Imperatives

Direct Patient Engagement

Conducting of thorough patient interview and physical examination to gather subjective information, observe
non-verbal cues, and build rapport-elements that LLMs cannot provide due to their lack of direct patient
interaction.

Contextual Validation

Verifying the LLM-generated summary against the patient’s lived experience and current context. Information
from an EHR might be outdated or incomplete, and the LLM will not inherently know this without explicit
prompting.

Prompt Engineering

Mastering the art of crafting precise and comprehensive prompts to guide the LLM in extracting the most
relevant information for a specific clinical scenario.

Table 2 | Strategic integration across pillar 2 of clinical reasoning: diagnostic reasoning (developing and refining diagnoses)

LLM Utility

LLMs can significantly assist in generating and refining differential diagnoses by aligning patient
information with vast training datasets of medical knowledge, including textbooks, clinical
guidelines and de-identified case histories. They can suggest a ranked list of potential diagnoses
with justifications, reflecting how clinicians mentally retrieve iliness scripts.

Clinician Imperatives

Critical Evaluation and Refinement

Clinicians must critically evaluate every diagnostic suggestion from an LLM. This involves
considering the likelihood of each diagnosis, its consistency with all available patient data, and
ruling out alternatives through targeted questioning, physical examination, and diagnostic
testing.

Considering Nuance and Ambiguity

LLMs struggle with ambiguity, as their design prioritizes pattern matching over navigating
uncertainty in complex, real-world clinical scenarios. They may produce convincing but
inaccurate diagnoses with incomplete or misleading data, highlighting the importance of human
oversight. Human clinicians excel in adapting to new or evolving information, a key trait of expert
clinical judgment.

Addressing Atypical Presentations and

Rare Conditions

LLMs, being pattern-matching systems, may overlook rare diseases or atypical presentations
that fall outside their learned patterns. Human intuition and experience are crucial for considering
the full spectrum of possibilities.

Cognitive Bias Awareness

While LLMs have their own biases, human clinicians must also be aware of their own cognitive
biases (e.g., anchoring) and actively work to mitigate them.

Table 3 | Strategic integration across pillar 3 of clinical reasoning: treatment and management (prioritizing interventions and

customizing care)

LLM Utility

LLMs can retrieve and summarize evidence-based treatment guidelines, recommending treatment
options, and offering comparative effectiveness information. They can delineate standard care
management plans, detailing first-line treatments, alternative options, and supplementary
measures. LLMs can also create easily understandable patient education materials.

Clinician Imperatives

Individualized Patient Care

Treatment decisions must be individualized, considering patient comorbidities, allergies, current
medications, lifestyle, socioeconomic factors, and personal preferences —elements an LLM cannot
fully grasp without explicit, detailed, and often unquantifiable input.

Monitoring and Adjustment

Clinicians are responsible for continuously modifying their approaches based on patient
interactions and monitoring responses over time. LLMs do not inherently perform this iterative
process unless continuously fed new data and re-prompted.

Ethical and Economic Considerations

While LLMs could potentially query insurance or cost implications (depending on access to sensitive
patient data), clinicians must remain the primary arbiters of ethical considerations, resource
allocation, and ensuring equitable access to care. Decisions about costly treatments should always
prioritize patient well-being over purely economic efficiency.

Patient Education and Shared

Decision-Making

While LLMs can generate educational materials, the clinician’s role in addressing patients’
questions and concerns, conveying complex medical information empathetically, and facilitating
true shared decision-making is paramount.

measures to enhance symptom management’. Moreover, LLMs can support
shared decision-making by creating easily understandable patient education
materials that clarify the risks, benefits, and expected outcomes of different
treatments. Since, treatments can be costly, LLMs could help in querying a
patient’s insurance, depending on the type of LLM, and the access it has to
patient information.

Despite these capabilities, LLMs work in a fundamentally different
manner than human clinicians. LLMs depend solely on established corre-
lations from their training data’. This means that, although an LLM can
produce thorough diagnoses, it will lack genuine clinical intuition, which is

the ability to detect when a presentation strays from typical cases. Addi-
tionally, the inability to conduct independent hypothesis testing means an
LLM does not “think” like humans do; it will not question assumptions,
acknowledge cognitive biases, or critically evaluate the reliability of
incoming information. LLMs are also challenged by ambiguity, as the design
of an LLM prioritizes pattern matching over navigating uncertainty in
complex, real-world clinical scenarios’. Consequently, they may produce
convincing but inaccurate diagnoses when faced with incomplete or mis-
leading data, highlighting the importance of human oversight to refine and
validate diagnostic hypotheses.
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Delineating LLM capabilities from human cognition
Considering the three main pillars of clinical reasoning, it appears that LLMs
are powerful statistical engines that excel at identifying patterns and rela-
tionships within vast datasets, but they lack consciousness, intuition, or
genuine clinical judgment. Thus, a foundational principle to be observed by
clinicians engaging with LLMs is a clear understanding of the capabilities
and, crucially, the limitations.

The primary strength of an LLM lies in the ability to rapidly process
and synthesize immense volumes of textual data, including medical litera-
ture, clinical protocols, and de-identified patient histories. This allows them
to extract, categorize, and organize information from complex sources,
identifying statistical correlations that underpin diagnostic suggestions or
treatment recommendations, reducing the time spent on data review and
information gathering, and allowing clinicians to focus on higher-level tasks.

In contrast, human clinicians bring a multifaceted set of skills that
LLMs cannot replicate. These involve: direct patient interaction and
observation, which includes the ability to observe subtle non-verbal cues
(e.g., facial expressions, tone of voice), interpret complex emotional states,
and engage in empathetic communication, which are critical for building
rapport and understanding the full patient narrative. LLMs also lack con-
textual understanding, which is the capacity to integrate medical knowledge
with the unique psychosocial context of each patient, including their values,
preferences, socioeconomic factors, and cultural background. This nuanced
understanding is often not explicitly captured in structured data but is vital
for personalized care. LLMs also lack clinical intuition and expertise which is
developed through years of experience. Clinicians intuitively recognize
patterns and can determine when a presentation deviates from typical cases
or when to consider rarer conditions. While LLMs rely on large-scale pat-
tern recognition from training data, they lack this genuine intuition. People
can also engage in metacognitive analysis and hypothesis testing, ques-
tioning their assumptions, recognizing cognitive biases (e.g., anchoring) and
critically evaluating the reliability of incoming information, and engaging in
iterative hypothesis testing as new data emerges.

Therefore, the paradigm should always include “a human in-the-loop”.
LLMs are sophisticated tools to augment human capabilities, not to replace
them. Clinicians should strategically integrate LLMs into each pillar of
clinical reasoning, leveraging strengths while vigilantly addressing limita-
tions, ultimately maintaining the responsibility for all clinical decisions and
patient care outcomes (Tables 1-3).

Bias and ethical considerations affecting clinical
reasoning

It is known that there is bias across artificial intelligence (AI) algorithms®’
and LLMs. This is because models reflect biased information present in their
training datasets.

Thus, clinicians must be acutely aware that LLM outputs may perpe-
tuate historical biases in medical data, potentially leading to suboptimal or
inequitable care for certain demographic groups™. This can manifest as
underrepresentation in training samples, leading to predictive performance
disparities. Every LLM-generated recommendation should be scrutinized
for any signs of bias related to race, gender, socioeconomic status, or other
protected attributes™. If a recommendation seems incongruous or suggests
a differential treatment approach based on non-clinical factors, it should be
thoroughly questioned and cross-referenced with unbiased evidence.
Consequently, clinicians should advocate for and support the development
of LLMs trained on diverse, representative, and carefully curated datasets to
minimize inherent biases.

Beyond bias, clinicians must consider broader ethical implications.
While currently the responsibility remains with the clinicians when an LLM
augments and aids decision-making, rather than replacing it, the question of
accountability when an algorithmic decision causes unintended harm
becomes critical as LLMs streamline decision-making processes®'*"". Clin-
icians should strive for transparency with patients about the use of Al tools
in their care, explaining how LLMs assist in decision-making and empha-
sizing continued human oversight*'®"’; the goal should be “ante-hoc

interpretability,” where the model’s soundness and human intelligibility are
guaranteed by design, rather than “post-hoc explainability”, which can be
misleading. Furthermore, it must be ensured that the use of LLMs does not
diminish patient agency" by allowing LLMs to shift authority away from
humans.

Upholding data privacy and security standards

The integration of LLMs into healthcare systems necessitates stringent
adherence to data privacy and security regulations, given the sensitive nature
of patient health information". Clinicians should understand how patient
data is handled, stored, and used by the LLM provider. If using LLMs for
research or non-direct patient care, all patient data should be properly de-
identified before input.

Individual clinical practice must be supported by broad systemic
safeguards. Clinicians have a crucial role in advocating for robust regulatory
and ethical frameworks. They should emphasize the need for rigorous,
independent clinical validation studies for LLMs before widespread adop-
tion, especially for high-stakes clinical decisions. The current lack of large-
scale, prospective, clinical trials investigating patient outcomes from LLM
use is a significant gap®'®'".

Clinicians should support the development of clear legal and ethical
accountability frameworks for LLM-driven errors or harms in healthcare
and contribute to the development of professional guidelines and best
practices for the responsible use of LLMs within medical societies and
regulatory bodies.

Finally, clinicians should advocate for AI systems that seamlessly
integrate into and augment well-established medical workflows and real-life
reasoning processes, as opposed to disrupting or fully automating them.
This “machine-in-the-loop” approach acknowledges that AI should com-
plement human abilities, boost effectiveness, and champion clinical best
practice, rather than attempt to “solve” medical challenges algorithmically
and potentially limit human exploration or progress.

Conclusions

LLMs constitute a powerful technological advance with the potential to
significantly augment clinical reasoning and improve patient care. However,
the utility of LLMs is maximized when they are approached as a class of
sophisticated tools that require informed oversight, critical evaluation, and a
deep understanding of their inherent capabilities and limitations, rather
than replacements for human judgment. In this Comment, we have dis-
cussed the potential of LLMs to contribute to clinical reasoning. Some
models show impressive accuracy in diagnostic reasoning and management,
particularly with diagnostic cases, while others struggle to outperform
specialized multidisciplinary clinical teams®.

The inherent limitations stated above point to the ongoing require-
ment for human oversight and the development of strong frameworks to
ensure effective collaboration between Al systems and healthcare providers.
By adhering to the proposed recommendations, clinicians can harness the
power of LLMs safely and effectively, ultimately advancing the quality and
efficiency of healthcare delivery while preserving the essential human ele-
ment of medicine. Creating strategies for AI-human collaboration will be
crucial for harnessing LLMs’ capabilities while upholding high standards of
patient care and safety.
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