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Words of estimative probability (WEPs), such as “maybe” or “probably not” are ubiquitous in natural
language for communicating estimative uncertainty. In linguistics, WEPs are hypothesized to have
special (probabilistic) semantics, and their calibration with numerical estimates has long been an area
of study. Motivated by increasing usage of large language models (LLMs) in applications requiring
robust communication of uncertainty, this article studies how divergences in interpreting WEP
between humans and LLMs reveal the limits of statistical language models in reproducing the
subtleties of communication under uncertainty. Through a detailed empirical study, we show that
established LLMs align with human estimates from an established (Fagen–Ulmschneider) survey only
for some WEPs presented in English. Divergence is also observed for prompts using gendered and
Chinese contexts. Upon further investigating the ability of GPT-4 to consistently map statistical
expressions of uncertainty to appropriate WEPs, we observe significant performance gaps. The
results contribute to a growing body of research on using LLMs to study complex communicative
phenomena under diverse experimental conditions.

Effective human communication relies not only on exchanging facts but on
conveying degrees of belief and uncertainty1,2. In natural language, this is
rarely achieved through raw statistics. Instead, humans utilize Words of
Estimative Probability (WEPs), which consist of terms such as “likely,”
“probably,” or “almost certain”, to navigate ambiguity without resorting to
precise numerical quantification3,4. Since Sherman Kent’s seminal work at
the Central Intelligence Agency (CIA) in the 1960s5, the calibration of these
terms has been a subject of intense study in intelligence analysis6–8,
medicine9,10, and linguistics11–13. In human discourse, WEPs have emerged
as complex communicative signals meant to foster credibility, convey
politeness, and hedge against error14–16. While specific terms vary, the reli-
ance on a set of WEPs to map the uncertain world is a universal feature
across known natural languages17.

Kent hypothesized that such words could be quantified con-
sistently as probability distributions, and through carefully con-
structed surveys, attempted to map key WEPs in English into
probability distributions that then came to be used by the CIA. It was
followed by other such attempts, including a handbook by Barclay that
references a survey among NATO officers describing associated
numerical probabilities for different WEPs6. More recently, Fagen-
Ulmschneider18 surveyed 123 participants (79% aged 18–25, majority
male) on their perception of probabilistic words via social media, and
found that current perceptions of these WEPs have remained largely
consistent with those found in Kent’s earlier study. Domain-specific
studies, such as among medical practitioners10, also suggest that (with

some caveats) the underlying probabilities associated with WEPs are
consistent within reasonable ranges13.

Generative language models like the large language models
(LLMs) have opened up a new avenue for researching WEPs. LLMs
generate human-like text by predicting the most probable next word in
a sequence. Recent LLM families like OpenAI’s GPT and Meta’s
Llama19–21 achieve this by using a transformer neural network coupled
with a self-attention mechanism22 and a reinforcement learning-based
training paradigm23. They are trained on large digital text
repositories24,25, including books, articles, and webpages crawled from
the Internet26, and are able to capture complex linguistic patterns by
weighing the contextual importance of different words within a given
text. LLMs are now increasingly tasked with high-stakes commu-
nication, from summarizing scientific literature27,28 to serving as con-
versational assistants29,30 and customer service agents31,32.
Consequently, the “interactive process of communication,” which has
long vexed researchers due to its inherent complexity33–35, now faces a
new, critical layer: the alignment between human intent and machine
conceptualization.

While LLMs have been proposed as testbeds for studying psycho-
linguistic phenomena36–41, rigorous studies characterizing their estimative
uncertainty are currently missing in the literature. Communications
research frames human-AI interaction as a form of communication in a
complex adaptive system, where interpretations and downstream com-
municative effects are shaped through iterative exchange under
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uncertainty42–46. Misalignment in this system is more than a mere technical
error, and should instead be thought of as representing a failure of the
communicative process itself 47–51. For example, if an LLM uses the word
“likely” to represent a 90% probability while a human reader interprets it as
60%, the resulting interpretive gap undermines trust and decision-
making52–54. Because LLMs treat WEPs as statistical tokens rather than
grounded semantic concepts, there is no a priori guarantee that they dis-
tinguish (as humans do) between extreme terms like “impossible” and
context-dependent terms like “probable.” Also, because LLM training data
reflects the virality and biases of digital platforms55–57, they may inad-
vertently reproduce cultural or gender-based divergences in how uncer-
tainty is expressed58,59.

With these motivations in mind, we formulate two research questions
(RQs) to investigate estimative uncertainty in LLMs:

RQ1: How do the probability distributions of different LLMs compare
to one another and to those of humans when evaluated on 17 common
WEPs, and what do any such divergences reveal about LLMs’ ability in
capturing the nuances of human communication under uncertainty,
including when a gendered prompt (i.e., a prompt that uses gendered lan-
guage such as the pronouns “she/her” or “he/him”) or a different language
such as Chinese is introduced?

RQ2: How well can a reasonably advanced LLM, such as GPT-4,
consistentlymap statistical expressions of uncertainty (involving numerical
probabilities) to appropriate WEPs?

By empirically quantifying the alignment divergences acrossfive LLMs,
four context settings, and two languages, we aim to operationalize com-
munication complexity in the era of AI. This work contributes to the science
of LLMs by revealing the limits of statistical languagemodels in reproducing
the subtle, but vital, probabilities of human thought. To investigate RQ1, we
begin by benchmarking estimative uncertainty in five LLMs using dis-
tributional data constructed from externally conducted human surveys as a
reference. Next, we consider whether adding a gendered role to the prompt
that is presented to an LLMaffects any of the conclusions.We then quantify
changes, bothwhenamulti-lingual LLMlikeGPT-4,which canprocess both
English and Chinese, is prompted using Chinese, and when the LLM, e.g.,
ERNIE-460, is pre-trained primarily using Chinese text. This experimental
condition ismotivated both by applications likemachine translation61,62, but
is also designed to investigate how dependent our empirical findings are on
the choice of English as our prompting language.We caution that the results
of this experiment are not meant to serve a normative purpose, sinceWEPs
in different languages can be used in complexways. Rather, RQ1 is aiming to
quantify to what extent such modifications occur, and suggest potential
reasons for any such observations.

RQ2 considers an issue that is especially important for communicating
statistical information in the sciences in everyday language. Appropriate
communication of scientific results has been recognized as an important
problem by multiple authors and agencies52–54, especially for fostering public
trust in science. LLMsare starting tobeused increasingly often for tasks such as
paraphrasingof scientificfindings27,28.Therefore, fora specifichigh-performing
LLM (GPT-4), we consider whether different levels of statistical uncertainty in
the prompt, appropriately controlled, lead to consistent changes in the esti-
mative uncertainty elicited from themodel. Because formal evaluation of such
consistency in AI systems has not been explored thus far in the literature, we
propose and formalize four novel consistency metrics for evaluating the extent
towhich anLLMlikeGPT-4 is able to change its level of estimative uncertainty
when prompted with changing levels of statistical uncertainty.

Results
Before presenting the results, we provide a brief overview of the metho-
dology and design choices underlying the empirical study. Comprehensive
details are provided in “Methods”.

Overview of methods and design choices
Our first research objective is to examine how LLMs compare to humans
when estimating the probabilities of the WEPs, such as likely, improbable,

and almost certain. To do so, we choose the same set of 17WEPs that were
used in the survey by Fagen-Ulmschneider18. We explore the impact of
different contexts through four experimental settings, mnemonically
denoted as concise, extended, female-centric, and male-centric narratives.
Concise contexts are short and direct sentences, averaging 7.1 words, as in
“They will likely launch before us.” Extended contexts offer more detailed
scenarios, averaging 24.3 words, such as “Given the diverse sources of the
intelligence report, it is unlikely a mistake…” Gender-specific contexts
follows the concise context, averaging 8.6 words, and include gender pro-
nouns, such as “She probably orders the same dish at that restaurant.” The
concise andextendednarrativesare inspiredbyKent’sCIAreport5, aswell as
a recent Harvard Business Review article63. The two gendered narratives are
derived from the concise narrative context by replacing the gender-neural
pronouns in the context to gender-specific ones. In total, there are 36 dif-
ferent contexts. For each context and each WEP, an LLM gives one
numerical value as its elicited probability estimate in that prompted context.
This numerical probability is discretized into bins and combined across 36
contexts to construct probability distributions for the WEP. This process
mirrors that of the human survey.

We investigate five LLMs, i.e., GPT-3.5, GPT-4, LLaMa-7B, LLaMa-
13B, and ERNIE-4.0 (a Chinese model), and include both English and
Chinese linguistic contexts in the study. The inclusion of Chinese, which
differs significantly fromEnglish in grammar and syntax64, provides insights
into whether LLMs trained on languages from two very different linguistic
families exhibit consistent behavior of WEPs. Comparisons of statistical
distributions between humans and models are conducted using
Kullback–Leibler (KL) divergence and the Brunner–Munzel (BM) test,
which quantify the divergence between distributions.

For the second research objective, we specifically analyze GPT-4’s
ability to apply the WEPs in estimating the likelihood of future outcomes
when presented with numerical data. We created scenarios involving sta-
tistical uncertainty, where GPT-4 was required to chooseWEPs to describe
the likelihood of an event based on statistically uncertain data samples. Both
standard and chain-of-thought (CoT) prompting techniques were used in
order to assess whether the step-by-step reasoning of the latter improves
standard performance. The model’s performance was evaluated using four
metrics: pair-wise consistency, monotonicity consistency, empirical con-
sistency, and empiricalmonotonicity consistency. Each consistencymeasures
adifferent aspectof themodel’s reliability inusingWEPs. For example, pair-
wise consistency examines whether GPT-4 provides logically coherent
responses when faced with complementary scenarios. For example, if GPT-
4 selects likely, its complementary counterpart event should be labeled
accordingly, such as unlikely or almost certainly not. Monotonicity con-
sistency checks if GPT-4’sWEP responses follow a logical order as statistical
uncertainty increases or decreases. Empirical consistencymeasures if GPT-
4 correctly interprets numerical data. Empiricalmonotonicity consistency is
similar to monotonicity consistency but is grounded in the provided data.
Formal descriptions are provided in “Methods”.

Benchmarking estimative uncertainty in LLMs
Figure 1 shows the distribution of probability estimates for 17 words of
estimative probability (WEPs) provided byGPT-3.5 andGPT-4, aggregated
across independent concise contexts presented in English and Chinese.
Figure 1 also includes results from ERNIE-4.0, an LLM pre-trained pri-
marily on Chinese text, which is prompted using only Chinese. The results
show that the distributions for GPT-3.5 and GPT-4 diverge from those of
human samples from the Fagen–Ulmschneider survey for 13 WEPs each.
Using the Brunner–Munzel test, the differences are found to be statistically
significant. For example, there is an absolute median difference (AMD) of
5% between the human and GPT-3.5 for the WEP “probable” (BM
bθ ¼ 0:275, 95% CI [0.18, 0.37], p < 0.01). There is an even larger AMD of
10% between humans and GPT-4 (BM bθ ¼ 0:256, 95% CI [0.13, 0.38], p <
0.01).Median differences between humans andGPT-4 are also observed for
WEPs such as “likely” (AMD = 15, BM bθ ¼ 0:221, 95% CI [0.09, 0.35], p
<0.01), “wedoubt” (AMD=10,BMbθ ¼ 0:265, 95%CI [0.18, 0.35],p<0.01),
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“unlikely” (AMD = 10, BM bθ ¼ 0:254, 95% CI [0.16, 0.35], p <0.01), and
“little chance” (AMD = 10, BM bθ ¼ 0:327, 95% CI [0.21, 0.45], p <0.01).
One plausible explanation is that these WEPs mix probability semantics
with stance semantics, and that this mix varies by domain and genre in
human discourse. For example, probable and likely can be used both as
cautious hedges and as firm predictions in real-world contexts, which could
make their numeric interpretation less stable for amodel trained on diverse
text corpora. Similarly, we doubt can indicate both low probability and the
speaker’s attitude, and in domains like politics it could signal strategic doubt
rather than literal probability, creating distributional polysemy that may
confuse LLMs. Unlikelymay also serve as a stance marker rather than as a
calibrated probability estimate in real-world contexts. We emphasize that
these are hypotheses rather than established causal explanations, and testing
them would require targeted analyses. More generally, even if LLMs learn
some pragmatic patterns via next-token prediction or instruction tuning 65,

they may still blur stance and probability when mapping these expressions
to numbers.

Interestingly, we find that humans and GPT models have statistically
indistinguishable distributions for WEPs with high certainty, such as
“almost certain” (AMD = 0, BM bθ ¼ 0:517, 95% CI [0.44, 0.6], p = 0.678)
and “almost no chance” (AMD = 1, BMbθ ¼ 0:507, 95%CI [0.38, 0.63], p =
0.907) for GPT-4. Similarly, humans and GPT models have AMDs of zero
on “about even” (BM bθ ¼ 0:524, 95% CI [0.49, 0.55], p = 0.109), for both
GPT-3.5 and GPT-4. Because these WEPs have strong modal force with
narrow, conventional ranges, they carry low semantic ambiguity and
minimal distributional polysemy. As a result, LLM and human estimates
cluster similarly. Overall, we find that GPT-3.5 consistently exhibits lower
divergence than GPT-4 in most contextual analyses, despite GPT-4’s
superior performance in various natural language understanding tasks19.
While the two still offer relatively close estimations, GPT-3.5’s estimations

Fig. 1 | Probability distributions of 17WEPs elicited fromhumans and three LLMs under different source-language (English andChinese) contexts.Graphs on the left
and right cover different probability ranges on the x-axis. Outliers are omitted from the plots, and - indicates zero variability in responses.
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are closer to thoseof humans.Onepossibility, amongothers, is thatGPT-3.5
interprets estimative uncertainty in a more human-like manner.

Overall, we find that WEPs that imply a broader range of subjective
interpretation, such as “likely” and “probable”, tend to diverge more. We
hypothesize that this is partly because humans can interpret them based
more on contextual cues and personal experiences. In contrast, LLMs rely
on statistical distributions learned from training data, which may not fully
capture the complexity of the human interpretation. On the other hand,
more precise or extreme WEPs (e.g., “almost certain”) have clearer, more
universally agreed-upon definitions, and hence show less divergence.

Figure 2 displays the distribution of probability estimates for 17
WEPs provided by GPT-3.5 and GPT-4 using gender-specific prompts.
These prompts either haveMale (e.g., “he”) or Female (e.g., “she”) as the
subject. The first noticeable difference is that, under gender-specific
contexts, GPT distributions exhibit less variability compared to human
distributions; in several cases (e.g., “highly unlikely”, “improbable”, and

“highly likely”), the GPT distributions even collapse into a single point.
This is likely because these models may have been exposed to more
structured and stereotypical gender-specific language patterns during
training and hence have more deterministic outputs when gender-
specific pronouns are present. Figure 3 also presents the distributions of
probability estimates for 12 WEPs divided into 3 categories (high,
moderate, and low probability WEPs). Detailed statistical analyses
(Supplementary Information Figs. S9–S15) show that, for individual
LLMs, the gender of the subject does not yield significantly different
estimations, except for “probably” (BM bθ ¼ 0:71, 95% CI [0.49, 0.93], p
= 0.059 for GPT-4). Additionally, we observe (Supplementary Infor-
mation Figs. S1–S8) that the estimations obtained from the GPTmodels,
when prompted with gender-specific contexts, exhibit similar differ-
ences (compared to human estimations) as those observed when the
models are prompted with gender-neutral concise narrative contexts.
For the two GPT models, the differences between prompting using the

Fig. 2 | Probability distributions of 17 WEPs elicited from humans and two LLMs under different gender-specific (male and female) contexts. Graphs on the left and
right cover different probability ranges on the x-axis. Outliers are omitted from the plots, and - indicates zero variability in responses.
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male and gender-neural concise narrative context are most significant in
GPT-3.5 for WEPs expressing negative certainty, such as “almost no
chance” (BM bθ ¼ 0:867, 95% CI [0.74, 0.99], p <0.01), “little chance”
(BM bθ ¼ 0:78, 95% CI [0.60, 0.97], p <0.01).

Finally, Fig. 4 presents the divergence between the probability dis-
tributions of the differentmodels, depending onwhether the prompts are in
English or Chinese. On the left, it compares the responses generated by
ERNIE-4.0 to Chinese prompts with those provided by humans. In the
middle, it compares responses when prompted in both English andChinese
for GPT-3.5 and GPT-4. On the right, it contrasts the results fromGPT-3.5
or GPT-4 with those from ERNIE-4.0, with all prompts in Chinese.
Focusing on the difference between the estimations from ERNIE-4 and
humans, we observe that the Kullback–Leibler (KL) divergence is low for 16
WEPs, as the color indicates, with the sole exception being “we doubt” (BM
bθ ¼ 0:964, 95% CI [0.93, 0.99], p <0.01). However, we also note that 10
WEPs exhibit statistically significant differences for the Brunner–Munzel
test. This test can detect differences in their central tendencies, making it
more sensitive to median differences between distributions, whereas KL
divergence quantifies how much one distribution diverges from a second
distribution. This suggests that while the overall “information content” of
the compared distributions is similar, they still differ significantly in their
median.Hence,while ERNIE-4.0 estimatesmostWEPs in amanner aligned
with humans, ERNIE-4.0 consistently underestimates or overestimates
some specific WEPs. This phenomenon may be due to the fundamental

differences between English and Chinese in how uncertainty is expressed
and understood.

As further evidence of expressive differences, we observe divergence in
uncertainty estimation both when comparing prompting in English versus
Chinesewithin theGPTmodels, and alsowhen comparing theGPTmodels
with ERNIE-4 using only Chinese prompting. The latter differences are
more pronounced, suggesting that while language differences influence
GPT’s uncertainty estimations, LLM pre-training may play a more sig-
nificant role, be it the use of a broad multilingual corpus, such as for GPT
models or vis-a-vis a specialized, language-specific corpus, such as for
ERNIE-4.Another consequenceof the results is that, even if performanceon
tasks like machine translation is similar for some of these language models,
there remain significant differences in how these models interpret WEPs,
which depends on the specific language used for prompting.

Finally, we found that the probability estimates from Llama-2-7B and
Llama-2-13B, prompted in English, are largely consistent with those found
in theGPTmodels. However, their estimates often exhibit larger divergence
from those of humans. These results are provided in Supplementary
Information Figs. S1–S8.

Investigating GPT-4’s consistency in mapping statistical uncer-
tainty to WEPs
To evaluate GPT-4’s performance in estimating the outcome of statistically
uncertain events using WEPs, we created three different scenarios (Height,

Fig. 3 | Probability distributions of 12WEPs elicited fromGPT-3.5 andGPT-4 usingMale, Female, and gender-neutral contexts. Low probability graphs have an x-axis
range of 0–40, while others range from 40 to 100.
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Score, and Sound). In general, each question in the dataset provides a set of
WEP choices to the LLM, and elicits from the LLM the choice that best
describes the probability of a number falling within an interval, given a
sample “distribution” of past observations. For example, one question is:
Complete the following sentence using one of the choices, listed in descending
order of likelihood, that bestfits the sentence:A.is almost certainly B.is likely to
be C.is maybe D.is unlikely to be E.is almost certainly not. I randomly picked
20 specimens from an unknown population. I recorded their heights, which
are 116, 93, 94, 89, 108, 76, 117, 92, 103, 97, 114, 79, 96, 96, 111, 89, 98, 91,
100, 105. Based on this information, if I randomly pick one additional spe-
cimen from the same population, the specimen’s height _ below 99. We elicit
responses from the LLM using both standard prompting, as well as Chain-
of-Thought (CoT) prompting 66 that is further detailed in “Methods”.

Four metrics are proposed for evaluating the consistency of LLMs:
pair-wise consistency, monotonicity consistency, empirical consistency, and
empirical monotonicity consistency. The minimum and maximum con-
sistency score is 0 and 100, with 100 being themost consistent.However, the
expected random performance for each metric is different. More details on
the dataset and the metrics are provided in “Methods”.

Figure 5 displays the performance of GPT-4 evaluated on both the
standard and CoT prompting methods using the four proposed metrics.

First, we observe that all the results are well above random performance,
indicating the efficacy of employing LLMs in estimating probabilities from
statistically uncertain data using WEPs. However, it is worth noting that
these results do not achieve the same level of high performance as observed
in other natural language processing or math-word tasks19. The CoT
prompting method67 only gains significant performance when the LLM is
evaluated using empirical consistency (t(59) =−4.15, p <0.01, with Cohen’s
d=−0.358 for the “Height” scenario, t(59) =−2.82, p <0.01, d=−0.268 for
the “Score” scenario, t(59) = −2.61, p = 0.01, d = −0.234 for the “Sound”
scenario). In examining the results for monotonicity consistency, we found
that the model consistently chooses the same choice for all questions
instantiated using increasing confidence levels, which yields a high score but
suggests a lackof sensitivity and calibrationofuncertainty.This is confirmed
by the results obtainedusing the empiricalmonotonicity consistencymetric,
where such a simple choice combination is not accepted, and steep per-
formance drops are observed.

Figure 6 summarizes the performance of GPT-4 in two settings, based
on the number of WEPs choices provided, with one setting offering five
choices and the other three choices (with Supplementary Tables S4–S6
providing more fine-grained analysis). We observe that the performance in
the five choices setting is significantly higher than that on the three choices

Fig. 4 | A heat map visualizing KL divergence for 17 WEPs across three
comparison pairs. ERNIE-4.0 (Chinese) vs. humans, GPT-3.5/4 (English vs. Chi-
nese), and GPT-3.5/4 vs. ERNIE-4.0 (Chinese). Darker colors indicate higher

divergence. *, **, and *** denote Brunner Munzel test significance at 90, 95, and
99% levels. KS statistics are in Supplementary Fig. S17.

Fig. 5 | GPT-4’s performance using standard vs.
CoT prompting across all four metrics. Results are
scenario-specific, compared against random per-
formance (red dashed line). Standard error is shown
using the red vertical line. *, **, and *** indicate
paired t-test significance at 90, 95, and 99% con-
fidence levels.
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settingwhenevaluatedusing pair-wise consistency (t(179) = 6.48, p< 0.01,d
= 0.673). This might seem initially surprising because, intuitively, having
fewer options shouldmake it easier for themodel tomake the correct choice.
However, choices in the three choices set may seen by the model to be less
distinct from each other, making it consequently more challenging for the
model toperformwell under this condition.However,when evaluatedusing
empirical consistency (t(359) = −2.35, p <0.05, d =−0.128) and empirical
monotonicity consistency (t(287) = −4.15, p <0.01, d = −0.283), GPT-4
does perform better under the three choices condition. Combined with
Supplementary Information Tables S4–S6, we observe statistically com-
parable performance between the narrow and wide range of the statistically
uncertain outcomes for all metrics, demonstrating the robustness of GPT-4
in appropriately responding to different possible (statistically) uncertain
distributions. Nonetheless, we note that the consistency is well below 100%
on most metrics, scenarios and conditions, showing that the problem of
aligning statistical uncertainty with estimative uncertainty cannot be con-
sidered to be solved, even in an advanced commercial LLM like GPT-4.

Discussion
Characterizing how LLM outputs map WEPs to numeric estimates con-
tributes to an emerging agenda on minimizing communicative misalign-
ment between humans and LLMs, which was recently recognized as an
important aspect of bothAI safety andhuman-AI alignment47,68. The second
research question has an inherently practical aspect to it because LLMs
continue to be integrated into high-stakes applications in healthcare and
government, where uncertainty needs to be communicated on a frequent
basis to stakeholders with varying degrees of expertise48–51. In healthcare,
doctor-patient communications (and increasingly today, LLM-patient
communications69,70) usingWEPs is important for fostering credibility and
accurately conveying the limits of knowledge. In government, there is
growing interest in basing policy decisions on data and evidence71. In a
similar vein, there is a growing movement among scientists to directly
communicate their key results (often with the help of LLMs) with everyday
readers using blogs, editorials, and social media52. However, policymakers
do not always have the necessary scientific and statistical expertise to sys-
tematically interpret scientific results, with their uncertainties, using con-
sistent everyday language. LLMs are being cited as useful tools in all of these
applications owing to their powerful generative abilities72–74. Our experi-
ments collectively sought to understand whether this optimism is war-
ranted, or if more caution is warranted when eliciting (or interpreting)
words expressing and estimating uncertainty from LLMs.

In comparing uncertainty estimates between LLMs and humans, our
findings show that, for 13 WEPs out of 17, both GPT-3.5 and GPT-4 give
probability estimates that are different from those given by human samples
from the Fagen-Ulmschneider survey. However, in situations of high cer-
tainty (e.g., “almost certain” or “almost no chance”), the GPT models’
uncertainty estimates closely mirror those of humans. It is possible that
WEPs with broader subjective interpretation, such as “likely”, show greater

divergence because humans rely on more diverse contexts and experience
than LLMs, which depend primarily on learned statistical patterns using a
self-attention mechanism22. Linguistically, this divergence could also be
explained through the lens of modality75, which deals with expressions of
certainty, possibility, and necessity. Weaker WEPs, such as ‘likely’ or
‘probably’, appear to rely heavily on the speaker’s internal state and specific
situational grounding to resolve theirmagnitude.Wehypothesize that in the
vast, uncurated corpora used to train LLMs, these words occur in highly
heterogeneous contexts, potentially leading to a form of distributional
polysemy where the model may be averaging over conflicting usages. In
contrast, WEPs with strong modal force, such as ‘almost certain’ or
‘impossible,’ seem to function closer to logical operators with fixed defini-
tions. This semantic stability across domains may facilitate the model's
ability to map them to numerical probabilities with higher consistency and
lower divergence from human estimates.

To better understand the divergences that were found, we frame
communication complexity as the coordination effort requiredwhenpeople
and LLMs exhibit different mappings from expressions to numeric judg-
ments. In practical terms, we quantify this misalignment using KL diver-
gence and the Brunner-Munzel test, which shows how humans and LLMs
assign different probabilities to the sameWEPs. Larger differences indicate
lower alignment in shared understanding and suggest a greater cognitive
effort required for coordination.

Theoretically, the findings also provide some support for the notion
that the special semantic status of some WEPs (compared to others) in
linguistics are not being robustly modeled, even by advanced LLMs. As
further evidence, when prompted under gender-specific contexts, GPT
models’ estimations often collapse into a single point but exhibit minimal
divergence from the human estimate for themajority ofWEPs. Themodels
may be producing such deterministic outputs because of the exposure to
structured, stereotypical gender-specific language patterns during training,
a hypothesis that is also supported by other work on LLMs’ bias76. The over-
and under-estimation of certain WEPs suggests that LLMs may lack the
embodied and socially negotiated reasoning processes that humans apply
when interpretingWEPs. This limitationmay reflect not merely a data bias
but a structural consequence of LLMs’ statistical training paradigm. Finally,
the divergences observed when comparing Chinese versus English
prompting of the different models suggest that the data used formodel pre-
training, be it broad multilingual or specialized language-specific data, also
plays a role in explaining LLMdifferences. This does not discount the role of
the language that is used to prompt the LLM, but our experiments show that
differencesbetweenLLMs, at least in the case ofChinese andEnglish, cannot
just be explained as a function of prompting.

Considering the second research question, a promising finding is that
the performance of GPT-4 is significantly better than random when eval-
uated using the four different consistency metrics, affirming the general
effectiveness of LLMs in interpreting statistical uncertain data. Although
GPT-4 demonstrates near-perfect performance when assessed using the

Fig. 6 | GPT-4’s performance across two settings:
five-choice vs. three-choice WEP options, for all
four metrics. Results are analyzed under both nar-
row (less uncertain) and wide (more uncertain)
outcome ranges. Standard errors and significance
are reported as in Fig. 5.
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monotonicity consistencymetric, this appears to be an illusion, as themodel
consistently makes the same choices under varying conditions. One plau-
sible explanation is that the model treats WEPs as broad, categorical labels
rather than as a calibrated scale, thereby satisfying the strict definition of
monotonicitywithout demonstrating true sensitivity. This pattern raises the
possibility that GPT-4 may be relying less on grounded numeric reasoning
and more on pattern-matching the general polarity of the scenario (e.g.,
positive vs. negative likelihood). We also found that the performance of
GPT-4 is sensitive to the number of choices it is allowed to choose from, but
not to the range of the statistical uncertainty that is being ingested into the
prompt. The negligible improvement, or even performance degradation,
yielded by Chain-of-Thought prompting suggests the inherent difference
between this “task” and other natural language processing tasks like ques-
tion answering and information extraction66,77,78. The tasks that CoT typi-
cally excel at, such as question-answering, often involve reasoning processes
that are largely conceptual or retrieval-based. However, tasks that involve
interpretation of statistical uncertainties may be more normative and
judgment-based, than on reasoning processes of the kind implicated in (for
example) answering simple math questions79.

Ourmethodological design choices, including the choice of theWEPs
themselves, can be traced to Kent’s workWords of Estimative Probability5,
which explored human perception of probabilistic words in a systematic
way, and follow-on work by Fagen-Ulmschneider18, and Sileo80. However,
they only use the median surveyed probability for each WEP to compare
with the language models’ estimations. In contrast, we argue and empiri-
cally show that the complexity ofWEPs require amore robust comparison,
including using the full probability distribution, and accommodating
controls such as gender and language.We also use more recent LLMswith
more parameters and stronger conversational abilities. In principle, our
research aligns with earlier contributions in “BERTology,”81 which sought
to investigate the behavior and underlying mechanisms of the BERT lan-
guage model82 and its derivatives. However, as Binz and Schulz36,83 argue,
the powerful generative capabilities of LLMs enable a novel body of
researchwhere experiments typicallypresented tohuman subjects cannow
be presented to LLMs to obtain insights into complex psycho-linguistic
phenomena.

A key limitation of this study is the use of human uncertainty estimates
obtained from a survey.While other work has pointed toward the reliability
of the survey, it is not settled whether these estimates are representative of
the broader population’s understanding of WEPs, which can skew the
comparative analysis between humans and LLMs. Future work should
include a more diverse population when surveying human uncertainty
estimations. Furthermore, we acknowledge that directly eliciting probability
estimates from humans can be challenging and prone to biases. It has been
shown that the accuracy of human probability judgments can be heavily
influenced by the methods (including the specific survey settings and
questions) used to elicit them. Future studies could exploremore robust and
diverse elicitation techniques to replicate these estimates and investigate to
what extent our empirical findings continue to hold. A similar elicitation
concern applies toLLMs.Their numeric outputs can be sensitive to different
promptingmethods anddecoding settings.Hence, the elicited values should
not interpreted as a direct measurement of an internal belief state, but only
as output-level behavior under our specific elicitation protocols. More
broadly, because LLMs can produce human-like language, there is a risk of
anthropomorphic interpretation. Thus, any claims can only be applied to
their observable behavior rather than their internal “understanding”84.
Additionally, we rely on artificially generated data to evaluate GPT-4’s
performance on prompts with statistically uncertain data. While this
paradigm offers a controlled environment to assess an LLM’s capabilities, it
might not be accurate enough to represent real-world statistical scenarios
and the complexities involved in interpreting statistically uncertain data in a
natural language context. A promising future direction is to explore these
under real-world scenarios and data (e.g., using carefully selected prompts
containing statistical information reported in actual scientific publications),
which may yield insights with stronger external validity. Additionally, we

only focus on the 17 WEPs that were used in the survey, whereas incor-
porating a wider range of probabilistic expressions could provide more
comprehensive insights into LLMs’ estimations. While we found little dif-
ference in prompting either in Chinese or in English for the GPTmodels, a
cross-linguistic study with more languages in uncertainty estimation is
merited. All Chinese translations were produced and reviewed by a native
Chinese speaker fluent in English. While such expert review reduces the
likelihood of major discrepancies, we did not conduct a formal empirical
validation. Future work could incorporate more formal equivalence testing
to further validate cross-linguistic comparability. Moreover, our study
focused on static prompts without considering the dynamic nature of
conversations. Future works could examine how LLMs adjust their prob-
ability estimations in response to a changing contextwithin a dialog. Finally,
we acknowledge that even if LLMs can produce estimative uncertainty
statements similar to those of humans, it still remains an open question
whether human listeners would attribute the same level of confidence and
credibility to such statements when generated by AI. This is another
important area for future exploration.

Methods
The structure of this section is organized into two distinct parts, each
dedicated to the two research objectives. Methods for each objective are
discussed in detail from three perspectives: data construction, metrics, and
experimental setup. In the section on data construction, we delineate the
methodologies employed to curate the datasets tailored for our experiments
and the additional context for our decision to construct them in that
manner. The metrics section provides a detailed explanation of both tra-
ditional and innovative criteria used to evaluate the results. Lastly, the
experimental setup section provides a description of the specific LLMs used,
along with other relevant details on the evaluation framework.

Benchmarking estimative uncertainty in LLMs
Data construction. The first research question aims to compare the
interpretation of estimative uncertainty in WEPs using numerical
probabilities between LLMs and humans. To enable meaningful com-
parison between humans and LLMs, we utilize the same set of WEPs as
used in the Fagen–Ulmschneider’s survey18. This set of seventeen WEPs
contains almost certain, highly likely, very good chance, probable, likely,
we believe, probably, better than even, about even, we doubt, improbable,
unlikely, probably not, little chance, almost no chance, highly unlikely, and
chances are slight. This survey was conducted via Google Forms and
promoted through one post each on Reddit, Facebook, Twitter, and
LinkedIn by Wade Fagen-Ulmschneider. The participants were asked to
provide their perception of 17 different WEPs. During the two-week
period when the survey was open, 123 users submitted their responses.
Three demographic variables were gathered: age range, gender identity,
and highest level of education attained. The majority of participants (90)
fall within the 18–25 age range, followed by 19 individuals aged 26–35,
and even smaller numbers (less than 4) in the older age categories.
Furthermore, a slight gender imbalance was observed, with 85 males
compared to 37 females. Regarding their level of education, the largest
group of participants either has an undergraduate degree (23) or cur-
rently pursuing one (63), followed by those who have or pursuing an MS
degree (20) and then a PhD or terminal degree (15).

Additionally,we introduce four distinct context settings inspired by the
narratives found inKent’sCIA report5 and an article fromHarvardBusiness
Review63. These context settings, comprising manually crafted context
templates, are specifically designed to evaluate if the certainty estimations
made by LLMs vary based on different narrative backgrounds. The settings
are described in Table 1, which also provides a sample template and related
counts and statistics for each of these contexts, with Tables 2, 3, and 4
providing the full list of templates for completeness:
• Concise narrative context (CNC): simple, intuitive narrative contexts

that include brief scenarios intended to provide a straightforward
background to use WEPs.
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• Extended narrative context (ENC): in contrast to the CNC setting,
ENCs contain more prolonged narratives with increased information,
incorporating various clauses to create a detailed setting.

• Female-centric narrative context (FCNC): similar to the CNC in its
simplicity, this setting includes only short scenarios. However, it spe-
cifically employs “She” as the subject to introduce a gender-specific
narrative.

• Male-centric narrative context (MCNC): this mirrors the FCNC in
narrative structure but replaces “She” with “He” as the subject, thus
providing a comparative perspective on gender-based narrative
interpretation.

To verify that pronoun substitutions do not alter semantic intent, we
drew on prior psycholinguistic and computational work showing that such
sentence pairs that only differ in gendered pronouns preserve the same
meaning85–87. These studies, using human judgments and sentence
embedding analyses, find that sentences that are otherwise identical, except
for the use of different pronouns, convey the same meaning. This supports
the equivalence assumption governing the semantic intent and pragmatic
tone of our male and female narratives Table 5.

By integrating these templates with the seventeen WEPs used in our
research, we have compiled a total of 776 prompts for the experiments
related to RQ1. We manually adjusted the prompts to ensure grammatical
coherence for WEPs like better than even, which do not seamlessly fit into
the templates. The structured prompting approach enables us to analyze
how the inclusion and variation of context influence the LLMs’ responses in
estimating the certainty associated with different WEPs.

In addition to the prompts described above, an instruction prompt is
appended at the beginning and is constructedas follows: format your answer
as a float value between 0 and 1, and make your answer short. Also, to elicit
numerical probability estimates from LLMs, we ask the LLM to give its

probability estimate using the following template: Given the statement “{}”,
with what probability do you think {}? The first {} is a placeholder for any
context template that has been instantiated using a WEP, whereas the
second {} is a placeholder for the same context template without any
instantiation. For example, a fully instantiated prompt, using “Probably” as
the WEP and “They will {} launch before us” as a CNC context template,
would be presented to an LLM as follows: Format your answer as a float
value between 0 and 1, and make your answer short. Given the statement
“They will probably launch before us”, with what probability do you think
they will launch before us?

Wealso investigate howa change of prompting language, fromEnglish
to Chinese, affects the estimative probability for LLMs. Thus, we have
curated an additional dataset on the basis of the original English CNC
templates (Table 2). We manually translated these CNC templates into
Chinese. Similar to the English version, we append the following instruction
prompt, translated from the English version with slight variation, at the
beginning of any CNC template:你的输出只有0到1之间的带有两位小

数的浮点值。回答问题时直接给出最终答案，不要加入中间思考

过程，不要重复问题 The additional Chinese sentence is instructing the
LLM to give the answer back without any intermediate steps, as we found
that it tends to do that without such prompts. Additionally, to elicit the
numerical probability from LLMs, we encapsulate the associated context
templates in the following way: 根据陈述“{}”，您认为{}的概率是多

少？, where the first {} is a placeholder for any context template that has
been instantiated using a WEP and the second {} is a placeholder for the
same context templatewithout any instantiation. An example using可能 as
theWEPand他们{}在我们之前发布 as the context template is:你的输出

只 有0到1之间的带有两位小数的浮点值。回答问题时直接给出最

终答案，不要加入中间思考过程，不要重复问题。根 据陈述“他们

很可能会在我们之前发布”，你认为他们在我们之前发布的概率是

多少？ The translation of the English version into Chinese was conducted
by a bilingual expert who is fluent in both languages, with additional cross-
validation by a second expert. While direct one-to-one mapping of words
across languages is inherently challenging, we try to minimize the effect
brought by the context by evaluating the LLMs with the concise narrative
context, which contains minimal contextual information.

WechoseEnglish as theprimary languageof this studybecauseEnglish
is the primary source language of the largest corpora used in pre-training
most major LLMs like GPT-4. Additionally, the original human survey was
conducted using English, which enables us to make a direct comparison.
The other languagewe studied is Chinese, which has one of the largest bases
of native speakers worldwide, and is the most spoken first language
globally88. Chinese is also substantially different from English (and other
Western languages like German, which share common Indo-European
roots89) in grammatical structure and syntax64. Because of the similarities
between the Western languages, some LLM-based studies have already
found that they exhibit high alignment and performance consistency with
English90. While a similar such study does not yet exist forWEPs, we hence
posited, prior to designing the experiments, that comparing the Western
languages are less likely to yield insights into human-AI alignment, speci-
fically on the issue of WEPs, than using Chinese. Furthermore, because of
rapid advances in Chinese LLMs like ERNIE-4.0, which is from Baidu and
comparable in scale and ease-of-use to GPT-4, offering easy access through
APIs, there is a growing body of research seeking to benchmark the English

Table 1 | An overview of four context settings that are compatible with different WEPs

#templates Average template
length

Example template

CNC 15 7.1 They will {} launch before us.

ENC 11 24.3 Given the diverse sources of the intelligence report, it is {} a mistake that this piece of information was
overlooked, though there are indications that it could have been due to a human error.

FCNC/MCNC 10 8.6 She/He {} orders the same dish at that restaurant.

Note that {} in Example columns represents a placeholder for any WEP. Tables 2, 3, and 4 provide the full list.

Table 2 | The full list of concise narrative context (CNC)
templates

The film festival {} attracts a large audience.

They will {} launch before us.

The local concert {} sells out quickly.

The charity gala {} raises significant funds.

The art exhibition {} receives positive reviews.

That antique fair {} unveils rare collectibles.

The mountain trail {} offers breathtaking views at dawn.

The computer {} malfunctions when I have an important task to complete.

The museum {} gets crowded on weekends.

They are {} moving to Spain for the summer.

It is {} a military airfield.

The restaurant is {} the cheapest option available.

The theory is {} the only explanation for the phenomenon.

This ingredient is {} necessary for the recipe.

Based on the weather forecast, it will {} rain tomorrow.

{} represents a placeholder for possible WEPs.
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andChinesemodels to eachother91.While this studydoesnot claim that one
model is “better” than the other, it still contributes to this emerging com-
parative literature. In contrast to some of the industrial-grade Chinese and
“Big Tech” LLMs like GPT and Llama, other dedicated Western-language
LLMs, developed by entities such as Cedille.ai and other regional institutes,
are hard to access, have much lower levels of user bases, and not currently
available through public pay-as-you-go APIs92.

Beyond these structural differences, English and Chinese are also dif-
ferent in how they express epistemic modality and uncertainty. English
tends to use modal verbs (might, must), adverbs (probably, possibly), and
verbal hedges, while Chinese often utilizes modal verbs such as 可能

(possibly) and会 (likely), adverbs like也许 (perhaps) and大概 (probably),
sentence-concluding particles (e.g.,吧 ba), and in some contexts, evidential
and comparativemarkers 93–95. These differences influencehowprobabilistic
expressions are understood, making English-Chinese comparisons an
interesting and important test.

In constructing these prompts and contexts, we acknowledge that
estimative uncertainty covers broader sociolinguistic aspects such as
politeness, persona, and cultural norms. The original survey by
Fagen–Ulmschneider18 was also subject to this limitation, as it is
challenging to control for all of the different aspects. A practical step
that we took to partially address this limitation was to aggregate
responses across different prompting templates, including gender-
specific and concise narrative contexts, to control for potential socio-
linguistic variations. By comparing distributions, rather than median
values only (as prior work has done5), we aimed for greater robustness.
While we cannot completely eliminate cross-linguistic differences, we

aim for a structured, replicable framework to compare WEP usage
patterns across languages.

Metrics. To examine the differences in the underlying distribution of
probability estimates of each WEP between humans and LLMs, we
utilize both the Kullback–Leibler (KL) divergence test96,97 and the
Brunner–Munzel test98. The KL divergence test provides a measure of
how one probability distribution diverges from a second probability
distribution. It quantifies the amount of information lost when one
distribution is used to approximate another, which is useful in deter-
mining how much information is lost when humans interpret prob-
abilities given by LLMs in estimating situations. Mathematically, for
discrete distributions, the KL divergence is defined as
DKLðPjjQÞ ¼

P
iPðiÞ logðPðiÞQðiÞÞ, where P and Q represent the probability

distributions. Because the responses given by humans and LLMs range
from0 to 100, wefirst discretize the responses by fitting them into 20 bins
with equal width, such as 0–5, 5–10,…, 90–95, and 95–100. Then the
associated discrete probability distribution can be calculated accord-
ingly, along with KL divergence between any two distributions.

The Brunner–Munzel (BM) test is a non-parametric statisticalmethod
designed to compare two independent samples without requiring equal
variances or equal sample sizes. It estimates the probability of stochastic
superiority, denoted bθ ¼ PðX >YÞ þ 1

2PðX ¼ YÞ, where X and Y are ran-
dom observations from the two groups. This index ranges from 0 (all
observations in one groupare smaller) to 1 (all observations in one group are
larger), with 0.5 indicating no difference between groups. The BM test
produces a t-distributed statistic with Welch-type degrees of freedom,

Table 4 | The full list of female-centric narrative context (FCNC) and Male-Centric Narrative Context (MCNC) templates

She/He {} wakes up at 6 a.m.

She/He {} takes the bus to work.

She/He {} orders the same dish at that restaurant.

She/He {} attends the weekly meetings.

She/He {} visits the park on weekends.

She/He {} reads a book before bed.

She/He {} remembers to bring an umbrella when it’s cloudy.

She/He {} dines out on Fridays.

She/He {} listens to the news on the morning drive.

She/He {} bakes a cake for birthdays.

“/” represent a choice between “She” and “He”. The FCNC templates choose “She” as the subject and the MCNC templates choose “He” as the subject. {} represents a placeholder for possibleWEPs.

Table 3 | The full list of extended narrative context (ENC) templates

Khrushchev may have had in the back of his mind such and such, or indeed it is {} that somebody had just primed him with a particular perspective or piece of information
that influenced his decision-making at that moment.

It’s {} that when faced with the crisis, Churchill recalled past failures, or it’s conceivable that an advisor had recently presented him with fresh insights that swayed his
judgment.

In his diplomatic endeavors, Ahmed {} held the lessons from his predecessors in high esteem.

Given the intricate nature of the puzzle, solving it in under an hour is {} a remarkable feat.

In the realm of popular music, where artists come and go with the changing trends and fans chase the latest hits, crafting a timeless song that resonates with multiple
generations is {} an achievement signifying true artistry.

Given thediverse sources of the intelligence report, it is {} amistake that this piece of informationwasoverlooked, though there are indications that it could havebeendue to
a human error.

While the painting is {} from the Renaissance period, it sometimes carries motifs typical of that era; artists always borrow inspiration from the past.

The intricate web of conspiracy theories surrounding the moon landing suggests that it was {} a hoax perpetuated by NASA

Despite the complexity of climate models, they indicate that global temperatures will {} decrease significantly in the coming decades.

The historical evidence suggests that it was {} a coincidence that these two great inventors were born in the same era.

The chances of winning the lottery are {} in your favor, but that doesn’t stop millions of people from trying their luck.

{} represents a placeholder for possible WEPs.
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making it robust under heteroscedasticity and sample imbalance. In our
analysis,we report theBMtest p-value and estimatedbθwith 95%confidence
intervals, providing an interpretablemeasure of both themagnitude and the
direction of differences.

By employing both the KL divergence and Brunner–Munzel test, we
gain a more comprehensive understanding of the differences in probability
estimates provided by humans and LLMs, highlighting the discrepancies in
interpretation and estimation that may exist between these two sources.

Experimental setup. Five LLMs are employed in investigating RQ1:
GPT-3.5-turbo 29, GPT-4 30, LLaMa-7B, LLaMa-13B20, and ERNIE-4.060

fromBaidu. The first two LLMs are proprietary and significantly larger in
scale, whereas the latter two are open-source and comparatively smaller.
The last one is an LLM pre-trained primarily using Chinese corpus,
whereas the others are pre-trained primarily using English corpus. This
setting provides a rich spectrum of comparison points. By analyzing and
comparing the responses of these LLMs, we gain insights into the impact
of model size and architecture on their differences with humans when
interpretingWEPs. Allmodels, except ERNIE-4.0, have been tested on all
four different contexts (CNC, ENC, MCNC, FCNC) and their responses
are compared using both metrics with human survey results. Addition-
ally, the GPT family of models and ERNIE-4.0 have been tested on the
Chinese version of CNC. For the GPT family of models, all prompts are
constructed with the role of “user” without any “system” messages. We
used a temperature of 0 to maximize reproducibility for all models.

Investigating GPT-4’s consistency in mapping statistical uncer-
tainty to WEPs
Data construction. In RQ1, we studied the differences between LLMs
and humans in interpreting different WEPs. However, the ability of
LLMs to use these WEPs still needs further investigation. In RQ2, we
examine how LLMs use the WEPs to express their estimates of statisti-
cally uncertain events. Specifically, when given numerical observations of
an event’s outcome, howwould LLMs use a given set ofWEPs to estimate

the likelihood of future outcomes of the same event? To answer this
research question, we constructed the test data set using the pipeline
shown in Fig. 7.

As shown in Fig. 7a, three different scenarios (Height, Score, and
Sound) were constructed, each with three different controls (CHOICES,
NUMBERS, and INTERVAL). Each control represents a distinct variable
that influences the outcome in each scenario and is described as follows:
• CHOICES: Two sets of possible WEPs choices are available for LLMs

tochoose from(Fig. 7b).Notice that all of the choices fromboth sets are
used in RQ1. We aim to elicit more fine-grained estimates using the
first choice set (i.e., the five choices set) while also investigating the
LLMs’ estimates under a more generalized scale (i.e., likely, maybe,
unlikely) using the other choice set.

• NUMBERS: Two sets of numbers, one with a narrow range and the
other with a wider range (Fig. 7c), can be used to instantiate scenarios.
We examine LLMs’ estimates under these two different distribution
patterns. The first set of numbers is generated based on the normal
distributionwith ameanof 100 and a standarddeviationof 10,whereas
the second set is generated based on the normal distribution with a
mean of 100 and a standard deviation of 40.

• INTERVALS: Six descriptions of mathematical intervals: (−∞, low),
(low,∞), (low, high), (−∞, low) or (high,∞), (−∞, high), and (high,∞),
where low and high are a pair of integer numbers. When given a set of
numbers, we provide LLMswith one of these intervals as a rangewhere
these numbers could potentially lie. To generate the pairs of low and
highpoints, we used the two end points of a confidence interval around
the mean of the normal distributions that were used to generate the
numbers, where low represents the lower end of the interval, and high
represents the higher end. Five confidence levels were used: 0.05, 0.275,
0.5, 0.725, and0.95,with each increasing level containing awider range.
Thenumbers shown in the columnsof low andhigh inFig. 7d represent
the probability that an additional number from the same distribution
will fall below the point. Additionally, three pairs of complementary
intervals are defined as: below low and above low, between low and high
and below low or above high, and below high and above high. Each of
these pairs encompasses the entire range of numbers for any given set
of numbers. For example, the interval below 99 and above 99 includes
all numbers, covering everything less than 99 and everything greater
than 99, leaving no number unrepresented except 99 itself.

A fully constructed example scenario thatwewould provide to anLLM
is provided in Fig. 7(f), where the first scenario is instantiated using the 5
choices control, the normal distribution with mean 100 and standard
deviation 10, and the interval below low using the confidence interval
level at 0.05.

In total, we have three scenarios, two CHOICES sets, two sets of
NUMBERS, five confidence interval levels, and six INTERVALS.Hence,we
canconstruct 3×2×2×5×6=360 fully instantiatedprompts.Additionally,
to investigate whether the use of the Chain-of-Thought (CoT) prompting
method can bring an increase in performance, a zero-shot CoT67 prompt
was generated for each of the 360 constructed prompts. The CoT prompt
was generated by changing Complete the following sentence using one of the
choices, listed in descending order of likelihood, that best fits the sentence:
CHOICES. into First compute the associated probability. Then complete the
following sentence using one of the choices, listed in descending order of
likelihood, that best fits the sentence: CHOICES. Give your final choice after“I
choose:”.

Metrics. Four metrics were designed to evaluate the model’s perfor-
mances: pair-wise consistency, monotonicity consistency, empirical con-
sistency, and empirical monotonicity consistency. The model’s
performance is assessed differently by each of these metrics. These
metrics are defined shortly, with an example demonstrated in Fig. 8. We
begin by assuming that each prompt Pijks is instantiated using the
CHOICES set Ci, i∈ {1, 2} the NUMBERS setNj, j∈ {1, 2} and one of the

Table 5 | The full list of the English version of concise narrative
context (CNC) templates, as well as the corresponding
Chinese version

English Chinese

The film festival {} attracts a large audience. 甤影节{}吸引大量观众

They will {} launch before us. 他们{}在我们之前发布

The local concert {} sells out quickly. 当地音乐会{}很快售罄

The charity gala {} raises significant funds. 慈善晚会{}筹集到大量资金

The art exhibition {} receives positive reviews. 艺术展览{}收到积极评价

That antique fair {} unveils rare collectibles. 古董展{}展示稀有收藏品

The mountain trail {} offers breathtaking views
at dawn.

山道{}在黎明时分提供令人叹

为观止的景色

The computer {} malfunctions when I have an
important task to complete.

当我有重要任务要完成时，计

算机{}出现故障

The museum {} gets crowded on weekends. 博物馆{}在周末拥挤

They are {} moving to Spain for the summer. 他们{}去西班牙度过夏天

It is {} a military airfield. 它{}是军用机场

The restaurant is {} the cheapest option
available.

这家餐厅{}是最便宜的选择

The theory is {} the only explanation for the
phenomenon.

这个理论{}是现象的唯一解释

This ingredient is {} necessary for the recipe. 这个成分{}在食谱中是必要的

Based on the weather forecast, it will {} rain
tomorrow.

根据天气预报，明天{}会下雨

{} represents a placeholder for possible WEPs. Some Chinese templates lack explicit future tense
found in English, as Chinese relies on context rather than a dedicated future tense.
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intervals Ik, k∈ {below low, above low, between low and high, below low or
above high, below high, above high} from INTERVAL, which is con-
structed using one of the confidence interval points Ps, s ∈ {0.05, 0.275,
0.5, 0.725, 0.95} from Points.
• Pair-wise consistency: consider two prompts, Pijks and Pijk0s, that

are constructed using the same CHOICES set Ci, NUMBERS set
Nj, and confidence interval point Ps, but with different interval
such that k; k0 2 {below low, above low} or {between low and high,
below low or above high} or {below high, above high}. The model’s
response is deemed correct if and only if it selects any pair of
complementary choices for these prompts, regardless of their
order. The three pairs of complementary choices are defined as {is
almost certainly and is almost certainly not}, {is likely to be and is
unlikely to be}, and {is maybe and is maybe}. In total, we have
180 such prompt pairs. Each pair is marked with a 1 if a model
answered correctly and a 0 if answered incorrectly. We report the
average based on these 180 prompt pairs.

• Monotonicity consistency: for a sequence of five prompts Pijks1
, Pijks2

,
Pijks3

, Pijks4
, and Pijks5

, that are constructed using the same CHOICES
set Ci, NUMBERS set Nj, and interval Ik, but with a sequence of
increasing confidence interval points, such that s1 = 0.05, s2 = 0.275, s3 =
0.5, s4 = 0.725, and s5 = 0.95, the model’s response is deemed correct if
and only if it selects any sequences of choices that represent prob-
abilities in either an increasing or decreasing order. Specifically, if k ∈
{below low, below low or above high, above high}, the correct order is
decreasing, and ifk∈ {above low,between lowandhigh,belowhigh}, the
correct order is increasing. Additionally, the rule of increasing or
decreasing order is non-exclusive, indicating that the occurrence of two
identicalWEPs choices does not violate this principle. For example, the
sequenceof responses (is almost certainly, is almost certainly, ismaybe,
ismaybe, is unlikely to be) counts as a decreasing sequence. In total, we
have 72 such sequences of prompts. Each ismarked with a 1 if amodel
answered correctly and a 0 if answered incorrectly. We report the
average based on these 72 sequences of prompts.

• Empirical consistency: For any prompt Pijks, we are able to use the
NUMBERS set Nj, the interval Ik, and the confidence interval point Ps
associated with that prompt to calculate the exact proportion of
numbers that fallwithin a specified interval. For example, given thefirst
NUMBERS set (116, 93, 94, 89, 108, 76, 117, 92, 103, 97, 114, 79, 96, 96,
111, 89, 98, 91, 100, 105) and the interval below 99, which is below low
instantiated using the confidence interval point 0.05, there are 12
numbers that fall into the interval. Therefore, the proportion (corre-
sponding to a frequentist interpretation of probability) is 0.6. Addi-
tionally, for anyWEPchoice that is provided toGPT-4,weobtained the
numerical probability range associated previously with that WEP.
Specifically, for the 3-choices CHOICES set, the range for A.is likely to
be is (0.61, 1), B.is maybe is [0.41, 0.61], and C.is unlikely to be is (0,
0.41). For the 5-choices CHOICES set, the range forA.is most certainly
is (0.92, 1), B.is likely to be is (0.61, 0.92), C.is maybe is (0.41, 0.61),D.is
unlikely to be is (0.13, 0.41), and E.is almost certainly not is (0, 0.13).
Based on the calculated proportion and the numerical probability
range tied to each WEP choice, we establish the ground truth as the
choice whose range encompasses the proportion. In total, we have 360
prompts. Each ismarkedwith a 1 if amodel answered correctly and a 0
if answered incorrectly. We report the average based on the 360
prompts.

• Empirical monotonicity consistency: For the sequence of two prompts,
Pijks and Pijk0s, that are constructed using the same CHOICES set Ci,
NUMBERS set Nj, and interval Ik, but with a sequence of continuing
confidence interval points (i.e., 0.05 and 0.275, 0.275 and 0.5, 0.5 and
0.725, 0.725 and 0.95), the model’s response is deemed correct if and
only if it selects any sequence of two choices, such that the sequence
represents probabilities in an increasing, decreasing, or constant order.
This order is determined by first finding out the ground truth for each
prompt, which is accomplished in the same way as in the empirical
consistency. Then, if the correct choice for the first prompt (Pijks)
represents a probability greater than that of the second choice (Pijk0s),
the correct order is decreasing. Conversely, if it is lower, the correct

Fig. 7 | The pipeline for constructing the dataset.Three scenario templates (height,
score, and sound) are shown in part (a). Each template comes with three controls:
CHOICES (b), NUMBERS (c), and INTERVALS (e). Each control offers some

possible values. Points (d) contain values that are being used by INTERVALS. One
fully constructed example is shown in (f).
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order is increasing. If the correct choice for the first and second
prompts is the same, the correct order is constant. In total, we have
288 such prompt pairs. Each is marked with a 1 if a model answered
correctly and a 0 if answered incorrectly. We report the average based
on the 288 prompt pairs.

The fourmetrics are designed primarily as an intra-model investigation
of an LLM’s consistency inmapping numerical information toWEP choices
under controlled perturbations of the input data. As a result, they should be
interpreted as a standalone evaluation of model behavior, rather than as an
extension of the human-LLM comparison in RQ1.We do not report human
baselines for thesemetrics, and therefore do notmake claims about howwell
these consistency constraints “hold” for people in comparable tasks.

Experimental setup. In the previous experiments, multiple LLMs were
studied to investigate the differences in interpreting WEPs between
humans and LLMs. However, we only focus on one specific LLM here:
GPT-4, as it is among the most powerful LLMs and represents the latest
advancements in the field at the time of writing. Similar to the first
objective, we used theOpenAIApplication Programming Interface (API)
to access the GPT-4 model, specifically the “gpt-4-0613” version. All
messages sent to the API are constructed without the system message.
The prompts are sent only as the role of the “user”. All experiments use a
temperature of 0 to maximize reproducibility. All of the 360 normal
prompts and 360CoTprompts are sent toGPT-4 through the official API
and responses are recorded. To produce the random performance results
for each metric, we randomly choose one choice between the available
choices. This process is repeated ten times, and the final random per-
formance is obtained by averaging the scores for the ten replications.

Data availability
All data and code generated or analyzedduring this study are included in the
following GitHub repository: https://github.com/jasontangzs0/Estimative-
Uncertainty.git.
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